CONFERENCES IN RESEARCH AND PRACTICE IN
INFORMATION TECHNOLOGY

VOLUME 85

ADVANCES IN ONTOLOGIES 2007

AUSTRALIAN
COMPUTER
SOCIETY






ADVANCES IN ONTOLOGIES 2007

Proceedings of the

3rd Australasian Ontology Workshop (AOW 2007),
Gold Coast, Australia, 2 December 2007

Thomas Meyer and Abhaya C. Nayak, Eds.

Volume 85 in the Conferences in Research and Practice in Information Technology Series.
Published by the Australian Computer Society Inc.

Published in association with the ACM Digital Library. v

iii



Advances in Ontologies 2007. Proceedings of the 3rd Australasian Ontology Workshop (AOW 2007),
Gold Coast, Australia, 2 December 2007

Conferences in Research and Practice in Information Technology, Volume 85.

Copyright (© 2007, Australian Computer Society. Reproduction for academic, not-for-profit purposes
permitted provided the copyright text at the foot of the first page of each paper is included.

Editors:

Thomas Meyer

Meraka Institute

PO Box 395

Pretoria 001

South Africa

E-mail: tommie.meyer@meraka.org.za

Abhaya C. Nayak

Intelligent Systems Group (ISG)
Department of Computing
Macquarie University

Sydney, NSW 2109

Australia

E-mail: abhaya@comp.mq.edu.au

Series Editors:

Vladimir Estivill-Castro, Griffith University, Queensland
John F. Roddick, Flinders University, South Australia
Simeon Simoff, University of Technology, Sydney, NSW
crpit@infoeng.flinders.edu.au

Publisher: Australian Computer Society Inc.
PO Box Q534, QVB Post Office

Sydney 1230

New South Wales

Australia.

Conferences in Research and Practice in Information Technology, Volume 85
ISSN 1445-1336
ISBN 978-1-920682-66-8

Printed March 2008 by Flinders Press, PO Box 2100, Bedford Park, SA 5042, South Australia.
Cover Design by Modern Planet Design, (08) 8340 1361.

The Conferences in Research and Practice in Information Technology series aims to disseminate the results of
peer-reviewed research in all areas of Information Technology. Further details can be found at http://crpit.com/.



Table of Contents

Proceedings of the 3rd Australasian Ontology Workshop (AOW 2007), Gold
Coast, Australia, 2 December 2007

Preface . ... ... vii
Programme Committee........ ... ... .. . . . viii
Acknowledgement of Support...... ... .. ... . ix

Keynote Paper

The Development, Evaluation and Application of Ontologies to eResearch ....................... 3
Jane Hunter

Full Papers

Enterprise Semantic Information Search System Based on New Music and Audio Ontology Integrating
Existing Ontologles . ... ...t 7
Kiavash Bahreini, and Atilla Elgi

Learning from Ontological Annotation: an Application of Formal Concept Analysis to Feature Con-
struction in the Gene Ontology .. ... .. i 15
Elma Akand, Michael Bain, and Mark Temple

Structure Based Semantic Measurement for Information Filtering Agents ........................ 25
Glenn Boardman, and Hongen Lu

An ontology-based approach for resolving semantic schema conflicts in the extraction and integration
of query-based information from heterogeneous web data sources ............ ... ... ... . ... 35
Abdolreza Hajmoosaei, and Sameem Abdul Kareem

A Formalization of Subjective and Objective Time Ontologies .............. ... ... 45
Philip H.P. Nguyen, and Dan Corbett

Dealing with the Formal Analysis of Information Security Policies through Ontologies: A Case Study 55
Geiza M.H. da Silva, Alexandre Rademaker, Davi Romero de Vasconcelos, Fernando N. Amaral,
Carlos Bazilio, Vaston Costa, and Edward Hermann Haeusler

Extraction, evaluation and integration of lexical-semantic relations for the automated construction
of a lexical ONtOlOZY . . ...t 61
Tonio Wandmacher, Ekaterina Ouvchinnikova, Ulf Krumnack, and Henrik Dittmann

Author Index .. ... 71



vi



Preface

The first two Australasian Ontology Workshops (AOW 2005 and AOW 2006) were held in Sydney and
Hobart, respectively, both as workshops of the Australian Joint Conference on Artificial Intelligence (AT’05,
and AT’06). This tradition is being continued this year, with AOW 2007 being held on the Gold Coast in
Queensland, Australia, again as workshop of the Australian Joint Conference on Artificial Intelligence
(AT07).

The purpose of this one-day workshop series on Advances in Ontologies is to bring together ontology
researchers from both industry and academia in the Australasian region for interaction, discussion, sharing
of results and initiation of new projects, and also to raise the awareness of the Australasian Artificial
Intelligence community to the state-of-the-art ontology research conducted in the region. AOW 2007 has in
particular provided a visible focal point for ontology research within the Australasian region, and provided
a connection with the international ontology community.

The keynote speaker, Professor Jane Hunter from the University of Queensland, elaborated her hy-
pothesis that the application of semantic web technologies to the semantic annotation, integration and
correlation of distributed mixed-media scientific datasets and data processing services can expedite the
discovery of new knowledge - that scientific problems can be solved more quickly through richer, machine-
processable descriptions, enhanced semantic interoperability and faster data integration. She presented
three interesting e-Research applications in support of this claim.

A program committee of international standing reviewed all contributed papers (full papers were re-
viewed). Each paper was reviewed by at least three program committee members, and additional reviews
were also sought to identify those papers which propose the most promising ideas. As a result, seven papers
were selected for publication in these proceedings out of eleven submitted papers by authors from Australia,
Brazil, Germany, Malaysia, Turkey and the United States.

The papers in this issue deal with varied aspects of ontology research, including semantic annotation,
semantic measures, lexical ontology and temporal ontology. They discuss issues involved in the construc-
tion of ontologies such as integration of relations, and the resolution of schema conflicts. As well, there
are discussions of the challenges arising out of the applications of ontological research to different areas,
including formal analysis of information security policies.

We would like to thank the keynote speaker, Jane Hunter, the authors and the members of the Program
Committee of AOW 2007 and the additional reviewers for their contributions to the quality of the workshop
and of this collection.

Thanks are also due to the members of the AI’'07 Organising Committee — in particular Dr Marcus
Randall — for their help with the smooth organisation of this workshop event, and the editors of the
CRPIT series for facilitating the publication of the AOW 2007 workshop proceedings. We acknowledge the
EasyChair conference management system which was used in all stages of the paper submission and review
process and also in the collection of the final camera-ready papers.

Thomas Meyer, Meraka Institute
Abhaya C. Nayak, Macquarie University
Organisers of AOW 2007

December, 2007
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The Development, Evaluation and Application of
Ontologies for eResearch

Jane Hunter

School of ITEE
The University of Queensland
St Lucia, Queensland

J.hunter@ug.edu.au

Extended Abstract

‘Advances in scientific research techniques have led to an
explosion of information-rich, multimedia data within the
research sector. New high-throughput data capture and
combinatorial experimentation techniques (involving
advanced instruments capable of capturing extremely high
resolution data streams) have resulted in the generation of
research data in quantities that are too great for effective
assimilation. The data is not only massive in volume but
is also being produced in a broad range of mediums and
formats, including: numerical data, spectrographic output,
genomic arrays, images, 3D models, audio and video, for
disciplines including nano-materials, bioinformatics, tele-
medicine, geosciences, astronomy and the social sciences.
Scientific discovery is increasingly dependent on reliable
tools and services to support the storage, dissemination,
analysis and correlation of these complex data sets by
collaborating teams of globally distributed scientists.

The volume, variety and multi-dimensional nature of the
content exacerbates the difficulty of describing this data
adequately so it can be confidently and appropriately
incorporated into existing theories or models. In order to
validate and authenticate scientific results, detailed
provenance metadata describing the precise methodology
and derived datasets needs to be recorded. Because
today’s scientists are working in large geographically
distributed teams or “virtual organisations”, the data and
metadata has to be comprehensible to people, computers
and software across many different organizations,
platforms and disciplines. Metadata standards and
semantic interoperability are essential to enable
distributed querying, analysis, integration of mixed-
media, heterogeneous scientific datasets in order to
maximize its re-use, extract the inherent knowledge and
build new knowledge layers on top of existing data

The Semantic Web promotes interoperability through
formal languages and rich semantics. It aims to build a
web where information is exchanged easily between
humans and machines. Through a combination of URIs,
RDF, OWL ontologies, SWRL inferencing rules and
SPARQL query language, the Semantic Web aims to

Copyright © 2007, Australian Computer Society, Inc. This
paper appeared at the 3" Australian Ontology Workshop (AOW-
07), Gold Coast, Queensland, Australia. Conferences in
Research and Practice in Information Technology (CRPIT),
Vol. 85. Editors, Thomas Meyer and Abhaya C. Nayak.
Reproduction for academic, not-for profit purposes permitted
provided this text is included.

define and expose the semantics associated with data or
information, in order to facilitate automatic processing,
integration, sharing and reuse of the data.

The hypothesis we are trying to prove is that the
application of semantic web technologies to the semantic
annotation, integration and correlation of distributed
mixed-media scientific datasets and data processing
services, offers enormous potential for expediting the
discovery of new knowledge. Semantic web/grid tools
enhance interoperability through formal syntaxes,
ontologies and inferencing rules. They enable innovative
search, data exploration, hypothesis development and
evaluation interfaces and can assist researchers in
managing, assimilating and distributing data to facilitate
further scientific understanding and discovery.

In this paper we present three e-Research applications
that support this hypothesis — they demonstrate three
disciplines in which scientific problems may be solved
more quickly through: richer, machine-processable
descriptions, enhanced semantic interoperability and
faster data integration:

e  Fuel Cell Optimization (Hunter 2004)
e Semantic WildNet (Pullar 2007)
e Ethnographic Media Analysis (Schroeter 2006)

In particular our approach is to facilitate semantic
interoperability across media types, vocabularies and
disciplines through a common extensible ontology
(Hunter 2003). The significant advantage of this approach
is that it can easily be extended and adapted across
disciplines through the incremental incorporation of
domain-specific ontologies and rules.

References

Hunter, J. Drennan, J. Little,S. (2004) "Realizing the Hydrogen
Economy through Semantic Web Technologies", |EEE
Intelligent Systems - Special Issue on eScience, Jan-Feb 2004

Pullar, D., Zhang, J. Hunter, J. Zhou X. (2007) Integrative
Environmental Queries Using Geospatial Web Services,
Distributed Geoinformatics and Sensing, Ubiquity, and
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Schroeter, R., Hunter, J., et. Al. (2006) A Synchronous
Multimedia Annotation System for Secure Collaboratories, 2nd
IEEE International Conference on E-Science and Grid
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Hunter, J. (2003). Enhancing the Semantic Interoperability of
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Enterprise Semantic Information Search System Based on New Music
and Audio Ontology Integrating Existing Ontologies

Kiavash Bahreini and Atilla Elci

Dept. of Computer Engineering, and Internet Technologies Research Centre,
Eastern Mediterranean University, Famagusta, TRNC, Turkey

Email:

Abstract

Music and Audio Information Search System (MAISS) is
a web-based application using ontologies and inference
engine to search multimedia documents. In MAISS, users
run queries in web pages for retrieving data about albums,
artists, audio files, audio file formats, encoding audio
files, genre, instrument, key, note, official, resource,
rhythm, etc. Web Ontology Language (OWL) is the
operational base of MAISS, so users can also run queries
for retrieving information with constraints about classes,
data type properties, object properties, and their values.
MAISS shows many categories of information about
music and audio files. In fact this system is a database of
information about music which enables the user to obtain
information roughly or accurately. This system is not only
a machine-readable system and capable of converting
information from OWL format to RDF format but also it
can extract data from ontology file whereby it would be
user-readable and understandable. Moreover, for
implementing this system, java language, J2EE
architecture, and other related technologies in addition to
Semantic Web have been used.

Keywords: Ontology, OWL, RDF, RDQL, J2EE, Music
and Audio.

1 Introduction

The music industry is changed by Internet as it rendered
music easy to share, listen to, sell and buy. Information
about music, musicians, their relationship or experience
can be shared on the Internet. Tracks may be in one or
multiple formats. Holding and serving such data is not
possible unless systems or sites exist for supporting them.

Music is an art form that involves organized and audible
sounds and silence (MW 2007). Music may be used for
artistic or aesthetic, communicative, entertainment, or
ceremonial purposes. This project is chiefly focusing on
the music information. The MAISS is a system which
helps people to reach to information about music.

Users can search and find about Artists, Albums,

Copyright © 2007, Australian Computer Society, Inc. This
paper appeared at 3rd Australasian Ontology Workshop (AOW-
07), Gold Coast, Queensland, Australia. Conferences in
Research and Practice in Information Technology (CRPIT),
Vol. 85. Editors, Thomas Meyer and Abhaya C. Nayak.
Reproduction for academic, not-for profit purposes permitted
provided this text is included.

{kiavash.bahreini, atilla.elci}@emu.edu.tr

Instruments, Tracks, Rhythms, Keys, Audio file types,
Audio file formats, etc. The MAISS is based on Web
Ontology Language (OWL 2004) and is capable of
extracting data from ontology file.

Our goal in this project is to establish a new ontology
database using OWL on which rule-based inference
engines like Jena (Jena 2006) are able to run queries and
return requested data. It acts like a small search engine
which returns related information and links about users’
requests based on music system.

The Music Ontology Specification provides main
concepts and properties for describing music in OWL on
the Semantic Web (MOS 2006). The emerging idea of the
Semantic Web is based on the maximum automation of
the complete knowledge lifecycle processes, i.e.,
knowledge representation, acquisition, adaptation,
reasoning, sharing, and use (Stamou 2005). In Semantic
Web, the machines must be able to discover common
meanings. A solution to this problem is introduced by
“Ontologies” (OASF: Gayde et al. 2006). OWL uses both
URIs for naming and the description framework for the
Web resources provided by RDF to add the following
capabilities to ontologies (OWL 2004):

1. Ability to be distributed across many systems.
2. Scalability to Web needs.

3. Compatibility with Web standards for
accessibility and internationalization.

4. Openness and extensibility.

Although OWL has such capabilities these are not enough
for its use in web-based applications or conceptual
systems. Furthermore, many related web sites which are
constructed for music ontology are not in OWL yet; most
are dealing with music ontology in only RDF format.
They survey music art and industry but just literature
review on these topics are not enough. Moreover, with
the advancement of technology, the changing needs for
getting better results may be served by using new
technologies and mixing them with many developing
techniques in computer science. There are many APIs
which can be used to obtain better inference capability.
Applying them on ontology can improve our ability for
better working, running powerful queries, getting better
results, and so on.

In order to be applicable for real-world enterprise
applications, our ontology representation approach must
make it easy to fulfil the following technical
requirements:

Page 7
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1. Scalability: systems must be able to cope with
large quantities of information.

2. Concurrency support: it must be possible for
several users to use and read information at the
same time.

3. Reliability: the system must under no
circumstances lose or corrupt information.

4. FEasy integration with existing data sources.

These requirements are not trivial to fulfil, largely due to
the fact that ontology management infrastructure has not
reached the maturity of the relational databases. For
example, many existing tools are still file-oriented and so
is ours. This limits the size of ontologies that can be
processed, as the whole ontology must be read into main
memory. As our project is web based, it uses multi-tier
architecture, so it is able to support multi-user
transactions. It uses RDQL (Jena Tutorial 2004) for
running and returning results.

Although semantics has been used and placed in OWL
files and it has given some virtual meaning to those data
but we still need more efficient information system so
that the data would be accessible for both human and
machine. As a matter of fact we need to implement some
systems so that users all over the world would be able to
retrieve data from ontology-based database(s) via Internet
and this system would enable the user to save retrieved
information with their selected format.

Semantic information systems often have the following
problems to deal with:

e Implementing multiuser transaction queries over
files of ontology simultaneously,

e Understanding the existing data within the
ontology by the user,

e Lack of existing web-based applications to work
with Semantic Web, and

e Difficulty of converting the Semantic Web
formatting languages through the web interface.

All above mentioned problems have been addressed by
MALISS system.

The remainder of the paper is organized as follows:

Section 2 displays an overview of MAISS. Section 3
investigates architecture of MAISS which is based on
ontology definition in OWL, inference engine, and J2EE
n-tier model. In section 4, classes in music ontology and
ontology specification are explained. Section 5 considers
many queries which were used in Algernon or through
JSP web pages. Section 6 concludes the paper and
suggests future work in this topic.

2  MAISS Overview

MAISS maintains an ontology for representing
knowledge on multimedia besides holding multimedia
information and data (MAISS: Bahreini et al. 2007).

Page 8

MAISS has a graphical user interface which, through web
pages, represents, and saves data and knowledge. It
displays records related to OWL database and is able to
save data in RDF (RDF 2004) format. The MAISS, for
gaining this functionality, uses computation and inference
engines.

How does the MAISS work? As soon as a request is
received from the user it is passed on to the computation
engine [CE in abbreviation] (reference step no. 1 in
Figure 1); CE generates proper queries for posing them to
the inference engine [IE in abbreviation] (step no. 2). IE
checks the Ontology & Knowledge Base, receiving
related data (steps no. 3 & 4). IE extracts and forwards
relevant information to CE. Finally, CE renders the
information for displaying through the user interface.

Operational steps of MAISS query processing are
displayed in Figure 1.

F‘i\

\\t”f =nt

a

1- Send request

—
Computation
Engine
6- Show results \

—_—

User
Interface

5- Extract
information

2- Generating
queries

4 Send information from DB
>

Ontology &
Knowledge Base

Inference

3- Check ontology Engine

Figure 1: MAISS query processing.

3  MAISS Architecture

MAISS is an ontology-based linguistic music and audio
search engine, developed using OWL, an inference
engine, J2EE (J2EE 1.4), and Web. Currently, MAISS
source code contains more than 6,000 lines of OWL, JSP,
and Java code.

The base of MAISS architecture is J2EE n-tier model.
Java Platform, Enterprise Edition (Java EE) is the
industry standard for developing portable, robust, scalable
and secure server-side Java applications. Building on the
solid foundation of Java SE, Java EE provides web
services, component model, management, and
communications APIs that make it the industry standard
for implementing enterprise applications (Algernon
2005). This architecture is shown in Figure 2. In this
model there are many tiers; Client Tier is in the first part.
All browsers can be used in this tier. User’s request is
conveyed to the next tier, Presentation Tier. The web
server runs in this tier providing JSP and Servlet
containers. Presentation Tier is able to receive requests
from client tier and call query methods to execute at the
next tier, Business Logic Tier. Java Server Pages (JSP)
technology provides a simplified and fast way to create
dynamic web content. JSP technology enables rapid
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development of web-based applications that are server-
and platform-independent (JSP 2006). Java Servlet
technology provides Web developers with a simple,
consistent mechanism for extending the functionality of a
Web server and for accessing existing business systems.
A servlet can be thought of as an applet that runs on the
server side--without a face. Java servlets make many Web
applications possible (Servlet 2006).

Business Logic Tier is at the heart of query processing
which make up the MAISS. All of the JavaBeans,
business components and Jena API exist here. JavaBeans
technology is the component architecture for the Java 2
Platform, Standard Edition (J2SE). Components
(JavaBeans) are reusable software programs that can be
developed independently and assembled easily to create
sophisticated applications. JavaBeans technology is based
on the JavaBeans specification (JavaBeans 2006). Jena is
a Java framework for building inference capability into
Semantic Web applications. It provides a programmatic
environment for RDF, RDFS and OWL, SPARQL, and
includes a rule-based inference engine. It is able to
generate queries for the Integration Tier.

The RDQL exist in the Integration Tier. It runs queries on
the Data Tier and extracts result sets to the Business
Logic Tier. RDQL is a query language for RDF in Jena
models. The idea is to provide a data-oriented query
model so that there is a more declarative approach to
complement the fine-grained, procedural Jena API (Jena
Tutorial 2004).

The Data Tier contains the MAISS Music Ontology file
also storing our data and knowledge.

=

—

User Request

Response to client

Client Tier Presentation Tier

——
spofau
satenh buyjey

Executing queries
—

Business Logic Tier

Extracting queries
——
(—

sauanb bugerausg

Results of queries

Running queries

Integratiomn Tier

Figure 2: MAISS Architecture; relations between
tiers.

The MAISS Music Ontology is introduced in detail in the
next section.

4  MAISS Music Ontology

An ontology in Semantic web is used to model the
vocabulary and meaning of the domains. That is to say,
the objects, the relationships between them, the

properties, functions, constraints and rules are defined
and modelled by an ontology. It includes machine-
interpretable definitions of basic concepts in the domain
and relations among them (OASF: Gayde et al. 2006).
The wide usage of Semantic Web and the number of
people contributing to the web increase numbers of
ontologies. One of the basic problems in the development
of the Semantic Web is the integration of ontologies
(IOMSP: Olgu et al. 2006).

MAISS is an ontology-based linguistic music and audio
search engine, developed using OWL, inference engine,
J2EE, and Web. We have developed a Music and Audio
Ontology to provide a semantic framework for MAISS. It
is expressed in Web Ontology Language (OWL 2004).
MAISS Music Ontology is built starting with the Music
Ontology  Specification (MOS 2006) and also
considerably extended it; it currently has more than 30
classes and 100 objects and data type properties.

In this paper we describe many classes which are
available in the Music Ontology Specification in its initial
version (MOS 2006):
1. Aurtist: this is a generic term which is applied to
solo artists, groups, and also "various artists".
2. AudioFile: an archived digital signal.
3. AudioFileType: the archiving type used.
Encoding: the encoding used in the archiving
process.

5. EP: an EP is a so-called "Extended Play" release
and often contains the letters EP in the title.

6. Form: anchor point for musical form taxonomy.
7. Key: Musical keys.

8. Longplay: a "Long Play" (LP) release (Album),
generally consists of previously unreleased
material. This includes release re-issues, with or
without bonus tracks.

9. Note: a musical note.
10. Opus: the abstraction of a musical piece.

11. Other: any release that does not fit or cannot
decisively be placed under any of the other
categories.

12. Resource: web resources.
13. Rhythm: rhythm of music.

14. Score: a transcription of a musical piece (may be
produced by an arrangement).

15. Signal: a digital or an analog signal.

16. Single: a single typically has one main song and
possibly a handful of additional tracks or
remixes of the main track. A single is usually
named after its main song.

17. Status: album release (Album) status. This is the
super class of all classes’ status.

18. Type: a type of Album release (Album). This is
the super class of all classes’ types.

Page 9
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The sample diagram displaying ontology classes of
MAISS, as generated by TGViz API in Protégé, is shown
in Figure 3. The name space prefix “mo:” refers to the
Musical Ontology Specification (MOS 2006); the rest are
indigenous to MAISS.

There are many classes and properties in our OWL file
which is very big to list here, but as an example, the
Artist class and the image property which has Artist as
one of its domain are depicted in Table 1.

<owl:Class rdf:ID="Artist">
<rdfs:subClassOf>
<owl:Class rdf:about="#MusicAudio"/>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="http://www.w3.org/2001/XMLSchema#int">
1</owl:maxCardinality>
<owl:onProperty>
<owl:DatatypeProperty rdf:ID="age"/>
</owl:onProperty>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:comment
rdf:datatype="http://www.w3.0rg/2001/XMLSchema#string
">Artist - This is a generic term which is applied to solo
artists, groups, and also "various artists".
</rdfs:comment>
</owl:Class>

and objects for retrieving data from MAISS Music and
Audio Ontology. For example for retrieving web link for
images of artists, we implemented the query in triples (the
subjects, verbs, and objects that make up RDF
statements) using RDQL in Java language which is
shown in Table 2.

loaded _model.read(new InputStreamReader(in), "");

String queryString =" SELECT ?" + Artist +

" WHERE ( ?" + Artist + ", nss:" + image + ", ?" +
objectName + ")" +

" USING nss FOR <"+ NS + ">";

Query queryl = new Query(queryString);
query1.setSource(loaded _model);

QueryExecution ge = new QueryEngine(query1);
QueryResults results = ge.exec();

Table 2: The query in RDQL; resource for image of
Artists.

The result of the above query in browser window is
shown in Figure 4.

In the following we show an example using Algernon
(Algernon 2005); this query returns information about
each Artist having numberOfAlbums greater than 25 (See
Table 3):

<owl:ObjectProperty rdf:ID="image">
<rdfs:domain>
<owl:Class>
<owl:unionOf rdf:parseType="Collection">
<owl:Class rdf:about="#Artist"/>
<owl:Class rdf:about="#Album"/>
<owl:Class rdf:about="#Track"/>
</owl:unionOf>
</owl:Class>
</rdfs:domain>
<rdfs:range rdf:resource="#Resource"/>
<rdfs:comment
rdf:datatype="http://www.w3.0rg/2001/XMLSchema#string
">image - Indicates a pictorial image (JPEG, GIF, PNG,
Etc.) of an artist, an album or a track.</rdfs:comment>
</owl:ObjectProperty>

Table 1: The Artist class and image property
declaration in OWL file.

In the following section some queries and their resultant
output will be shown.

5 Queries in MAISS

Search engines are very important tools for the people to
get information from Internet but low-accuracy and low-
recall persist widely in current search engines (DSSWS:
Celik et al. 2006). Certainly query facilities are of critical
importance for any ontology-based information system. It
is important that results of queries reflect the original
semantics of the model. The results of queries we
attempted are related to the original semantic and are also
user readable.

For applying the Artist concept, we use subjects, verbs,

(G:INSTANCE Artist 7aName)

(age 7aName ?age)

(nationality ?aName ?nationality)

(country ?aName ?country)

(numberOfAlbums ?aName ?numberOfAlbums)
(:FAIL (:neq ?age ?age))

(:FAIL (:neq ?nationality ?nationality))

(:FAIL (:neq ?country ?country))

(:FAIL (:neq 7numberOfAlbums ?numberOfAlbums))
(:FAIL (:TEST (:LISP (> 25 7numberOfAlbums)))))

Table 3: The query in Algernon; information about
each artist having numberOfAlbums greater than 25.

The result of the above query in Algernon is shown in
Figure 5.

Table 4 shows the query which is about artists who’s ‘age
+ albums’ is less than 50:

(GCINSTANCE Artist 7name)

(age Mname ?age)

(numberOfAlbums ?name ?Albums)

(:BIND ?AgeAlbums (:LISP (+ ?age ?Albums)))
(:FAIL (:TEST (:LISP (< 50 ?AgeAlbums)))))

Table 4: The query in Algernon; artist’s age + album
is less than 50.

Next query, which is shown in Table 5, displays file type
of AudioFiles. They can be in mp3, wma, vox etc format.
For executing this query we call one method called
runMyQuery (...) with three input arguments; these
parameters are used in queryString object:
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runMyQuery(recievedSubjaectName, "hasFileType", "a");

public void runMyQuery(String subjectName, String
predicateName, String objectName) {

String queryString = " SELECT ?" + subjectName
+"WHERE(?"+subjectName+",nss:" + predicateName + ",
7" + objectName + ")" +" USING nss FOR <" + NS + ">";

Query queryl = new Query(queryString);

query1.setSource(loaded _model);

QueryExecution ge = new QueryEngine(queryl);

QueryResults results = ge.exec();

Table S: The query in RDQL; file type of AudioFiles.

The result of above query in browser window is depicted
in Figure 6.

/- Search Results - Windows Internet Explorer

—,

@ "" ¥ & htip:/flocahost:B020/SemanticvebMadule/AlObjectPropertyQueries, jsp

Fle Edit Wiew Favorites Tools Help

Y - ¢-
;,:(‘ q'}:? | & Search Results

v | Searchweb - &8 - @@ - @ EMal

Search Results

Click here to back...
hasFileType of AudioFile

Subject Predicate Object
Haydi_Soyle hasFileType ra
Last Night hasFileType wma
Akh_Keshken hasFileType mp3
Hasrat hasFileType vox
Tolue Man hasFileType aac

Naneh hasFileType mp3

The End.

Clickhere to back...

Figure 6: The snapshot of the triple; file type of
AudioFiles.

One of the basic problems of the Semantic Web is
integration of ontologies. Indeed, the web includes
variety of information however in order to extract and
combine information, say in a summary document,
semantic integration is required. If the ontologies of the
web pages can be integrated into a virtual ontology (V
0), then only that would be searched (IOMSP: Olgu et al.
2006). Virtual ontology concept is applied in this
research.

In a regular database, there is no class relationship.
Therefore sub classes cannot inherit all properties from
their super classes.
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Extra work will be required to define class relations and
all properties separately. Thus, the work done in SW is
less. The class hierarchies and properties are well defined.
Therefore, doing search with rule-based inference engine
eases the work done and yields better performance. Each
class in a relational database model is represented as a
separate entity. In Semantic Web, information is
represented by using triples (subject, predicate, object)
whereas in relational database a record is an RDF or
OWL node, the column name is RDF or OWL
propertyType, and the record field is a value. Doing
inference through relational method utilizing information
in relational database is much more difficult than
Semantic Web.

6 Conclusion

The MAISS Music and Audio Ontology is an OWL-
based application. As the subject area, that is music:
artists, albums and tracks etc -- has so many competing
requirements that a standalone format would not capture
them all or would lead to trying to describe these
requirements in a number of incompatible formats. By
using OWL instead of RDF, the Music Ontology gains a
powerfully extensible mechanism, allowing Music-
Ontology-based descriptions to be mixed with definitions
made in other OWL vocabulary. Moreover, by mixing
inference engines like Jena with query language like
RDQL, web ontology language like OWL, server pages
like jsp, component architecture like Java Beans, and
Servlet we designed and developed a powerful
application which is able to accomplish something like
magic.

MAISS resolved the problems associated with semantic
information systems as follows:

1. Implementing multiuser transaction queries over
files of ontology simultaneously have been
solved by JavaBeans synchronized methods
which had already been used in servlets.

2. Understanding the existing data within the
ontology by the user which was solved by
displaying subject, predicate, and object in
browser.

3. Lack of existing web-based application to work
with Semantic Web which has been solved by
using the connection between Browser,
Computation engine, Inference engine, and
Ontology knowledge base.

4. Finally the difficulty of converting the Semantic
Web formatting languages which has been
solved by a converter program.

In MAISS, conversion of OWL to RDF is accomplished
without selection of values by the user in that the
selection of values by the users can be customized for
future work. However, since in the present system the
ontology is file-oriented therefore, whole contents of the
ontology are loaded in RAM (Random Access Memory);
this problem will be addressed in the future versions.
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Abstract

A key role for ontologies in bioinformatics is their
use as a standardised, structured terminology, partic-
ularly to annotate the genes in a genome with func-
tional and other properties. Since the output of many
genome-scale experiments results in gene sets it is nat-
ural to ask if they share common function. A stan-
dard approach is to apply a statistical test for over-
representation of ontological annotation, often within
the Gene Ontology. In this paper we propose an al-
ternative to the standard approach that avoids prob-
lems in over-representation analysis due to statisti-
cal dependencies between ontology categories. We
use a feature construction approach to pre-process
Gene Ontology annotation of gene sets and incorpo-
rate these features as input to a standard supervised
machine learning algorithm. Our approach is shown
to allow the straightforward use of an ontology in the
context of data sourced from multiple experiments to
learn a classifier predicting gene function as part of
cellular response to an environmental stress.

1 Introduction

Ontologies are of growing importance in biomedi-
cal informatics and their uptake in this area may
constitute one of the most successful applications to
date of ontological engineering. Resources from open-
source projects such as the Gene Ontology (GO) at
www.geneontology.org are now nearly ubiquitous
tools in bioinformatics (Bard & Rhee 2004). As of
September, 2007 the original GO paper by Ashburner
et al. (2000) had over 800 citations in in PubMed Cen-
tral www.pubmedcentral.nih.gov.

A number of reasons can be identified for this suc-
cess; for a review see Bada et al. (2004). In the cur-
rent paper we are concerned with two aspects of the
Gene Ontology that make it important for machine
learning applications in bioinformatics.

First, the use of ontologies such as the GO pro-
vides a standard terminology for functional genomics
— the objective of which is to describe the function
of all genes in the genome of an organism — for ex-
ample, in the analysis of gene expression data (Baldi
& Hatfield 2002). Thus it is important for machine
learning tools to work with such data. Second, the
category definitions and hierarchical structure of the
GO represent a “pre-Semantic Web” view of ontology,

Copyright (©2007, Australian Computer Society, Inc. This
paper appeared at the 3rd Australasian Ontology Workshop
(AOW-07), Gold Coast, Queensland, Australia. Conferences
in Research and Practice in Information Technology, Vol. 85.
Editors, Thomas Meyer and Abhaya C. Nayak. Reproduction
for academic, not-for profit purposes permitted provided this
text is included.

where the goal of the representation was as a tool for
human inspection rather than as a formal knowledge
structure suitable for automated inference. There is
a question as to how the structure of such a resource
can be handled correctly by automated systems.

We are in the process of adding machine
learning to a yeast data set analysis tool www.
yeastinformatics.org, discussed below in Sec-
tion 5. Therefore a key task is to allow the use of
GO annotation of yeast genes in the preparation of
training sets for standard machine learning tools.

In previous work (Bain 2002) we developed a fea-
ture construction approach using Formal Concept
Analysis that demonstrated bias shift, leading to im-
proved predictive accuracy with standard machine
learning algorithms. Feature construction as a pre-
processing step is a promising approach for handling
non-vector based data as input to attribute vector-
based machine learning methods. In this paper we
investigate the applicability of this approach on GO
annotation data.

The framework we develop allows an integrative
analysis of heterogeneous functional genomics data
based on standard machine learning tools.

2 Gene Ontology in Functional Genomics

The Gene Ontology is structured as an acyclic di-
rected graph or DAG. Vertices or nodes are given
a unique ID — a string of the form “GO:N” where
N is a natural number — and a textual description
intended to characterise some biological properties.
Edges have two types, “is_a” or “part_of”. There
are actually three sub-ontologies in the Gene Ontol-
ogy, referred to as Molecular Function (MF), Cellular
Component (CC) and Biological Process (BP). See
www.geneontology.org for full details.

For most biologists the key role of the Gene On-
tology is the use of the textual descriptions as a stan-
dardized vocabulary to annotate genes in terms of
their function (MF), location in the cell (CC) and in-
volvement in biochemical pathways (BP). Many genes
are annotated with multiple descriptions. These de-
scriptions, each with its unique ID and place in the
GO DAG, are usually referred to as GO terms or cat-
egories (used synonomously) or simply nodes. For
example, the gene known as CDC28 in the yeast Sac-
charomyces cerevisiae is annotated ! to one MF cat-
egory G0:0004693 “cyclin-dependent protein kinase
activity”, two CC categories GO:0005634 “nucleus”
and GO:0005737 “cytoplasm” and eight BP categories
including G0:0000082 “G1/S transition of mitotic
cell cycle” and GO:0040020 “regulation of meiosis”.
Shown in Figure 1 is part of the path to root of the
BP ontology from GO:0000082.

1db.yeastgenome.org, accessed 28/9/2007.
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%biological process ; G0:0008150
%cellular process ; G0:0009987

%cell cycle ; G0:0007049 ; synonym:cell-division cycle

/mitotic cell cycle ; G0:0000278

<G1/S transition of mitotic cell cycle ; GO:0000082 % cell cycle process ; G0:0022402
%cell cycle process ; G0:0022402 < cell cycle ; G0:0007049

%cell cycle phase ; G0:0022403

1
2
3
4
5 <interphase of mitotic cell cycle ; G0:0051329 % interphase ; G0:0051325
6
7
8
9

%interphase ; G0:0051325 ; synonym:karyostasis ; synonym:resting phase

Figure 1: A fragment of the annotation path for CDC28 in the Biological Process ontology in the (now
deprecated) GO Flat File format. Indentation on a line denotes refinement of a parent term on the previous
line by the child term; the edge type is denoted by a ‘%’ for “is_a” or ‘<’ for “part_of”. Note the multiple
inheritances on lines 5, 6 and 7. CDC28 is annotated to the term on line 6.

Since the initiation of the Gene Ontology project
many groups have developed specialised GO software
tools to handle both the ontology itself and data (typ-
ically sets of genes) annotated with GO terms. In
the former category are tools such as ontology editors
while the second contains mainly tools designed for
over-representation or “enrichment” analysis, i.e., es-
timating the statistical significance of finding a set of
genes annotated to a GO term.

2.1 Over-representation analysis

A common setting for over-representation analysis
is computing P-values using a particular statistical
test of gene sets resulting from a genome-wide high-
throughput assay, typically a gene expression mi-
croarray experiment (Baldi & Hatfield 2002). In
this context most tools adopt a standard probabilistic
model for the number of genes that would be found
by chance to be annotated to the particular GO cate-
gory of interest. Typical choices for such models, and
hence significance tests, include the hypergeometric
or binomial distributions, or the x? or Fisher’s exact
tests (P. Khatri and S. Draghici 2005).

A typical application of the hypergeometric distri-
bution is the following, where we have a set of genes
annotated to a particular GO term and we are in-
terested in knowing the probability of finding that
number of genes thus annotated simply by chance 2.
We assume a “background distribution” of genes, typ-
ically the total number of genes in the genome with
GO annotations, or the total number of genes in the
experiment. This number is n. Of this set of genes,
the size of the subset annotated to the GO term of
interest is m < n. In the results of the experiment the
size of our set of genes is s and the number of genes
in that set annotated to our term of interest is . The
probability of finding by chance r genes from s thus
annotated is given by the hypergeometric distribution

P(r,s,m,n)zl—i(i)((ﬁs)i) (1)

=0

2.1.1 Optimistic bias in probability estimates

A well known problem in the analysis of GO annota-
tion using a probabilistic model to estimate statisti-
cal significance is that of multiple testing, in this case,
where each GO term is tested separately using Equa-
tion 1. As the number of applications of a statistical

2This treatment follows that of Boyle et al. (2004), although we
have corrected an error in the formula they present
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test on a data set increases so the probability of ob-
taining an apparently significant result (P-value be-
low the selected threshold) increases. This is usually
allowed for by essentially lowering the effective sig-
nificance threshold based on the number of tests by
using the Bonferroni correction or alternatives (Boyle
et al. (2004)).

In the case of over-representation analysis of GO
annotation the issue turns out to be more compli-
cated. The Bonferroni correction is usually thought
of as being a conservative correction, i.e., the effective
significance threshold is lowered more than necessary.
However, Boyle et al. (2004) report that in their ex-
periments the Bonferroni correction is not conserva-
tive enough, leading to an optimistic bias in estimat-
ing GO categories as statistically significant annota-
tion for gene sets.

A simple qualitative argument can be developed
to suggest why this is the case, and it has important
consequences for the use of ontological annotation in
over-representation analysis. The Gene Ontology, like
many ontologies, is a generalisation hierarchy. This
means that any object annotated to a GO term is also
implicitly annotated to all of its ancestor (i.e., more
general) terms. Just by considering the relation of a
node to its parents, as in the following table, we can
see the effect of this in terms of multiple testing.

No. of genes annotated | in Total | in Sample
to Parent GO term >m >r
to Child GO term m r

Using the notation from Equation 1 this table shows
that the hierarchical structure of the Gene Ontology
implies a dependency between the total number m out
of n genes annotated to a GO term and the number
(> m) annotated to any of its parents and hence all of
its ancestors. The number of genes r in any sample of
size s annotated to a GO term and its parents (> r)
shows a similar dependency relation.

However, the Bonferroni correction assumes that
each statistical test applied to the outcomes of an
experiment (here, each set of genes annotated to a
GO term) is independent. This can be expressed as
an assumption that the values for » and m occurring
in one statistical test have no relation to the values
in any other test (s and n are fixed for any particular
experiment). In the case of GO terms, as seen in the
table, this is clearly incorrect. Once we have a GO
term T' annotating r genes, the probability of having
other terms (i.e., the ancestors of T') annotating > r
genes is increased. A similar argument applies in the
case of values of m.

In order to deal with this bias Boyle et al. (2004)
implemented an alternative correction factor based
on randomly sampling s genes from the background




Proc. 3rd Australian Ontologies Workshop (AOW 2007), Gold Coast, Australia

Ontology

/ |

\
t

\
yi
IAssociations \ N , I \

Figure 2: Example of a DAG-structured ontology
with associated objects annotated to its terms.

set of n and applying Equation 1 to each GO term
annotating any of this set. Repeating this procedure
1000 times gives, for each GO term, the proportion
of apparently significant gene sets under the null hy-
pothesis of random selection, which may then be used
as an adjusted P-value. Although this way of com-
puting a correction for P-values avoids independence
assumptions it took three orders of magnitude longer
to compute.

2.1.2 Coverage matrix

An approach developed by Carey (2004) accounts for
GO structure in developing an information measure
for GO annotation. In this approach GO edge types
are ignored and edges are regarded as instances of the
single relation refines(C, P) where C and P are child
and parent nodes.

Carey introduces the idea of an object-ontology
compler in which the refinement relation from the
GO DAG is represented as a binary (0,1) matrix I'.
I' is a square matrix V' x V where V is the number
of terms in the ontology. For two terms 73, T} in the
ontology, I';; = 1 if refines(T;,Tj) for i > j, other-
wise I';; = 0. Matrix powers I'* represent k—step
refinements of ontology terms.

A second matrix M maps P objects (here genes) to
V ontology terms. In accordance with GO annotation
policy it is assumed that genes are annotated to the
most specific term. All 1-step refinements of the ob-
ject annotations can then be computed as C; = MT.
This is generalised using the idea of coverage, where a
term covers an object if that term or any refinement
of it is associated with the object via the matrix M.
The binary coverage matrix C' (P x V) contains all
such covers. Terms to which a gene is annotated are
referred to as the “associated terms” or simply asso-
ciations for the gene.

The coverage matrix can be used to calculate the
probability of a term in the context of a specific
object-ontology complex, i.e., a specific set of genes
and their annotation in the Gene Ontology. The sum
of the column i for a term 7; is n;, i.e., the number of
genes annotated to T; or one of its refinements. The
probability of that term appearing in the annotation
of the gene set is P(T;) = “* where n is the num-
ber of occurrences of the most frequent term in the
annotation, typically the root node of the ontology.

Carey proposes an information-based similarity

a b ¢ d e f g h
gl [T T 1T 1T 0 1 0 1
g2(1 1 0 1 0 0 0 O
gd|1 1 0 0 0 0 O O
gi|1 01 0 0 1 0 1
g1l 01 0 0 1 0 1

Table 1: Coverage matrix for the example in Figure 2.

measure between terms. The information (in bits) of
term T; is —log, P(T;). However, to the best of our
knowledge no statistical tests for over-representation
analysis based on the coverage matrix approach have
been developed.

3 Ontological annotation for machine learn-
ing

Over-representation analysis is a commonly used ap-
proach that fits well the paradigm of exploratory data
analysis. This is appropriate when the purpose of
a biological experiment is “data-driven” rather than
“hypothesis-driven”, e.g., to group together similarly
behaving genes in a microarray experiment by cluster-
ing expression profiles (Baldi & Hatfield 2002). How-
ever, other experimental designs can be used that lead
instead to results in which the data is divided into two
or more groups. Then the task is to find a model or
“hypothesis” that is the “best fit” to the data ac-
cording to some criterion. In statistics this is known
as discriminant analysis and in machine learning as
supervised or classifier learning (Alpaydin 2004).

If the experimental setting is appropriate then dis-
criminant analysis can have advantages compared to
over-representation analysis. For example, we can
mention two problems in functional genomics experi-
ments with the approach of developing a probabilistic
model then estimating statistical significance. First,
as we have discussed in Section 2.1.1 simple proba-
bilistic models may fail to take into account depen-
dencies due to structure in a data set. Second, the
difficulty of constructing correct probabilistic models
increases rapidly with the number and diversity of
data sets to be used for integrative analysis, where
the goal is to combine multiple sources of data from
different experiments to obtain a more complete pic-
ture of the operation of biological systems.

However, there are problems in the use of this kind
of heterogeneous data with discriminant analysis or
classifier learning also. Algorithms of this type re-
quire example data in the form of fixed-width vectors
of attribute values. Much of the data used, for exam-
ple in the Yeastinformatics web site (see Section 5),
is not in this format. In this paper we focus on Gene
Ontology annotation data.

In order to handle this type of annotation as data
for classifier learning there are two problems to be
dealt with, namely multiple category annotation and
multiple depth of annotation.

The problem of multiple category annotation is
that a given gene may have several different functions
in a cell, and it may be found in several cellular pro-
cesses and in different locations. Therefore, any gene
is annotated with all of the categories with which it
has been associated in the published scientific litera-
ture. In any particular experimental setting, however,
only a subset of the known annotations of a gene will
be relevant. This is known as a multi-instance prob-
lem. For propositional machine learning algorithms
this is not an easy problem to solve.

The problem of multiple depth of annotation arises
from the hierarchical arrangement of of ontology cat-
egories and the way in which these are used to an-
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notate genes. For example, two genes may have a
related function, but are annotated at different levels
of generality. Unfortunately, to a learning algorithm
this relationship is not apparent; the categories are
different. The learning algorithm could be modified
to deal with the concept hierarchy. However, this is
not straightforward and would have to be done over
again for each learning algorithm to be used, which is
impractical.

A solution to both problems may be provided by
extending our previous results (Bain 2002) on feature
construction. The idea is to pre-process the data con-
taining multiple category and multiple depth annota-
tion and use properties of the probability distribution
on the annotation categories to generate new interme-
diate features which are then applied to the examples.
These constructed features are then selected by the
learning algorithm based on their utility in forming
accurate models to predict the class of the examples.

3.1 Feature construction

Another way of viewing the coverage matrix of Sec-
tion 2.1.2 is in terms of graph theory. It represents
the induced graph for a set of genes and their associa-
tions with respect to the DAG structure of the Gene
Ontology. Non-zero entries on each row denote all
terms in the set of paths from the associated terms
for that gene to the root node of the ontology.

The coverage matrix itself is a bipartite graph
since it denotes a set of edges between genes and GO
terms. It can also be represented as a “cross table”
or formal context in the framework of formal concept
analysis (Ganter & Wille 1999).

3.1.1 Formal concept analysis

Detailed coverage of Formal Concept Analysis (FCA)
is in (Ganter & Wille 1999). In this section we follow
the treatments of (Godin & Missaoui 1994, Carpineto
& Romano 1993) since they are more oriented towards
machine learning. However, some naming and other
conventions have been changed.

Definition 1 Formal context A formal context is a
triple (D, O, R). D is a set of descriptors (attributes),
O is a set of objects and R is a binary relation such
that R C D x O.

The notation (x,y) € R or alternatively Ry is used
to express the fact that a descriptor € D is a prop-
erty of an object y € O.

Definition 2 Formal concept A formal concept is
an ordered pair of sets, written (X,Y), where X C D
and Y C O. FEach pair must be complete with respect
to R, which means that X' =Y and Y' = X, where
X' ={y e Ove € X,zRy} and Y' = {x € D|Vy €
Y, aRy}.

The set of descriptors of a formal concept is called its
intent, while the set of objects of a formal concept is
called its extent. For a set of descriptors X C D, X is
the intent of a formal concept if and only if X" = X,
by composition of the ’ operator from Definition 2. A
dual condition holds for the extent of a formal con-
cept. This means that any formal concept can be
uniquely identified by either its intent or its extent
alone. Intuitively, the intent corresponds to a kind
of maximally specific description of all the objects in
the extent.

The correspondence between intent and extent of
complete concepts is a Galois connection between the
power set P (D) of the set of descriptors and the power
set P(O) of the set of objects. The Galois lattice £ for
the binary relation is the set of all complete pairs of
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intents and extents, with the following partial order.
Given two concepts N1 = (X1,Y7) and Ny = (Xo, Ya),
N1 < Ny «+ X1 D Xs. The dual nature of the Galois
connection means we have the equivalent relationship
Ni < Ny Y CYo.

The formal context (D, O, R) together with < de-
fine an ordered set which gives rise to a complete lat-
tice. The following version of a theorem from (Godin
& Missaoui 1994) characterizes concept lattices.

Theorem 3 Fundamental theorem on concept
lattices (Godin & Missaoui 1994) Let (D, O, R)

be a formal context. Then (L;<) is a complete lat-
tice 3 for which the least upper bound (Sup) and great-
est lower bound (Inf) are given by

Supje s (X5,Y5) = (Njes Xi» Ujes ¥3)")
Infie (X5,Y5) = ((Ujes X5)"Njes V)

Since we are concerned with concepts formed from
sets of descriptors, the partial order as well as Sup
and Inf definitions are given so as to relate to lattices
in machine learning rather than that which is typical
in formal concept analysis. That is, the supremum
Sup of all nodes in the lattice in the “most general”
or top (T) node and the infimum Inf is the “most
specific” or bottom (L).

3.1.2 Feature construction from concept lat-
tices

Treating the coverage matrix as a formal context
(Definition 1) where genes are objects and GO terms
are descriptors enables the construction of concept
lattices in which the formal concepts (Definition 2)
contain sets of GO terms that group together sets
of genes. The terms shared by such groups of genes
indicates the biological properties that they have in
common.

{a}, {gl.g2,g3.,24.25}
/ \
{a,b}, {gl.g2.g3}

/

{a,b.d}, {g1.g2}| [{ac.th}, {g4.g5}
\ v

{a,b,c.d,f,h}, {gl}

Figure 3: Concept lattice for the coverage matrix of
Table 1.

In our previous work (Bain 2002) we investigated
the use of concept lattices for both unsupervised and
supervised learning. Both cases required the use of a
information-based measure on formal concepts, simi-
lar to that of Carey (2004) discussed in Section 2.1.2.
While both approaches are based on probability, our
measure was motivated by the compressibility or algo-
rithmic complexity (Chaitin 1987) of a concept. Com-
pressibility of structured data objects, such as strings
in a formal language or, as in this case formal concepts
in a lattice, is inversely related to the probability of
finding such objects by chance.

3Given a non-empty ordered set P, if for all S C P there exists a
least upper bound and a greatest lower bound then P is a complete
lattice.
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This approach was later used by us for ontology
learning, essentially by extracting concepts from a
concept lattice and combining them in a structured
(propositional) logic program. However, while this is
suitable for unsupervised learning it ignores the dis-
tribution of classes within the set of objects. There-
fore, to use concepts in supervised learning we used
a pseudo-MDL measure in which compressibility was
combined with the entropy of the class-distribution of
the examples in the intent of the concept. The intu-
ition behind this is that concepts that will be useful in
supervised learning will tend to have high compress-
ibility and low class entropy; i.e., they will potentially
lead to high accuracy classifiers.

For the current work where we are focused on the
specific problem of handling Gene Ontology annota-
tion in supervised learning we implemented a simpler
approach to feature construction. This is described
below in Section 4.3. Since we are using standard ma-
chine learning tools this also allows feature selection
to be done after feature construction, as a training
set pre-processing phase, where there are many pow-
erful techniques available (e.g., in the Weka machine
learning toolkit (Witten & Frank 2005).

4 Case study: integrative analysis of cellular
response to oxidative stress

A preliminary “proof of principle” experiment was
carried out to test two aims of this work. First,
we aimed to investigate whether a supervised learn-
ing approach using a standard machine learning algo-
rithm was suitable to perform an integrative analysis
of high-throughput results from multiple molecular
biology experiments. If this was successful, a second
aim was to employ a feature construction approach
as described above to add Gene Ontology annotation
to the data set constructed in the first step.

4.1 Biological background: cellular network
response to stress

The number of organisms for which the complete
genome (DNA sequence) is available continues to
grow at an increasing rate. Meanwhile there have
also been major advances in laboratory techniques to
analyse complex cellular processes. This has ushered
in a new era of cell biology, termed systems biology,
in which responsive phenotypes, i.e., the measurable
characteristics of the organism in response to environ-
mental or genetic perturbations, can be investigated
genome-wide, i.e., by collecting data on the activity of
all the organisms genes simultaneously. In this way
we can investigate the cellular network response of
the genes that give rise to an observed phenotype as
the downstream effect of an external stimulus through
signal transduction.

For example, when cells adapt to sudden changes
in the environment, cellular network responses in-
clude the action of sets of transcription factors (pro-
teins) to activate sets of genes involved in biochemi-
cal pathways. Such a responsive sub-network of the
cell is referred to as the genetic regulatory network
(GRN). The protein products of co-expressed genes
in a GRN combine to form interacting molecular ma-
chines that produce a responsive cellular phenotype.
This responsive sub-network is partly described by
the protein-protein interaction (PPI) network. In
turn, proteins act to regulate cellular metabolism in
pathways of biochemical reactions and, by subtle feed-
back mechanisms, their own GRNs and PPI networks.

The bakers and brewers yeast Saccharomyces cere-
visiae is a key model organism for systems biology,
due to the ease with which genetic manipulation can
be carried out. Virtually all areas of cell biology have
benefited from the use of yeast as a model organism to

study processes and pathways relevant to higher eu-
karyotes. Importantly, many fundamental processes
in yeast are conserved through to humans. Data
describing yeast cellular network responses are de-
rived from high-throughput genome-wide experimen-
tal techniques; the development of which continues
unabated. However, although a decade has passed
since the sequencing of the complete yeast genome,
fewer than 66% of yeast genes have a known molecu-
lar function. Even for those with a designated func-
tion this often denotes only part of their likely cellular
role. Yet yeast is one of the most intensively studied
organisms, with a relatively small genome. A key rea-
son that knowledge on gene function is not greater is
that the computational techniques and tools that will
provide biologists with systematic ways to integrate
the data resources and generate hypotheses about the
function of cellular networks are not yet in place.

4.2 Experiment 1: integrating heterogeneous
genome-wide data in supervised learning

As an example application of this problem of inte-
gration of data sets on yeast genes, we downloaded
two sets of data on the same 92 genes. These two
data sets give different “snapshots” of the yeast cel-
lular network response to the addition to the cells’
growth environment of hydrogen peroxide. This en-
vironmental oxidant places the yeast cells under “ox-
idative stress”, causing the suppression of some nor-
mal functioning and the activation of cellular defence
mechanisms. This provides a valuable experimental
tool for studying cellular responses to environmental
stress.

4.2.1 Classification task

In the paper by Godon et al. (1998) the authors iden-
tified 56 proteins whose synthesis was stimulated and
36 that were repressed under oxidative stress caused
by exposure of yeast cells to hydrogen peroxide. This
was a proteomics study, i.e., the results obtained re-
flected changes in the total composition of proteins in
the cell using comparative two-dimensional gel elec-
trophoresis. There is a relationship between protein
synthesis, as observed in this study, and gene expres-
sion. For example, Godon et al. (1998) noted that
the alterations they observed in the expression of pro-
teins in response to hydrogen peroxide would be likely
to involve a transcriptional component. In particu-
lar, the observed genomic response to oxidative stress
stongly suggested an element of transcriptional con-
trol.

Accordingly, we designed a classification task to
predict the protein response observed in the Godon et
al. (1998) data in terms of attributes involving tran-
scriptional response to hydrogen peroxide.

4.2.2 Attributes

In the paper by Causton et al. (2001) microarray
data was collected on the cellular network response by
yeast to a number of environmental stresses, includ-
ing hydrogen peroxide. In contrast to the proteomics
study above, this data was on the transcriptional re-
ponse in terms of mRNA levels in the cell observed
over a period of around 2 hours. This reflects genes
that are “turned on” or “turned off” in response to
the addition of hydrogen peroxide to the cellular en-
vironment. Data comprise a time series, with mRNA
levels recorded at 10, 20, 40, 60 and 120 minutes fol-
lowing the initial exposure to the oxidant.

As a first step, we included the Causton et
al. (2001) data along with a number of other at-
tributes from the Yeastinformatics database (see Sec-
tion 5 below). These include Gene Ontology cat-
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egories (note: without the feature construction ap-
proach described in Section 4.3 below) and various
other data types, described below in Section 5.

For comparison, we also constructed a training set
with only the Causton et al. (2001) time series mi-
croarray data.

4.2.3 Results

Since this was a preliminary study, and we wanted to
focus on the effects of representation change rather
than the effects of choice of learning algorithm, we
limited our attention to a single algorithm, the Weka
implementation (Witten & Frank 2005) of the C4.5
decision-tree induction system (Quinlan 1993), called
J48. For these experiments and those in Section 4.3
we used the default parameters for J48 and ran 10-fold
cross-validation to obtain a mean predictive accuracy.

Decision tree learning in the first step gave a pre-
dictive accuracy of 83%. Given the fact that this rep-
resentation using essentially raw data from the Yeast-
informatics database, this was an acceptable result.
However, using the Causton et al. (2001) data alone
to predict protein induction/repression actually gave
better results. The predictive accuracy rose to 86%
correct, although with a slightly larger tree size (7
leaves, 13 nodes). This is interesting since it indicates
that simply adding large numbers of attributes to the
problem can degrade accuracy. In this case, feature
selection did not help, since restricting the attribute
set to the best ranked features using an information-
gain metric did not improve accuracy.

In summary, these results confirmed the hypoth-
esis of Godon et al. (1998) that transcription par-
allels protein expression. In doing so they confirm
our hypothesis that supervised machine learning is a
suitable candidate approach for integrative analysis
of systems-level biological data. A standard machine
learning algorithm, given no prior biological knowl-
edge, was able to discover the relation of transcription
to protein expression from data on cellular response
to oxidative stress.

4.3 Experiment 2: adding GO features to the
supervised learning problem

4.3.1 Classification task

The classification task was the same as that of Ex-
periment 1.

4.3.2 Attributes

The set of attributes was limited to the Causton et
al. (2001) data used in Experiment 1 plus Gene Ontol-
ogy data pre-processed by feature construction based
on Formal Concept Analysis as outlined above in Sec-
tion 3.1.

However, this feature construction method focused

on selecting discriminative concepts; in this case,
those discriminating protein induction from protein
repression. The procedure to construct features from
a concept lattice for use in supervised learning was as
follows.
1) for each of the genes in the set of 92 generate the
gene’s GO coverage as described in Section 2.1.2. For
the example of Figure 2 this gives a set of “objects”,
i.e., genes:

gl <~ a, b, ¢, d, £, h.
g2 «— a, b, d.
g3 < a, b.

g4 — a, c, £, h.
gh «— a, c, f, h.

2) construct a concept lattice £ from the objects
shown as clauses in step 1).
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Peroxide 0 (B) ) | Protein repressed by H202 (2.0)

Peroxide 60

Protein repressed by H202 (17.0/ LO)‘

<=1161.6 \> 1161.6

Peroxide 120 ) | Protein induced by H202 (42.0);

Protein induced by H202 (8.0)‘ Protein repressed by H202 (23.(]/5.0)‘

Figure 4: A decision tree for protein induction repres-
sion learned with Gene Ontology features. Ovals are
attribute tests (“Peroxide ¢” means microarray data
at time t), classifications are at leaves. See text for
details.

3) for each formal concept in £ with extent contain-
ing > 2 objects, evaluate the class distribution of the
objects in the concept.
4) sort the concepts identified at step 3) in decreas-
ing order of predictive accuracy for the majority class
of objects in the concept.
5) select the top k concepts in the order identified
at step 4), or simply all of those with accuracy above
that of the frequency of the majority class (in this
case, > 0.5).
6) construct a table containing, for each gene, a row
noting whether, for each of the concepts identified at
step 5) the gene is in the concept (i.e., feature is true)
or not (feature is false).
7) join the table constructed at step 6) with the class
values from the data of Godon et al. (1998) and the
microarray data attributes of Causton et al. (2001) to
form the training set for supervised machine learning.
This procedure is actually much more efficient
than that of (Bain 2002) since it only involves con-
structing the concept lattice; once this is done, con-
cepts can be evaluated quickly, and there is no expen-
sive lattice revision as in the earlier method.

4.3.3 Results

With the addition of features from the molecular func-
tion ontology in this experiment the predictive accu-
racy of decision tree learning showed a slight increase
to 87% correct, although with a slightly smaller tree
size (5 leaves, 9 nodes), compared to the use of the
Causton et al. (2001) microarray data alone. The tree
learned is shown in Figure 4. In this tree the feature
“node_25” stands for the following set of molecular
function GO terms:

Ymolecular_function ; G0:0003674
hcatalytic activity ; GO:0003824
%transferase activity ; G0:0016740
%transferase activity, transferring
alkyl or aryl (other than
methyl) groups ; G0:0016765
/methionine adenosyltransferase
activity; G0:0004478
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The question of whether this has any biological signif-
icance in the context of this data set is left to further
work.

We also investigated adding features from the
other sub-ontologies, biological process and cellular
component separately, in all pairwise combinations,
and all together. However, predictive accuracy was
not as high at around 79-80% for these combinations.
Although pre-processing the data with feature selec-
tion (not attempted) would probably remove these
features, it is interesting that the GO annotation does
not seem to give much additional predictivity in this
context. This is discussed further below. Taken to-
gether, the results provide validation of the approach
of feature construction from GO annotation as used
in supervised learning.

5 Yeastinformatics web site

High-throughput genome-wide analysis of Saccha-
romyces cerevisiae has enabled many biological at-
tributes to be assigned to each yeast gene. These
data attributes include protein-protein interactions
(PPI), transcription factor binding location analysis
and protein location data. In addition, for each gene
or encoded protein there are many curated sources
of information that describe an associated metabolic
pathway or ontology (Ashburner, M. and the Gene
Ontology Consortium 2000). These data represent an
invaluable resource to identify the nature of a partic-
ular gene or to define the relationship between genes.
Typically this is achieved through over-representation
analysis of a geneset to identify significant clusters of
genes belonging to each biological attribute, such as
a gene ontology or metabolic pathway.

The problem of data analysis has become more
complex and time consuming since typically re-
search laboratories now perform in-house genome-
wide experimentation to address niche research in-
terests. Consequently, over-representation analysis
needs to be performed for many interdependent gene-
sets. Apart from the issues of over-representation
analysis discussed above, this is a problem since many
of the popular analysis tools process each geneset in
isolation and multiple analyses must be manually col-
lated. Typically, multiple genesets are generated from
one or more microarray experiments or deletion li-
brary screens.

The Yeastinformatics website is an extension of
an earlier project (ScDSAT (2005)) with the goal of
data set curation and gene set analysis. The Yeast-
informatics web tools allow one to simultaneously de-
termine which categories are over-represented in mul-
tiple genesets and to determine their relative distri-
bution to determine whether these are common or
unique. In addition, the Yeastinformatics web pages
contain modules to facilitate: (i) the annotation of
over-represented sets; (ii) listing of all database at-
tributes for a single gene; (iii) graphical display of
all PPI for a single gene and its interactions between
all connected partners; (iv) graphical display of PPI
within one geneset or between two genesets, and (v)
listing of all genes bound by pair-wise combinations
of transcription factors.

Approximately 200,000 gene attributes, such as
an interacting protein, bound transcription factors or
metabolic pathway are stored in a MySQL database,
and these data are used for over-representation anal-
ysis, gene annotation or, as in this paper, generation
of data sets for machine learning. P-values for the
over-representation analysis are calculated using the
hypergeometric distribution with optional Bonferroni
correction for multiple testing (Boyle et al. (2004))
and only those intersections that pass the filter are
tabulated. Additionally, the tables may be filtered by
the numbers of intersections or not filtered at all. Cal-

culation of hypergeometric distribution requires that
the number of genes in the genome be known, how-
ever, not all genes have been verified and many are
hypothetical or dubious. To allow for this, users can
select which genome features to include for the calcu-
lation.

Yeastinformatics is implemented as a group of
open access dynamic web pages. Backend scripts
are implemented using HTML, PHP, MySQL, Java,
SVG and Ajax. Each tool runs in a separate
tabbed page each with separate back-arrow /previous-
page functions for navigation. We recommend
the Firefox browser for rendering the yeastinfor-
matics web pages. All PHP scripts, HTML
code and MySQL database information is avail-
able for download at http://cgi.cse.unsw.edu.au/
“yeastinformatics/cgi-bin/download.

The machine learning approach described in this
paper is implemented as a stand-alone tool, designed
to be accessed from within the Yeastinformatics web
pages. A screen shot is in Figure 5. Shown is a
page from which the user can select data sets from
the Yeastinformatics database and run the GO on-
tology pre-processing described in this paper to gen-
erate training sets in Weka file format for machine
learning. The class and other attributes available in
the Yeastinformatics database are shown in the panel
on the left and those selected are shown on the right.
The GO annotation sources are selected in the small
panel on the bottom left and the method for GO fea-
ture construction is run from the panel at the bottom
right.

6 Discussion

The problem of bias in over-representation analysis
of GO annotation is still under active research. For
example, several proposals for dealing with this bias
in estimates by taking into consideration the graph
structure and resulting dependencies in the ontology
have been recently proposed (Alexa, Rahnenfuhrer
& Lengauer 2006, Grossmann, Bauer, Robinson &
Vingron 2007). However, the more general problem of
dealing with dependencies in the complex data types
such as interaction networks in an integrative setting
remains.

In the context of machine learning, an alterna-
tive to the pre-processing approach we have described
in this paper is to build ontology-handling directly
into the machine learning algorithm. This is a long-
standing idea in machine learning; a recent approach
was implemented by Zhang et al. (2005). They incor-
porated “attribute-value trees” into a decision tree
learning system. However, for ontologies of the size
and complexity of the Gene Ontology it is not clear
how well this approach will scale. Additionally, build-
ing in ontology handling requires modifying each ma-
chine learning algorithm one wishes to use, whereas
pre-processing the training data into a standard for-
mat can allow the use of any standard algorithm.

A potential problem with our approach lies in the
use of Formal Concept Analysis as the basis for our
feature construction approach. Since each concept in
the lattice has a set of descriptors that is “closed”
with respect to the objects in its extent, the fea-
tures that can be constructed are, in a sense, max-
imally specific. However, this is a form of inductive
bias (Mitchell 1997) that may not be appropriate. In
particular, it is not clear that this is an appropriate
bias for the often noisy data that gene sets constitute.
Although, since more general concepts may also be
included as features, this may not be a critical prob-
lem, it should be investigated as part of future work.
There are also known issues with the scalability of
Formal Concept Analysis, and this will also need to
be investigated.
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Figure 5: Yeastinformatics web tool for data set generation for integrative analysis.

In general, the reason GO annotation causes prob-
lems for vector-based machine learning is that it is a
graph-based data representation. For example, the
coverage matrix approach could be used directly as
a set of attribute-vectors for such algorithms. This
would lead, though, to very high-dimensional data
sets (there are 23805 terms in the Gene Ontology of
27/9/2007, leading to a coverage matrix with up to
23805 columns). However, it is possible that kernel
methods could be used, since they are often appropri-
ate for high-dimensional data. We have chosen not to
take this approach at since this stage we seek com-
prehensible models rather than “black-boxes” for use
in the Yeastinformatics tools. Furthermore, with the
addition of multiple graph-based data sources, such as
protein-protein interactions, the data dimensionality
could quickly rise to the order of 10% or even higher.
Nonetheless, this could be investigated as part of fur-
ther work.

A general property of graph-based data represen-
tations for machine learning is their sparseness when
converted to vector format. However, other data
sources in our Yeastinformatics database have this
property, such as annotation of genes by the biologi-
cal pathways in which they are involved, such as path-
ways in the KEGG database (Kanehisa & Goto 2002).
A preliminary experiment using the feature construc-
tion method of Section 4.3 with KEGG pathway an-
notation replacing GO annotation resulted in success-
ful incorporation of pathways features in the learned
decision tree. We plan to investigate this further.

Wroe et al. (2003) was an early proposal to move
the Gene Ontology to a description logic framework.
This was motivated by the need for semantic analysis
of the Gene Ontology by the use of description logic to
enable validation, extension and classification tasks.
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Currently multiple formats of GO are available for
download, including OWL, MySQL and Prolog; we
are using the latter two in our work.

Computing the coverage matrix can be done by
bottom-up breadth-first traversal of the Gene Ontol-
ogy from the gene associations. Then constructing a
concept lattice by treating the coverage matrix as a
formal context amounts to finding the minimal com-
mon graph paths for gene subsets. This appears to
be related to the classification problem in description
logics, and we plan to investigate possible connections
as part of further work. Since GO is available in OWL
format it makes sense to pursue this approach. Al-
though the simple formalism of GO itself probably
does not make this worthwhile, the possibility of ap-
plying this approach to ontologies in richer represen-
tations is one of our research goals.

However, it is not clear that description logics are
always the best choice for ontology construction tasks;
Stevens et al. (2007) found that using OWL for mod-
elling complex biological knowledge was only partially
successful due to limitations of the formalism.

7 Conclusions

Over-representation analysis applied to Gene On-
tology annotation of gene sets obtained from high-
throughput experiments was reviewed and the prob-
lem with bias resulting from dependencies due to the
structure of the ontology was described.

We proposed an alternative approach that avoids
the need for development of a probabilistic model by
which significance can be assessed. By adopting a
discriminant or supervised learning methodology we
enable both the integration of heterogeneous data
sources in a common “systems biology” framework
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and the use of Gene Ontology annotation without re-
lying on statistical tests to compute P-values.

Building on previous work we implemented a
method for feature construction based on concept lat-
tices to compute the common GO annotations for
subsets of genes. Features selected from the concept
lattice by a simple discriminative measure were then
supplied to a decision tree learning algorithm. In an
experimental application of the feature construction
approach we found that GO annotation was incor-
porated into a learned tree together with attributes
on microarray data to predict protein synthesis in re-
sponse to oxidative stress.

As part of future work it is planned to extend the
use of the approach to other data sets to enable a
more detailed evaluation, both in application to GO
annotation and other non-vector based attributes for
machine learning.
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Abstract

With the volume of information on the Internet grow-
ing at an exponential rate, the needs of users to have
their search results effectively filtered is increasingly
important. A problem with most of the current search
engines is that they only search on the specified key-
word, which may be present in only a limited number
of pages. This paper examines how a tree thresh-
old function can be used in an information filtering
agent (IFA) to extend the original keyword search to
cover other related words within the domain, creat-
ing a keyword weighted semantic tree. The exami-
nation in this paper also considers how the metrics
of the tree structure (shape, size, weights) influence
the choice of related words for use in the extended
search and what advantage this has over traditional
methods. Further, that using a reduced word tree,
which has been pruned using the tree pruning algo-
rithm produces a significant increase in the number of
profitable results for the user. Using these factors the
analysis demonstrates equal accuracy to the bench-
mark comparison IFA but with increased efficiency
and only a slight increase in execution time.

Keywords:

1 Introduction

As information on the Internet continues to grow at
an exponential rate, the ability to search web pages
and return meaningful results becomes a more daunt-
ing task. Search engines such as Google and Yahoo
can return hundreds of thousands of web pages links
with little certainty about whether they contain any
information relevant to the user’s area of interest (also
known as the search domain). For instance a search
for the word %aguar’ returns 95.4 million results in
Google and 39 million results in Yahoo with topics
ranging from Jaguar motor cars, car clubs to moun-
tain lions. In this situation, it is up to the user to
painstakingly filter hundreds of results presented to
them or to iteratively search within these results with
additional keywords. In reality, most users probably
only view the first few pages of results without pro-
ceeding further.

This problem arises because current search engines
do not take the search domain into account. To alle-
viate this problem, one approach is to use an Informa-
tion Filtering Agent (IFA) to automate the filtering
process. An IFA not only analyzes the occurrences

Copyright (©2007, Australian Computer Society, Inc. This pa-
per appeared at 3rd Australasian Ontology Workshop (AOW-
07), Gold Coast, Queensland, Australia. Conferences in Re-
search and Practice in Information Technology, Vol. 85. Edi-
tors, Thomas Meyer and Abhaya C. Nayak. Reproduction for
academic, not-for profit purposes permitted provided this text
is included.

and location of keywords within a document, but also
analyzes the relationships between keywords. These
relationships include the study and detection of re-
lated words from a search and how they may be used
to further assist the user in their search.

In this paper, we propose an adaptive function
to measure the semantic distance of keywords tak-
ing into account of domain knowledge and the shapes
of ontologies. This function serves as an important
role to improve the accuracy of information filtering
agents. Experiments and analysis show promising re-
sults using this function in IFA.

2 Information Filtering Agent

Whilst it would be useful to provide a definition of an
information filtering agent (IFA) in this section, it is
difficult to give a generic definition as the nature of an
agent is as varied as its implementations (Woolridge
2002). Each programmer has a different style of cod-
ing and a different view as to how the agent should
operate. An ontology based web IFA begins with a
data pre-processor designed to parse a dataset con-
verting it to an understandable form (such as plain
text) and removing all useless information such as
stop words and html tags (Lau et al. 2001). The re-
sulting dataset may be a database of web pages, or
may be a set of search results from another search en-
gine such as Google. The IFA then applies semantic
knowledge and ontologies to a data post-processor in
order) to refine a dataset on behalf of the user (Sim
2004).

The refinement process in an IFA is often similar
to that of a search engine. Keyword frequency and
location based methods with ontology extensions are
popular; as well as clustering based methods where
a page is given a designated category and an appro-
priate domain is selected by either the system or the
user (Hotho et al. 2001, Prabowo et al. 2002, Guan-
dong Xu 2005).

The ontologies are used to represent a semantic
link between two words. These relations may be rep-
resented in many ways, typically as a either a ma-
trix or a tree structure. The most commonly used
structure available is WordNet (Miller et al. 1990),
which is discussed below, however some authors cre-
ate their own ontological trees. Another online appli-
cation that allows users to build their own ontology
graphs is Ontolingua (University 2003). However, the
focus of this paper will be on the WordNet network
due to its broad availability and more extensive word
listings.

It must be taken into account that a related
word, whilst being similar, is not identical to the
term specified. To counter this, words may be
weighted to represent the strength of the bonds be-
tween them(Cesarano et al. 2003, Varelas et al. 2005).
An example of a word tree around the word ‘jaguar’ is
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shown in Figure 1 (note that the word tree is incom-
plete). How these numerical relationships are gener-
ated is the focus of this paper(Cesarano et al. 2003).

Figure 1: A sample weighted word tree

2.1 WordNet

Progressively developed by Princeton University since
1990, WordNet is a lexical reference system contain-
ing over 207,000 word-sense pairs, which represent
lexical relations and concepts. WordNet utilizes a
lexical matrix to represent the relationships between
words as opposed to the semantic tree discussed ear-
lier (Green et al. 2001). WordNet was designed for
the implementation of search software, which makes
it highly useful in the design and programming of an
IFA. There are many applications of IFAs which con-
tinue to use WordNet as their semantic backbone due
to its practical usability, and its lexical coverage.

3 Existing Approaches to IFA

Given the many different ways that an IFA can be
conceived and implemented, it is virtually impossi-
ble to directly compare every approach taken. For
this reason, we review the different implementation
in each system and consider them independently.

3.1 Three Stage Information Filtering Agent

This IFA determines the relevance of web pages by
utilizing three heuristics: detecting evidence phrases
constructed from WordNet, counting the frequency of
evidence phrases, and considering the nearness among
keywords.

An evidence phrase is a semantic variation on the
original search term(s). This approach utilizes all pos-
sible semantic variations of a keyword such as syn-
onyms, hypernyms and hyponyms. Hypernyms and
hyponyms are generalizations and specializations of a
word respectively, for instance ‘big cat’ is a hypernym
of ‘jaguar’ and ‘baby jaguar’ is a hyponym of ‘jaguar’.
Throughout this paper, these terms (synonyms, hy-
pernyms and hyponyms) will be used frequently as
they describe the most common semantic relations.

Evidence phrases may be constructed on either a
whole word or partial word basis. By analyzing the
full text of the search, the system has a better ba-
sis for domain analysis since more words may pro-
vide a more specific description as to the nature of
the search. This is where a limitation of the system
comes into effect. Short queries can produce irrele-
vant data as there is no context to base the search
on. For instance a search for the word ‘battery’ may
return results about electric batteries or it may return
results concerning artillery. Given the search term, it
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is impossible to tell the true nature of the search and
both sets of results must be included. From evalua-
tion of this work, this system appears to have several
limitations. As above, by only taking one level of re-
lated words into account. The possible derivations
of evidence phrases may lead to domain overlap and
poor performance. However with the addition of an
advanced scoring function, this type of agent could
be an excellent platform for testing given the bench-
mark results supplied with the paper and details of
operation.

3.2 Semantic Base

Agent

Knowledge Filtering

This approach uses a data post-processor to filter
search results. However, it is further defined to be
a hybrid post-processor using a semantic knowledge
base to grade pages according to semantic similarity.

3.2.1 System architecture and algorithm

This system comprises multiple stages to refine the
search results, from the raw data extraction (meta
crawler) to the results display. The first stage is a
search engine wrapper which accepts the users query
and reshapes it to fit most common search engines
such as Yahoo and Google. The results returned
are parsed and links are extracted from the pages.
The submitter is essentially a customized web browser
that will search the extracted links. This data is
passed to the web spider agent, which sorts and or-
ders the pages into a storage area. Once the data
is in storage, the web page parser extracts the links
from the generic page, which are reliant on the same
logical web site. If these links do not exist within the
storage area, they are added to the link repository.

3.2.2 The semantic knowledge base

The core of this system is where the semantic rela-
tionships are developed and where concepts (or on-
tologies) are used to build a semantic network. The
purpose of the network is to define a domain formal-
ization representing a domain of objects and their re-
lationships. The difference between this agent and
others is how the graph weights are determined.

3.2.3 Probabilistic distance function

The weighted graph used to represent the linguis-
tic ontologies has two components: nodes and paths.
The nodes are the words and the paths are the in-
terconnections or relationships between them. As the
English language is complex, and words are not sim-
ply derived from each other, each node may have mul-
tiple paths to and from it. This is a useful feature as
it can be utilized to construct the tree weights. By
looking at the number of edges from point a to point
b this agent uses heuristics in order to determine the
appropriate weight for a given semantic relationship.
This is a significant development in that this function
is dynamic. Most other processes will use a static
assignment of weights as previously discussed. One
issue this eliminates is the need to check the kind
of semantic relationship (if word ‘@’ is a synonym,
hypernym or hyponym of ‘b’). As there is a direct
weighting to the next word on the semantic tree, the
weight can be applied without the need for further
calculations.

3.2.4 The data miner

This is the main agent of the system and its task is
to grade pages in the data repository according to
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their relevance and category. Operating in a similar
way to a clustering algorithm, a page can be assigned
to one or more categories based on its estimated ap-
propriateness to a the user specified domain and the
ontologies used. The data miner is a binary classifier,
which means that in analysis that there is a specific
domain which is to be classified and its complement.
This agent may be broken into three sub-components:
syntactic grader, semantic grader, and global grader.
The syntactic grader evaluates the semantic and syn-
tactic relevance of pages from search engines based
on ontologies. One downfall of this process is that it
favors highly ranked pages from each search engine.
Each search engine is given a weight such that for
n search engines, Z?:o searchengine; - weight; = 1.
The semantic grader uses ontologies to grade pages.
These are considered to be a function of concepts
where each concept is expressed by a word. The
global grader is simply a linear combination of the
other grading factors.

3.3 SHOE

This system displays the true diversity of potential so-
lutions. It does not use a filtering agent to extract or
derive semantic meaning from web pages; instead an
ontology extension is applied directly to the HTML
describing its contents, author and related informa-
tion. There are previous works along the same line as
this , HTML 2.0 (Berners-Lee & Conolly 1995) incor-
porates several weak concepts for semantic markup
and newer versions of HTML extend this further. As
the required semantic information is already available
(WordNet), this system proposes the use of semantic
searches such as “find me all graduate students” to
identify relevant information. This approach over-
comes some previous limitations with other ontology
based IFAs, with its ability to analyze names within
searches. For instance a search for someone named
‘Cook’ in Google will return not only people named
Cook, but information about cook books and the like.
Identifying names within traditional IFAs is a difficult
process as there is no way to tell what portion of the
query is the name and what is not.

4 Problem Statement

The problem with most current implementations is
the lack of domain knowledge and inadequate word
tree scoring functions. Ontology scores are usually
either static or are specific to only a few words de-
rived from a semantic tree. Whilst these methods
are useful, there are limitations. Static values do not
allow for the possible variance that topics can have
and cannot compensate for topic ranges. Weighted
semantic word trees are an excellent option as they
can cater for topic variations, however the tree struc-
tures are usually manually designed and the ontology
scores are determined and influenced by the program-
mer’s perception.

The primary focus of this research is to design and
develop an IFA that improves upon existing manual
structure designs. A previously untested method used
in this paper is the processing of word tree struc-
tures using geometric analysis (eg shapes, dimensions,
scope). Tree structures are used in many areas of
study to represent many different things. However,
there is one underlying construct between all tree
structures; their variability in scalability, shape and
other metrics. Given this fact there are an infinite
number of factors for consideration when analyzing
tree structure’s and a generic function to represent
all of these metrics is essentially undefinable.

A word tree threshold function is needed to analyse
the formed tree shapes and other attributes when a
keyword is searched on the Internet and to determine
the level of derived focus nodes for use when refining
the search. The tree threshold function will use an
existing semantic network such as WordNet (and a
statically assigned semantic tree as discussed above)
to take advantage of its extensive coverage of many
topics and allowing focus to be placed on the scoring
function, which is the critical element.

5 Adaptive Semantic Measurement for IFA

There are many approaches that may be taken to im-
plement an IFA utilizing different methodologies to
achieve an outcome such as using static scoring or
link analysis. In comparison to these implementa-
tions the IFA developed in this paper operates in a
very different manner. Since previous approaches do
not analyse the underlying structure and weights of
the word trees, their methods of scoring web pages
are not applicable to this IFA. To implement this IFA
a method was developed to traverse the tree structure
and to remodel it based on a set of threshold scores
calculated to correspond to a particular branch height
or level within the tree.

The proposed IFA works by generating a set of
threshold weights derived from the structure of the
tree generated by WordNet and the weights of this
tree using the factors reflecting the domain. This
threshold set is defined as T, = {Wy, Wa,..., W, }
where n is the maximum level of the tree structure.
These thresholds are then used to prune the generated
keyword tree (tree pruning agent), removing derived
nodes (hypernyms and hyponyms) that will not con-
tribute to the extended search. For a word to be in-
cluded in the extended search, its weight must exceed
the corresponding weight within the threshold set as
determined by the threshold generator. If a node has
a weight less than its corresponding threshold value,
it is not related closely enough to the keyword to be
of use within the next stage. For an example of a
weighted tree, see Figure 2.

Caomputer
Level
nz 07 0.3
¥
1 Pari-mutuel Digital
machine Camputer Mode
0.3 0.1 0.4
5 ¥
. Bulletin bd .
File seme S mainframe
0.2 / 0.15 \0.1
3 Dedicated . diggﬁ__ 4 Supet
File sener . computer

Figure 2: A segment of the word tree for “computer”,
with weights

The method of generating the thresholds for hy-
pernyms is different, however the operation of the re-
maining elements of the IFA is primarily the same.
Once the threshold set has been calculated, any node
which does not exceed its threshold level is removed.
By its nature, a hypernym tree is much simpler than
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a hyponym tree, and as such the threshold generator
function for hypernyms is not as complex.

After the tree pruning algorithm has been exe-
cuted the tree structure should contain only those
words with weights that exceed their respective
threshold levels, and therefore only the words that
will usefully contribute to the user’s search. From
this point, the structure of the tree becomes irrelevant
since all the remaining nodes have been established as
being relevant to the original keyword. Therefore it is
possible to flatten the tree structure to a list of words
and weight ready for a page to be scored.

Scoring is a simple process, recursing through each
node from the tree structure and counting the num-
ber of occurrences within the given document. Once
this document has been scanned, its score is updated
by adding the number of occurrences of the word to
the original score, each multiplied by their respective
weights.

6 Threshold Function Factors

This section covers the threshold generation function
and the factors that have been taken into considera-
tion, how they effect the overall operation of the IFA
and whether they are profitable in refining search re-
sults.

6.1 Parameter Usage

Apart from the possible number of factors that could
be addressed in the threshold function to evaluate
its characteristics, there are also as many ways that
these factors could be utilized within the function.
The manner in which a factor is used may also have a
significant effect on the outcome of the function and
dictate its behavior and characteristics.

A base factor is a raw data statistic or set of values,
which is added to the function to increase/decrease
the threshold value accordingly. Base factors are use-
ful as they provide a backbone for the threshold val-
ues. A scalar simply scales the backbone values to fit
within a set of guidelines, or to alter particular set
values to adjust that level’s threshold.

6.2 Parameters Studied
6.2.1 Average Tree Weight Per Level

A problem with most of the factors used in this study
is that they may be replicated easily with many differ-
ent trees and many permutations of words. One tree
structure may be geometrically identical (or similar)
to another tree structure, generated from an entirely
different word and domain. The problem is how to
differentiate between these seemingly identical trees.
Given this situation, a threshold value determined
solely on the metrics (shape, size, scope) of the struc-
ture is too generic and is ultimately of little value
without a unique aspect to reflect upon. The most
unique aspect of each the word trees as examined are
their weight schemes which are unique and does not
apply to any other tree. Therefore, it is logical to
use this feature to create a baseline for the threshold
function from these weights. Although this is not a
true metric of the tree structure, it does provide an
accurate indication as to the nature of the structure.

As this function analyses the thresholds on a per
level basis, all weights on a given level must be taken
into account when creating the threshold. To achieve
this, the threshold used as the baseline is the mean
average of all weights on that level.

Page 28

6.2.2 Tree Shapes

The shape of a word tree is the most direct and obvi-
ous metric to take into account when attempting to
characterize the shape of a tree structure. There are a
limited number of generic shapes that may be formed
within a tree and some of these shapes are shown in
Figure 3.

The tree shape factor could also be referred to as
the characteristic decay factor as it predicts the likely
decay and the scale of scores that should exist within a
tree. For instance, the bell shaped tree should have a
sharp decline of the weights as it approaches its lower
levels, because there are an increasing number of top-
ics (derived focus nodes) being generated, which are
theoretically less relevant to the focus word and there-
fore have a lower weight. See Figure 3 for more tree
shape examples and theoretical score decay graphs.

Funnel Tree Shallow Centre Tree

Bell Tree

Wide Centre Tree

==

Figure 3: The differing tree shape types and score
decay graphs

This theoretical decay due to the shape is useful
as it should accurately approximate the behavior of
derived focus nodes as the approach tree height H,.
This factor is generated from a quadratic function

n
centered at x = — and evaluated at each tree level.

The shape of a word tree is determined by cut-
ting it into three sections according to its maximum
height/depth. For instance, a word tree with six lev-
els will have three sections: height zero to two, three
to four and five to six. Three divisions were chosen
because it provides a few highly definable shapes and
due to the practical limitations of programming.

6.2.3 Average Tree Width and Height

This factor is intended to give scope to the scale of the
word tree structure. As discussed previously, many
different keywords can generate seemingly identical
structures based purely on their shape. By analysing
the average height and width of these structures the
characteristics of the structure can be identified.

Wide breadth tree

ooy

O Focus node

. Focus node obtained from ontologies

O Standard node

Tall tree

Figure 4: Example high and wide tree structures

The physical size of the tree may have a bearing on
the threshold values since a very large tree contains
many nodes but not all of these nodes are needed to
extend the search criteria. A word tree with a shape,
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average weighting and synset size that is identical to
another tree may contain fewer words per level and
therefore requires more nodes. Without knowing the
dimension of the tree structure, the ability to deter-
mine its metrics and behavior is limited. The factors
of average height and average width are defined as
Ap, and A,, respectively. See section 6.3 (surmised
threshold function).

6.2.4 Individual Branch Heights/Depth

Much like the average tree width and height, this met-
ric gives an accurate measure of the nature of the
tree. Its main purpose is to identify certain individ-
ual branches that may form a particular aspect of
the shape. The branch height function is intended to
identify any particular branches that extend into the
depth of the tree, which would be a very specific sub-
topic of the focus node, and therefore is more likely
to contain useful information. Given this, it is more
profitable to use this branch in the final search as it
will return more useful and relevant results for the
user.

\ Web pages

Required focus word

|
semantic weight /'[

For evaluation

Figure 5: Example of branch height/depth

It is important to note the key difference between
this metric and the average tree width and height
metric. This factor takes an individual branch of the
tree into consideration, not the overall level or width
of the tree. The branch height/depth is defined as
BH,; where i is the index of the branch in question.

6.2.5 User Input - Pruning

In many situations, external information may be as
useful as the information generated internally by the
tree threshold function. Therefore it is profitable to
provide for user input to characterize the desired level
of output and extent of the results. The user may also
choose to prune the tree lightly, whereby the thresh-
olds would be scaled accordingly to allow a greater
number of derived focus nodes into the search.

In the IFA developed for this paper, this is
achieved by using a scaling factor to adjust the thresh-
old values per level. The options presented to the user
are shown in Table 1.

Prune type [ Scale value
Normal 0.9
Light 1.0
Brutal 0.8

Table 1: User input scaling values for tree pruning

This pruning factor is rather simple in implemen-
tation, but should have a substantial influence on the
thresholds given that the scale of the threshold val-
ues are zero to one and a change of 80% can be very
significant.

This factor is defined as U; = {0.8]0.9|1.0}, pro-
viding three possible user selected values for input in

order to scale the threshold. see Section 6.3 (surmised
threshold function).

6.2.6 Synonym Set (Synset) Size

Synonyms are an important consideration for de-
veloping a threshold function as they represent the
strongest semantical link between the keyword, since
a synonym is quite often interchangeable with the
original word. An extensive synset such as in Fig-
ure 6 provides a very productive source of additional
search words. A large synset like jaguar’s can indicate
that there are many other words that could be used in
place of the keyword and therefore, a more inclusive
domain is likely to return more search results for the
user.

+

Flacental Z:zﬁr?m;l Eutherian E}g?:g:?
+
Carnivare
+
Feline Felid
1.
Big Cat Cat
+
jaguar | Pantner | "oerd)  fels

Figure 6: Part of the “jaguar” hypernym tree showing
synsets

The synset size S5,,(;) is used as a scaler in the

surmised threshold function as it provides a primary
analysis for the tree structure.

6.3 The Surmised Threshold Function

To achieve the optimal output from the threshold
generator, it is important to incorporate the dis-
cussed factors in an appropriate way. The base of
the threshold generation function centers around two
factors being the average weight per level and the
tree shapes. The average weight is the most im-
portant factor as it outlines the weighting of the
word tree, but the tree shape is also important
because it indicates the individuality of the topic.
The formal dIefinition of this function is as follows:

im0 PMi
_ Ay, N-1 AWheight+T Sheight
Ts = Ui x length(BH) X }_heightZO ( 2 X
ZN—l SSheight
n—=0 length(SSheight))
length(SS)

The core of this function is based around the “Av-
erage branch height” and the “tree shape decay” fac-
tors which are taken as a 50/50 value. As discussed
above, these two factors are used as base factors since
they provide the most meaningful description of the
tree shape. Given any tree height n, these two base
factors are evaluated and then multiplied with the
other factors to vary the thresholds generated.
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6.4 Hypernyms

Not discussed in this section are the factors relating to
the hypernym component of a word tree structure. By
their nature, hypernym word trees are not as complex
as hyponym word trees as their content tends towards
very abstract words such a ‘entity’ and ‘object’ within
very few levels of the root. Given this attribute, a
complex hypernym function taking into consideration
the many metrics of the tree, is not warranted. For
a more detailed discussion of the hypernym threshold
function, see Section 7.4.

7 Evaluation and Analysis

7.1 Evaluation Methods

The means of evaluating the threshold generation
function are simple. Two tree structures were chosen,
which have varying shapes and dimensions that were
subjected to the following comparative evaluations:

e Single word - the keyword alone to gauge the
content of the dataset for that domain.

e Full tree, unitary weight (FT-UW) - All
nodes within the word tree (hyponym and hy-
pernym) are given a weight of 1.0

e Full tree, fully weighed (FT-FW) - All nodes
within the tree are included, except that they are
given their full weighting.

e Full tree, unitary weight, threshold cut
(FT-UW-TC) - Same as the unitary weight
test, except that it uses a tree which has been
trimmed with the threshold function.

e Full tree, fully weight, threshold cut (FT-
FW-TC) - Same as the fully weighted test, ex-
cept that it uses tree which has been trimmed
with the threshold function.

e Comparison function - Use the comparison
function described in Section 7.2 to assess the
comparative correctness of the output.

Each test was run on the SQL data set in order to
generate a results set. From this data a table has been
populated and shows the generated page rank, page
index and percentage of relevant documents returned
by the page scoring agent (in contrast to the com-
parison function and human ranking). This testing
scheme ensures that if there is a detectable difference
in the threshold functions results, it can be properly
identified.

7.2 Comparison Function

There have been very few studies that have exam-
ined semantic tree structures as a means of object
reduction and information evaluation, which have
published their methodologies of evaluation. Con-
sequently no other studies have results that can be
directly compared to the outcomes of this paper in
order to evaluate the effectiveness of the developed
TFA.

However, an effective algorithm for page evalua-
tion is outlined in (Sim 2004) where static weights
are assigned to hypernyms, hyponyms and synonyms.
In other studies, this approach has been shown to im-
prove the accuracy and quality of results and is there-
fore a good IFA for comparison with the IFA which is
the basis for this paper. The results of the comparison
are included in the following section.
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7.3 Hyponym Evaluation

Given that the hyponym function is comprised of six
components, finding a tuning point where all factors
provide the greatest positive effect on the tree thresh-
old function can become difficult. This is made more
difficult by the changing nature of the word tree struc-
tures. For example, the tuning point for a balanced
bell shaped word tree may be completely unprofitable
for an elongated diamond shaped tree.

For this reason many of the factors used in the
tree threshold function were chosen as either global
or per level scalers. This has allowed the focus of
this paper to remain on the two most important base
factors, being the average weight per level and word
tree shape (characteristic decay).

The first test conducted was to find the balance
between the base factors that provided the most ap-
propriate threshold values. Using a bias towards the
average weight such as 60%-40% would yield a more
accurate representation of the tree structures but was
more likely to include unproductive nodes. Tests
show that the average height per level is more likely to
include both highly weighted nodes and mid weighted
nodes. This is not the desired functionality of the tree
threshold function because the aim is to only identify
the nodes which have the highest possibility of being
present in web pages. By moving the bias towards
the characteristic decay (40%-60%) increases the level
threshold at lower heights and relay the thresholds to-
wards the top of the tree. This means that more nodes
towards the top of the tree are included which, is as
undesirable as the biasing of the thresholds towards
the averages. In the three tree structures tested, the
optimal balance between average weight and charac-
teristic decay was 52%, 56% and 45% which indicates
that a level bias provides optimal output. Thus the
decision was made to set the balance at 50% average
weight and characteristic decay. Whilst this did not
provide optimal results for any given tree shape, it
did provide the best average results.

Shown in Tables 2 and 3 are the results obtained
in this study for the keywords ‘computer’ and ‘car’.
These tables show the scores and page indices ob-
tained after the conduct of the tests. The relevance
percentage listed at the bottom of each column was
determined using the following method. When the
resultant pages are identified by the output genera-
tion agent, the page is viewed and manually assigned
a score between one and ten indicating the relation
to the original keyword and its context (0 indicating
no relevance and 10 indicating high relevance).

These results indicate that the use of a seman-
tic tree significantly increases the accuracy of an IFA
and in some situations identifying web pages that
were undiscovered by single keyword searches. Fig-
ures 3 and 2 also show unexpected results. As ex-
pected, the worst result came from using only the
original keyword, scoring 0% for ‘computer’ and 90%
relevance for ‘car’. This happens because not every
document will mention the word ‘car’ or ‘computer’
however its content may be within the same domain,
and therefore noticed when the extended search cri-
teria is added.

The most interesting result is that a complete word
tree with unity weight performed the worst of all,
identifying only 85% and 80% of the relevant docu-
ments. This may be a counter intuitive result, but
there is a possible explanation. Several identified
pages were false positives due to the excess extended
words which are not specific to the domain in ques-
tion. The presence of these words within the doc-
ument means that the page score was being falsely
increased by a significant amount owing to the fact
that these words had a score of 1.0 when they have
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Single Word FT- UW FT- FW FT- UW-TC FT- FW-TC Comparison
Page ID | Score Page |0 Score Page D Score Page ID Soore Page 10 Score Page 10 Score
a8 85.00 a8 40.25 a8 95.00 [ 34.80 [ 38.00
444 G5 00 484 40 35 404 G500 494 34 B0 4894 38.00
157 28.00 97 7.20 a7 18.00 o7 T.20 a7 7.20
565 20,00 505 T.20 505 18.00 505 T.20 505 T.20
@ T 20.00 261 6,30 202 13.00 281 540 202 520
13 685 20.00 650 5.30 610 13.00 659 5.40 G10 5.20
& 97 16.00 261 3,81 129 12.00 202 5,20 121 4,80
E Mo resulls 506 18.00 6E8 581 529 12.00 G10 520 529 4.80
& 22 17.00 22 522 251 10.00 121 4.80 % 4.00
a 610 17.00 610 5.22 658 10.00 529 4.80 859 4,00
= 121 12.00 121 4.80 146 T.00 146 280 146 280
520 12.00 520 4,80 261 T.00 554 280 261 280
83 11.00 186 4.60 G54 7.00 139 240 564 2.80
491 11.00 504 4.50 669 T.00 218 240 GG .80
138 10.00 146 .80 158 .00 547 Z.40 139 240
Relevancs 85% GE% G20 e 2%
Meedal
Reduction % 5%
Table 2: Page rankings for the Computer semantic tree using the six test methods
Single Ward FT- LW FT- FW& FT- UW- TG FT- FW- TC Comparison
Page |0 Soore Page 1D Soore Page 1D Seore Page ID Seole Page ID Seore
15T 56.00 46 48.50 46 48.00) 45 48.00 digf 55.60)
585 56.00 454 48.50 454 48.00 454 48,00 454 55,604
46 62.00 206 3010 56 30.00 206 30.00 i 26.80)
454 52.00 614 3010 206 30,00 614 30,00 463 26,804
H 27T 40,00 55 268,60 463 30,00 a5 28,80 1371 25,801
F3 [ 40.00 463 28.80 614 30.00 463 28.80 545 25.60)
& 156 34.00 137 26.00 135 29.00) 137 26.00 206 25,00
E 564 34.00 545 26.00 543 22.00 545 28.00 514 25.000
g 208 31.00 1385 25.00 137 28.00) 135 25.60) 156 25,004
a 614 31.00 5435 25.890 545 26.00 543 25.80 G564 25,00
= E5 30.00 156 25.00 156 24.00 156 24.00 134 23.20¢
483 30.00 564 25.00 564 24.00) 564 24,00 543 23.20¢
135 29.00 210 18.70 210 22.00 210 18.60 2100 17.00f
543 26.00 16 18.70 618 22.00) 618 18.50 618 17.00
137 268,00 155 17 G0 163 21.00 73 17.50 133 15,40
Relewance 80% 92% 905 D% B0%
Meveal , ,
Reduction 5% 3%

Table 3: Page rankings for the ‘Car’

no relevance to the topic/domain in question.

The second worst result in the analysis is the al-
ternate scoring method and pruned tree with unity
score which both achieved 92% relevancy. The alter-
nate scoring method has the same fundamental prob-
lem as a complete unity tree, as all words are being
included in the search. Although hyponym and hy-
pernym scores are not as high as for a unity tree, they
are still large enough that if a term is present in a doc-
ument several times, the page score can be adversely
effected.

The best performance of all tests came from an
un-pruned, fully weighted word tree which identified
95% of the relevant pages. This result is more consis-
tent with the expected outcomes, unlike the full unity
word tree this setup negates the effect of the unpro-
ductive words by giving them a low weight in compar-
ison to the root node. Therefore, even if the extended
word is mentioned frequently, its weight may be 0.01
and therefore insignificant when compared to other
nodes.

The tree threshold function performed better than
expected considering the alterations performed to the
semantic tree. In all other previous tests (except the
single word analysis) the IFA has processed all se-
mantically related words and treated them as being
profitable. For the first time the tree pruning algo-
rithm is removing nodes that are unprofitable to the
search based on the tree shapes. The impressive part
about this result is that the tree pruning algorithm
removed over 55% of nodes within the structure and
still identified 93% relevant documents identified for
the keyword ‘computer’ and 91% relevant document
for the keyword ‘car’.

This is evidence that analysing the structure of

semantic tree using the six test methods

a word tree provides meaningful information about
the tree’s characteristics, allowing the structure to
be altered without degrading the results returned to
the user. The analysis identifies nodes within a tree,
which are not useful to a search and can return over
96% of the web pages discovered by the best perform-
ing function (fully weighted, full tree).

Analysis of tree structures gives rise to improved
search results and provides valuable information to a
user, but the relevance of the results is not the user’s
only concern. If a search engine is too slow for the
user due to very high levels of processing being per-
formed, the IFA will not be a viable or acceptable
alternative for routine use. Therefore, it is also nec-
essary to examine the overhead and processing time
requirements of each method before judging if the tree
IFA is successful.

7.4 Hypernym Evaluation

The first impression of hypernym threshold function
is that is it is rather simplistic. This is due to the
nature of most hypernym trees developed by Word-
Net. There are very few subject words within Word-
Net, which have any more than a few parent words.
Hyponyms on the other hand may consist of many
hundred of child words from the specified source. For
instance, the word mammal’ has only 8 hypernyms
from which it stems but over 1000 different hyponyms.
Unless a particularly narrowed and focused word is
used as the base of the tree, this generalization rarely
changes.

Hypernym trees also have a very particular shapes.
Typically they are longer than they are wide as many
topics stem from only one or two node. At higher lev-
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els the words become very abstract and cover many
topics within a much larger domain. This feature pro-
vides an advantage when deciding which terms should
be cut/pruned from the word tree.

The level of word abstraction plays an important
part in the threshold generation function. At the top
of all hypernym word trees are terms such as entity
or object, which will not usually contribute profitably
to a users search. Thus the aim of this function is to
gauge how rapidly terms in the hypernym tree become
too abstract by examining several different words and
their structure. It was concluded that one third of
the mean height of the tree was sufficient to include
most profitable words. However as stated earlier, a
very specific search word may have many useful hy-
pernyms, so one third of them would not be enough.
Consequently the function is catered towards low and
moderate height hypernym trees whose root word is
not very focused towards a particular domain.

avg

floor(%2 +2)] (1)

To achieve this a linear expression was chosen, as
below, using the mean height of all branches as the
starting height, then divided by the linear decay.

height = ceil|

= branchheight;
no.branches

(2)

This value was adopted after testing various linear
expressions, shown in Table 4 and Figure 7, and their
success when applied to several different hypernym
word structures. This formula allows for the inclusion
of more nodes when analysing larger trees, but has a
greater impact on small structures with a fast decay
to abstract nodes.

avg =

Tree depth
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Figure 7: Heights for cutting the hypernym tree
(graphical)

As hypernyms rarely exists within a document
without associated hyponyms, the analysis of the hy-
pernym function has been incorporated in the hy-
ponym analysis section.

7.5 Execution Time

Given the user applications of IFA’s, execution time
can be an important factor. If there are 300,000 peo-
ple requesting a search to be conducted, an increase
of 0.099 seconds would have a significant impact on
the waiting time and execution of the search. Con-
sequently it is important to examine the impact of
the threshold generation and pruning algorithm on
the overall search time. The benchmark time for this
analysis is the single word search execution outlined
in section 7.1. This has been chosen as the benchmark
because a typical search engine examines the specified
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keyword only and therefore is an accurate approxima-
tion of other search engine capabilities. Shown in Ta-
ble 5 are the average execution times recorded when
performing tests on each of the tree structure.

Testing was completed on a Quad processor Intel
Xeon server with 2 Gigabytes of RAM and RAIDO
SCIS Hard disks. This system was running Linux
Redhat Enterprise and Java SDK 1.5.0. This system
was chosen for its fast disk access time and available
RAM. The execution tests were also conducted on sin-
gle core desktop computers, a single processor Red-
hat server and results were not too dissimilar from
the Xeon experiments.

The execution time results show a decrease in pro-
cessing time of up to 10% using a pruned tree com-
pared to the comparison/benchmark function with
only 1.1% increase in processing time for the single
word analysis. This is considered to be due to the in-
herent overhead of calculating the word tree thresh-
olds and pruning the word tree structure. All test
using derived focus nodes had an increase in execu-
tion time, due to the fact that there is more than
one word being processed which as expected will take
more processing time. Whilst there is a small in-
crease the execution time for the IFA developed in
this paper, this is offset by the increase in profitable
web pages returned to the user. On the basis that
IFA clearly improves the quality and quantity of web
search results for users, it is considered that a small
increase in processing time can be tolerated.

8 Conclusion

This paper demonstrates that a tree metric IFA can
significantly improve searching and filtering of web
pages. Evaluation results show a marked improve-
ment using extended word searching as opposed to
single word processing. The IFA performed as well as
the comparison/benchmark IFA | however due to the
reduction of unprofitable related words, there was a
very slight decrease in performance and only a slight
increase in processing time.

The analysis demonstrates that the threshold
generation function’s maximum performance was
achieved when using a tree with an even distribu-
tion of nodes (a tree as wide as it is long), its ap-
plication on other tree shapes still provided positive
results with only a slight decrease in relevance and
processing efficiency. Therefore, it is possible to con-
clude from this study that by analysing underlying
semantic tree structures the performance and accu-
racy of an IFA is improved and more effective than
other implementations of extended search IFAs.
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Abstract

There are many external resources and heterogeneous
data on the internet that an organization or user may need
to improve the decision making process. It is therefore,
very important and critical that this information are
complete, precise and can be acquired on time. Most web
sources provide data in semi-structured form on the
internet. The combination of semi-structured data from
different sources on the internet often fails because of
syntactic and semantic differences. The access, retrieval
and utilization of information from the different web data
sources impose a need for the data to be integrated.
Integration of web data is a complex process because of
the heterogeneity nature of web data and thus needs some
kind of a web data integration system. There are many
types of heterogeneity and differences among web
sources that makes data integration a difficult process
(e.g., different data model, different syntax and semantics
in schema and data instance level among web sources).
Semantic schema heterogeneity, which refers to the
misinterpretation of data at the schema level, is one major
obstacle that needs to be overcome in web data
integration process. Semantic schema heterogeneity has
been identified as one of the most important problems
when dealing with interoperability and cooperation
among multiple data sources on the internet. In this paper,
we recommend a system architecture for web data
integration focusing on resolving the problems of
semantic schema heterogeneity between web data
sources. We propose an ontology-based approach as a
solution for the reconciliation of semantic conflicts
between web data at the schema level.

Keywords: Web data
heterogeneity, Ontology.

integration, Semantic schema

1 Introduction

The web is the platform for information publishing; it is
the biggest resource of information of any type. There are
a lot of valuable data and business data on the web that
organizations or users can use to improve their decision

Copyright(c) 2007, Australian Computer Society, Inc. This
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(AOW-07), Gold Coast, Queensland, Australia. Conferences in
Research and Practice in Information Technology, Vol. 85.
Editors, Thomas Meyer and Abhaya C. Nayak. Reproduction
for academic, not-for profit purposes permitted provided this
text is included.

making process. It is therefore, very important and
critical that this information is complete, precise and can
be acquired on time (Heflin and Hendler 2000). It is also
vital that such external information be systematically
managed and utilized for users. Each information system
on the web is modelled and implemented differently
according to the requirements of the application domain.
The access, retrieval and utilization of information from
the different data sources imposes a need for the data to
be integrated because there are many types of
heterogeneity and differences among web sources that
makes a combined effort to access data from different
sources on the internet difficult and error-prone (Kashyap
and Sheth 1998) (Fensel et al. 1999). The following
HTML pages from different room reservation systems as
shown in Figures 1 & 2 illustrate this. For example, if a
user queries rate of hotel rooms, the retrieval and
combination of data related to rate of rooms in the
following HTML pages fail because they have
heterogeneity conflicts to each other such as: use different
names (“price” and “Rate”), different units (“EUR” and
“USD”) to represent cost of rooms.

Room reservation, KL, Malaysia on 07/04/2005

Select Hotel type Price
Gurney single EUR

57.99/day
Rose double EUR

75.99/day

Fig. 1. Reservation System A

Room booking-Kuala Lumpur Apr. 07 2005
Rate : Daily Rate USD 67.99
Hotel :  Gurney

Room type : Standard/single
SELECT

Fig. 2. Reservation System B

The solution to the problem mentioned above is a web
data integration system. External information can be
extracted from web sources and utilized for users through
a web data integration system. The design of such a
system is not easy because the differences in web data
make data integration a difficult process. Integration of
heterogeneous data sources from the internet is a complex
activity that involves reconciliation of various levels of
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conflicts. Before we can integrate the heterogeneous data
we need to resolve these heterogeneity conflicts. There
are different views about classification of Heterogeneity
conflicts. The heterogeneity conflicts can be classified
according to the following abstraction levels (Ram and
Park 2004) (Kashyap and Sheth 1998):

e Data Value Conflicts: Data value conflicts are
those conflicts that arise at the instance level.
They are related to the representation or the
interpretation of the data values. Examples of
these conflicts are discrepancies of type, unit,
precision and allowed values (e.g. "kg" and
"gram" or "$" and "dollar").

e Schema Conflicts: Schema conflicts are due to
different alternatives provided by one data
model to develop schemas for the same reality.
For example, what is modelled as an attribute in
one relational schema may be modelled as an
entity in another relational schema for the same
application domain (e.g. "Author" as attribute
for the entity "book" and "author" as an entity
that has a relationship with "book"). Another
example two sources may use different names to
represent the same concept (e.g. "price" and
"cost") , or the same name to represent different
concepts , or two different ways, for conveying
the same information(e.g. "data of birth" and
"age").

® Data Model Conflicts: Data model conflicts
occur when databases use different data models,
e.g., one database designed according to the
relational model, and another one object-
oriented.

Conflicts in each level can be categorized into two
categories:

e Syntactic Conflicts: Syntactic conflicts refer to
discrepancies in the representation of data (e.g.
"1/23" and "1.23" or "price=23$" and "price:
238").

e Semantic Conflicts: Semantic conflicts refer to
disagreement about the meaning, interpretation
use of the same or related data (e.g. "staff" and
"employee").

The major aim of our work is to give a solution for
resolving semantic schema heterogeneities in a web data
integration system. For this purpose we first recommend
a system architecture for web data integration and
subsequently propose an approach to resolve semantic
conflicts in this system. We use ontology as a solution for
the reconciliation of semantic conflicts between web data
at the schema level.

The ontology is one effective solution to semantic
heterogeneity problem in web data integration. Explicit
semantic information of terms in the ontology can help in
resolving semantic heterogeneities among web data
(Fensel 2001). The subject of ontology is the study of the
categories of things that exist or may exist in some
domain. The product of such a study, called ontology, is a
catalogue of the types of things that are assumed to exist
in a domain (Sowa 2000). Ontology helps to figure out
what a specific term means. Ontologies provide a way to
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describe the meaning and relationships of terms so that a
shared understanding or a consensus can be acquired
among people and machines (Guarino 1998). The reason
ontologies are becoming so popular is in large part due to
what they promise: a shared and common understanding
of some domain that can be communicated between
people and application systems (Fensel 2001).

In our approach, we assume that each web source have its
own ontology. Therefore any web source is free to have
its own vocabulary and semantic independence from
other web sources’ vocabulary. Independency of web
sources in defining their ontologies may cause a major
problem. We need the consensus of the communities
(web sources) over the meaning of the terms in order to
resolve any problems that may arise from semantic
conflicts. This consensus in the web data context is not
feasible because communities are free to use their own
vocabularies and semantics according to their
requirements. Therefore any web source can have its own
ontology containing all the defined terms that has met
with the agreement of a group of users. This problem can
be resolved through semantic mapping between
ontologies (Hakimpour and Geppert 2001). In the
semantic mapping process, a reasoning system finds the
similarities concepts between two ontologies and maps
the corresponding concepts to each other. Semantic
ontology mapping is one of the main tasks of a web data
integration process. In this paper we propose an approach
to semantically map ontologies and use this mapping in
the integration process of our system.

2  Related work

There are many proposed approaches and systems for
semantic data integration by researchers. In this section
we chose five major projects that have been the
foundation for other projects and researches. These
projects focus on the use of ontologies for resolving
semantic conflicts.

SIMS is a system that extracts a semantic data model of
an application domain to integrate the information from
various information sources. This semantic data model
includes a hierarchical terminological knowledge and has
the role of a global ontology in SIMS. SIMS uses a data
model from each information source and these data
models play the role of local ontologies. Each data model
of information resource must be described for this system
by relating the objects of the data model to the global
domain model. The relationships clarify the semantics of
the source objects and help to find semantically
corresponding objects. In SIMS the user formulates a
query in terms of the global domain model. Then SIMS
reformulates the global query into sub-queries for each
appropriate source, collects and combines the query
results, and returns the results (Arens, Ciiee and
Knoblock 1992).

The COIN project presents an architecture for semantic
interoperability between distributed information sources.
The COIN framework uses a data model and logical
language to define the domain model of the application
and the contexts. The domain model plays the role of the
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ontology in the COIN-framework. Context mediation in
Coin-architecture performs the process of rewriting
queries posed in the receiver’s context into a set of
mediated queries where all potential conflicts are
explicitly resolved. This process is according to the
statements in the different contexts involved, what
information is needed to answer the query and what and
how conflicts may be resolved (Goh, et al. 1999).

MOMIS (Mediator Environment for Multiple Information
Sources) is one approach to the integration and query of
semi-structured and structured heterogeneous data
sources (Beneventano, et al. 2001). The goal of MOMIS
is to define a global schema that allows uniform and
transparent access to the data stored in a set of
semantically heterogeneous sources. MOMIS creates a
global virtual view (GVV) of information sources,
independent of their location or their data’s heterogeneity.
MOMIS builds ontology through five phases as follows:
1) Local source schema extraction by wrappers; 2) Local
source annotation with the WordNet; 3) Common
thesaurus generation: relationships of inter-schema and
intra-schema knowledge about classes and attributes of
the source schemas. 4) GVV generation: A global schema
and mappings between the global attributes of the global
schema and source schema by using the common
thesaurus and the local schemas are generated. 5) GVV
annotation is generated by exploiting annotated local
schemas and mappings between local schemas and a
global schema.

The KRAFT architecture is designed to support
knowledge fusion from distributed, heterogeneous
databases and knowledge bases (Visser, et al. 1999).
KRAFT is a project for the integration of heterogeneous
information, using ontologies to resolve semantics
problems. They extract the vocabulary of the community
and the definition of terms from documents existing in an
application domain. KRAFT detects a set of ontology
mismatches and establishes mappings between the shared
ontology and local ontologies.

OBSERVER is an approach for query processing in
global information systems based on interoperation across
pre-existing ontologies (Mena, et al. 1996). OBSERVER
allows users to pose their queries by using ontologies
against heterogeneous data sources. It replaces terms in
user queries with corresponding terms in data source
ontologies by detecting similarity relations between user
ontology and local ontology. OBSERVER uses
Description Logic as both ontology definition language
and query language. The OBSERVER is the foundation
of our proposed web data integration system.

For reconciliation of semantic conflicts between
heterogeneous data sources, the above mentioned projects
create one global or shared ontology by integrating or
merging local schemas or ontologies. Subsequently, they
perform semantic mapping between created global
ontology and the local schemas or ontologies. In the web
context the maintenance and updating of global or shared
ontology is very time consuming and costly because
many web data sources are involved and the number of
involved web data sources change frequently; web
designers and users are free to use their own terms and

vocabulary and schemata which are subject to frequent
changes. In our proposed approach we try to overcome
this problem by using domain specific ontology and we
resolve semantic problems between web sources through
semantic mapping between the domain ontology and the
local ontologies.

3  System architecture

This system (Figure3) uses ontologies for resolving
semantic schema conflicts between web data sources. The
system uses domain specific ontologies for the creation of
user queries. There is a domain specific ontology for each
application domain that covers the semantic definition of
terms which are required for user query in a particular
application domain. The domain ontologies are modelled
in an internal uniform representation model. The user can
browse the domain ontology and choose terms for his/her
query, the system then creates the user query. We assume
each web source has an underlying pre-existing local
ontology on the web and each local ontology is associated
with one or more web sources. After the creation of the
user query, the web ontology server chooses local
ontologies related and relevant to user query domain and
sends them to the mapping module. The local ontologies
are transformed to the internal uniform representation
model by transformers. Afterwards, the user query terms
are mapped to corresponding terms in the local ontology
and the user query is subsequently rewritten using the
terms from the local
ontology.

*

| Graphic User Interface

Query & Querly Path creation U Domain ontology
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Local 4
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Fig. 3: Semantic web data integration system
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The rewritten user query is sent to a query process
module for reformulation and creation of optimised query
plan from the user query. Finally, the gained sub queries
from reformulation process are translated to the web
sources query languages by translators and the data is
extracted by wrappers and presented to the user.

The proposed system resolves semantic schema problems
between web sources and user query through semantic
mapping between the domain ontology and local
ontologies. We use inter-mappings between domain and
local ontologies for semantic integration of user query
terms and web data sources terms.

4  Semantic Integration Process

The proposed web data integration system implements a
query based approach to information extraction and
integration, from heterogeneous and distributed web data
sources. The system possesses a-three layer architecture
as follows:

e Data and physical layer in this system consists
of a data extraction module,

e Application layer consists of a query process
module, a mapping module and web ontology
servers,

e Presentation layer consists of a query
construction module and a data presentation
module.

The extraction and integration process in proposed
system consists of eight major tasks as follows:

1. Creation of user query and query path;

2. Determination of related local ontologies with
query domain;

3. Transformation of related local ontologies to
internal uniform representation model;

4. Semantic mapping between query terms and
related local ontologies terms;

5. Rewriting of user query with corresponding
terms from local ontologies;

6. Reformulation of query and creation of

optimized query plan;

7. Translation of sub queries to web sources query
languages and extraction of answers

8. Correlation and representation of answer.

In the rest of this paper we focus on semantic mapping
and query construction modules of the proposed system
and suggest our approach for resolving semantic schema
conflicts between user query terms (chosen from domain
ontology) and related local ontologies terms. Our
approach covers the first, forth and fifth tasks of the
integration process mentioned above.

4.1 Domain and Local Ontologies

Our proposed system uses ontologies as a solution for
reconciliation of semantic schema heterogeneities
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between web data sources. The system exploits two types
of ontologies: domain specific ontology and local
ontology. Domain ontology is created for one specific
domain. For example if the system has been developed
for the domain of a university, so one university specific
ontology is designed and created for the system. The
users of the system choose their query-terms from the
domain ontology and they are not free to use their
preferred terms. User query terms are restricted to the
domain ontology terms.

There are many ontologies on the web that are used for
the semantic description of data. We call these ontologies
as local ontologies. In our system we assume any web
source has an underlying local ontology. Therefore, in
order to resolve semantic conflicts between user query
terms (chosen from the domain ontology) and the terms
from web resources, a semantic mapping between the
user query terms and the related local ontologies terms is
needed. This semantic mapping relates similar terms from
the two different sources by specifying the
correspondence between them.

4.2 Uniform Representation of Ontology

The mapping module of the system finds similar and
corresponding terms between the related local ontology
and domain ontology and maps them to each other. Local
ontologies on the web have been formalized in different
models and languages. In order to compare and find
similar terms between the domain and local ontology, the
system needs to represent all ontologies in a uniform
model. In our system we propose one uniform
representation model for ontologies. This representation
model is general and any ontology with any
representation model can be transformed to this uniform
representation model.

Definitionl: T:=(C,A,R,V), each ontology element (term)
is one of following entities:

e (C: concept or instance of one concept
e  A:attribute of one concept

e R: relationship between concepts

e  V:value range of one relationship

For example student (concept), age (attribute), master
student (instance of student, it is considered as sub-
concept of student in our model), attend (relationship
between student and class) and “<20” (value range of
“max-credit-course” relationship) are some element
(term) of university ontology.

Definition2: C:=(name, syn-set, A, key-A, key-R), each
concept is defined with its name, set of its synonyms,
attributes, its key attributes, and key relationships with
other concepts. The key attributes are subset of concept
attributes. The key attributes and key relationships are
specific properties and specifications of one concept that
characterize the concept. These key properties are
specified just for concept definitions of the domain
ontology during the development of the domain ontology.
We will use these properties as a mapping criterion for
finding similar terms in our mapping algorithm.
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Definition3: A:=(name, syn-set), attribute is defined with
a name and a set of synonyms.

Definition 4: R:=(name, syn-set, domain, range), each
relationship is defined with a name, set of synonyms and
domain and range.

Definition 5: V:=(value), this feature is used for
representation range of one relationship that is a value.
One value Begins with one of these characters: “=", “<”,
“>” or “< >” and one string that show the value of its
range.

Definition 6: 0:=(G, G'), each ontology is represented by
two graphs.

Definition 7: G:=(N,E), N=<C>, E=<is-a>, G is acyclic
directed rooted graph that consists of nodes and edges.
Each node is a concept (or instance of a concept). Each
edge is “is-a” relation that shows sub-concept (subclass)
relation between nodes. Indeed, G is a hierarchy concept
model of ontology. Each node has one father and may
have no, one or more child nodes. If one node has two
fathers, the model resolves this problem with repeating
child node for each one of its fathers.

Definition 8: G:=(N,E), N=<C, V>, E=<R>, G is
cyclic graph that consists nodes and edges. Each node is a
concept (or instance of a concept) or one value. Each
edge is relationship between two nodes that show the
relationship between concepts. Indeed, G’ is a concept
relationship model of ontology.

In a uniform representation model, all elements
(concepts, attributes, relationships and values) are string
(chain of characters). Our representation model and
formalization of ontology is very general, so our
proposed approach which uses this formalization will
work with any ontology representation languages. We
need to transform (in mapping module of system) the
local ontology to the uniform representation model. This
representation model represents the main exploitable
information in an ontology and by exploiting all of the
available information which we have, the calculation of
the similar concepts and semantic mappings between the
domain ontology (query terms) and the local ontology
will gain a better result in quality.

We use the table structure (Relational Database) to store
ontologies represented in the uniform representation
model using any DBMS implementation such as MySQL.

4.3 User Query construction

Our proposed system is a domain specific system because
the user is confined to choosing terms of a specific
domain ontology for his/her query. This system can be
extended for any domain so that the relevant domain
ontology would be developed previously in the system.
The user is confined to use just one domain ontology for
his/her query. Users can not pose complex queries
because the query construct and structure in this system is
based on the structure and elements of the internal
uniform representation model of the domain ontology.
We define the following structure and syntax for the
expression of the user query.

SELECT < attributes names >

FROM < concept name >

WHERE

{

<attribute names: values> FROM <concept name>
AND/OR

<attribute names: values> FROM <concept name,>

In this query structure, the user can query the attributes of
only one concept from the domain ontology. The user can
specify constraints and conditions on his/her query.
Constraints and conditions are expressed after the
“WHERE” clause in the query expression.

We clarify the query syntax and structure with the
following example:

Suppose that a user needs the names and emails of
professors in Law at universities who are above 55 or
below 35 years of age and are female. This query is in the
university domain, so we assume there is a university
specific ontology in the system. So the user traverses
terms in the university ontology and chooses his/her
query terms. Afterwards, the system constructs an
expression based on the user query as follows:

SELECT name, Email

FROM  Professor
WHERE
{

name =Law FROM Department  AND
sex =Female FROM Professor AND
age >50 FROM Professor OR
age <35 FROM Professor
}

Note that the user can not pose complex queries. The user
can split his/her complex query to simple sub-queries and
subsequently submit them to the system. For example, if
a user has a query about attributes relating to two
concepts, then he/she must pose two separate queries to
the system. This is applied to the constraint and condition
segments in the query as well. The user can simply
specify conditions for the attributes of concepts which are
in the query path. The path through which a user traverses
in the domain ontology graphs for reaching his/her query
terms is called query path. For example in the above
query, conditions which have been specified for the
attributes of name, sex and age all are related to the
concepts in the query path. We discuss more on query
paths in the next section.

44 Query Path

In query construction process the user traverses the
internal uniform representation graphs of the domain
ontology in order to choose his/her query terms. The path
through which a user traverses in the domain ontology
graphs for reaching his/her query terms is called query
path. We use this query path as comparison and mapping
criteria for finding similar and corresponding terms
between the user query and the local ontologies in the
semantic mapping algorithm.
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A user interacts with the system through GUI (user
graphic interface) in the query construction module of the
system. This GUI must display the domain ontology to
the user so that user can find his/her query terms easily
and quickly. In the time the user takes to interact with the
system for the construction of the query, the system
performs two tasks: first finding of query terms and
creation of query and second specifying of query path for
use in the semantic mapping algorithm.

In the meantime, the system obtains information from the
user for the creation of the query path. How we design the
GUI and display the graph models of domain ontology to
the user, have a role in precise and exact creation of the
query path. In our approach, the GUI first displays a list
of domain ontologies to the user. The user chooses one
domain ontology related to his/her query. Then, the GUI
displays super concepts of domain ontology to user
(concepts in top of hierarchy concept graph). The user
chooses one of the super concepts. This chosen concept is
the root of the query path. We call it T;. In next step the
GUI shows three types of information to the user related
to T, that are choices for the user for a second term of
query path (we call T,):

e  Sub-concepts (children) of T},

e Attributes of T},

e Relationships and their ranges which T, is
the domain of those relationships.
Figure 4 provides a partial illustration of this information
about the concept of student.

Sub concepts of | Attributes of student:

Student: Value query

OName and/or I:I Y/N
O Age and/orl:l Y/N

° Undergraduate
student

. Postgraduate student

o Post doctoral student

o Non-graduating SUBMIT
student
o Exchanging student Relationship Range
Advisor-by |—¥» Faculty
Study-in —» Program

Fig. 4: Example of GUI of university ontology

In order to choose the next term, the user has the
following choices:

If a query has a condition or a constraint on the attributes
of T;, then user enters the constraint value of the
attributes in the value fields and determines ‘“and/or”
relate to each attribute value (constraint) with the
previous attribute value. After determination of constraint
attribute values, user follows one of these steps :

0 Choose one of sub-concepts; or
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0 Choose one of ranges (if range is concept
element, no value element); or

0 If this concept is a query concept in which a
user needs to query its attributes then:
choose “Y” for query attributes.

In this way the query construction module obtains the
query path and finally creates the user query. The Query
path contains all the terms that the user traverses in
mentioned above steps. The query path does not consist
any values for the attributes but just the attribute names.
For example query path for mentioned query in section
4.3 from university ontology can be:

University — Staff — Academic-Staff — Professor

__ work
(sex, age, name?, Email?) ... » Department (Law)

We consider following definition for query path:

Definition 9: QP:= (N,, E,, E’,), a acyclic directed rooted
path from uniform representation graphs (G & G’) of
domain ontology that traversed by user.

Definition 10: N,.. (C-name, A;-name, Ajy-name...), is a
concept or instance name (C) and its attached attributes
that these attributes specified by user as constraints or
query attributes on this concept in query construction
time.

Definition 11: E, := (is-a), it shows
relationship between concepts in query path.

sub-concept

Definition 12: E',, := (R-name), it represents relationship
name.

E[p 2
Ci(A Ag,.) = G(A, Ay) —»

R CUAL Mg B A, AL

Fig. 5: Structure of Query Path

4.5 Semantic mapping

After creation user query and query path by query
construction module, query needs to be translated to
relevant web sources query languages. For this translation
the first, user query terms must be semantically mapped
to similar terms in local ontologies of related web
sources. This semantic mapping relates each query terms
with its semantically similar and corresponding term of
related local ontology. Indeed, the semantic mapping is
performed between partial of domain ontology (related to
query path terms) and local ontology. Therefore we need
to algorithm for semantic mapping between domain and
local ontologies.

There are approaches for semantic mapping between
ontologies that have been proposed by researchers. Some
of recent researches and approaches in ontology mapping
domain are Chimaera (McGuinness et al. 2000), Anchor-
PROMPT (Noy and Musen 2001), QOM (Ehrig and
Staab 2001), Cupid (Madhavan et al. 2001), GLUE
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(Doan et al. 2002), SAT (Giunchiglia and Shvaiko 2003)
and ASCO (Thanh-Le ef al. 2004). Our approach was
motivated by some ideas of the above approaches. Above
approaches exploit available information from ontologies
and map similar terms of two given ontologies to each
other by mapping algorithms.

We can evaluate an ontology mapping approach base on
two main factors: quality of mapping results and run time
complexity of mapping approach. Some approaches have
high quality mapping result but they are not applicable
because of high runtime of their mapping algorithm.
Therefore we must consider both factors in design of
mapping algorithm. We have no space in this paper for
discussion about above approaches and problems of
ontology mapping. For this purpose we refer reader to
(Klein 2001).

4.5.1

Inputs of our mapping algorithm are: query path, domain
ontology and local ontology. There are three types of
ontology element in query path: concept (C), attribute (A)
and relationship (R). All elements are string (chain of
characters) and may be a word, term or expression
(combination of words). The query path consists user
query terms and some un-query terms. The un-query
terms are terms which have been traversed by user for
reaching to query terms.

Semantic mapping algorithm

The purpose of mapping algorithm is finding of
semantically similar terms with query terms from local
ontology and then rewriting of query with finding similar
terms. For calculation of similarity between two elements
from query path and local ontology, following function is
used in mapping algorithm:

MF (Mapping Function): MF(element;element,):=[0
1]; This function calculates similarity between two
elements. Value rang of [0 1] indicates amount of
similarity. MF performs two sub-functions for similarity
calculation. First sub-function, normalizes two elements
to their tokens. In this sub-function each term (concept,
attribute or relationship) be:

e Tokenized: <Hands-free>  <Hands, Free>

e [emmatized: <Kits>  <Kit>

¢ Eliminated: <courtforplay>  <Court, Play>

For normalization, it exploits and uses one domain
specific dictionary. This dictionary consists all existing
terms in a specific domain include their synonym sets.

The second sub-function, compares tokens (string
without space) of normalized terms with each other and
calculates similarity between tokens. Finally, similarity
between two elements is calculated from aggregation of
token similarities. There are well-known metrics for
calculating string similarity between two tokens such as
Jaro-Winkler metric (JW), Levenstein metric and
Monger-Elkan (Cohen et al. 2003). We can apply one of
them in our mapping algorithm.

The main Steps of our mapping algorithm are as follows
(consider structure of query path in figure5):

First step: MF is executed between C,;(name) (root of
query path), all its synonyms names C,(syn-name) with
all local ontology concepts (all Ci(name)).

for all Ci(name)<>null do

{If MF(C;(name), C;;(name)) >= threshold then
Add (C;, C;p) to similarity-table;
Else: for all C;(syn-name) <>null do
{If MF(C;(syn-name), C; (name)) >= threshold
then Add (C},C;y) to similarity-table; }}

Result of above step is some similar pairs, which have
similarity measure above algorithm threshold. We call
them, candidate mapping pairs. Now algorithm must find
best similar pair among candidate mapping pairs. So,
algorithm executes MF between key attributes and key
relationships of C; with all attributes and relationships of
its similar elements in each candidate mapping pair. We
are going to find best and closest matching and similar
pair. We choose maximum MF that is above threshold.
This similar pair <C;, C;;> is stored in C-mapping-table
as final result of MF for C;. C;; is mapping element of C,;
from local ontology.

while C;; (name)<>null do
{ While C;; (A) <> null or Cy (R)< >null do
If each MF(C,(key-property-name & key-
property-syn-names), Cy(A & R)) >=
threshold then Cj(similar-property) +1;}
C;. C[MAX C; (similar-property)];
Add (C;, C;p) to C-mapping-table;

c, —» key-properties of C,; mapping pair
C,-syn-set —»| MF I MF —»
Allc, —» All A, R of Cy similar

candidates

Second step: After finding similar concept of C;, If C,
has attribute in query path then we must find its similar
attributes in local ontology. We should notice, we just
execute MF between C;-atrribute-name, all C;-att-synset-
names with attributes-names and relationships-names of
its mapping pair (C;; in mapping table). We choose
maximum MF that is above threshold and store similar-
attribute pairs in C-att-mapping table (such as: <C;-
ALCyu-Ap>, <Ci-Ay Ci-Ay>.....).

while C;(A-name)<>null do

{ If MF(C;(A-name), C;;(A-name or R-name)) >=
threshold then
Add (C;(A-name), C;;(A-name or R-name)) to att-
mapping-table;
Else: while A-syn-name <>null do
{ If MF(C;(A-syn-name), C;(A-name or R-name))
>= threshold then

Add (C;(A-name), C;(A-name or R-name)) to
att-mapping-table; } }

Third step: we must find similar concept for next term of
query path (C,). There are two situations here: C, has “is-
a” relationship with C; (C; is sub-concept of C;) or C; has
“R” relationship with C; (C; and C, are domain and range
of same R).
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In first situation, algorithm follows tasks of first step for
finding similar concept of C, just with this difference that
algorithm doesn’t compare (MF) C, with all of local
ontology concepts. As C,is sub-concept of C;, then:

e  Algorithm first compares (MF) C, with children
of C IL-

e If algorithm could not find similar concept of C,
in children of C;; then it compare (MF) C, with
siblings of C;;.

e [If algorithm could not find similar concept of C,
in siblings of C;; then it compares (MF) C, with
all concepts that are range of relationships
which C;; is domain of those relationships.

¢ Finally if again algorithm could not find similar
concept of C, then it compares (MF) C, with
C;.Because C;; may be further general and
cover semantics of both of C; and C,.

If algorithm found similar concept of C, then stores
similar pair <C, ,C,;> in C-mapping-table and then
executes MF for query path attributes of C, (second step
of algorithm). If algorithm doesn’t find similar concept of
C, then store pair < C,, null > in C-mapping-table and if
C, has attribute in query path then algorithm enters <C,-
Apnull> , <Cy-Apnull>... in att-mapping-table. In this
case algorithm uses Cj; instead of C; in next steps of
algorithm, because C; is null.

In second situation (C, has “R” relationship with C;),
algorithm performs following tasks:

Algorithm executes MF between R, R-synonyms with all
relationships of C;; (C;;is domain of relationships).
e  [If algorithm found similar relationship then:

o] Executes MF between C, and ranges of
discovered similar relationship. If it finds
similar concept of C, then enters similar pair
<C, Cy> in C-mapping-table and then
executes MF for query path attributes of C,
(second step of algorithm)

0] else enters <C, , null> in C-mapping-
table.

e If algorithm doesn’t find similar relationship
with R then it executes tasks of first step of
algorithm for C,. That means algorithm
executes MF between C, and all of local
ontology concepts. If it finds similar concept of
C, then enters similar pair <C,Cy> in C-
mapping-table and executes MF for query path
attributes of C, (second step of algorithm) else
enters <C, , null> in C-mapping-table.

Algorithm repeats third step for next others nodes until
last element of query path. If algorithm doesn’t find
similar concept of main query concept (concept in
question) from local ontology so, mapping doesn’t
execute between user query terms and local ontology
terms and this local ontology is failed.
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Specifications of algorithm

e The specifications of our semantic mapping
algorithm are as follows:

e [tis in element level no structure level. Because
it finds similarity in element granularity
(concept, attribute and relationship similarity).

e It uses C(name) , C(syn-set), C(key-A) and
C(key-R) as mapping criteria for concepts.

e [t uses R(name) and R(syn-set) as mapping
criteria for relations.

e It uses A(name) and A(syn-set) as mapping
criteria for attributes.

e [t is linguistic-based because it finds similarities
by element-name matching and element-
synonym matching (string matching).

e [t is also constraint-based because it uses key
properties (key-A and key-R) of concept for
finding best similarity.

e [t is path-based because it uses path of query. It
considers semantic relations in path and restricts
domain of search in local ontology.

e It has 1:1 mapping local cardinality. Because it
maps each query term to one local ontology
term no more.

e It uses domain specific dictionary as auxiliary
information for help to finding similarities.

e [t can be applied for any ontology model or
language because it wuses one general
representation model for ontologies.

¢ Runtime complexity of algorithm is:
O(MF).

mn

e m is maximum length of query path, n is
number of all local ontology terms (in worst
situation) and O(MF) is run time complexity of
matching function.

e Qutput of algorithm are
(concept mappings) and
(attribute mappings).

c-mapping-table
att-mapping-table

5 Conclusion

In this paper, we first recommended a system architecture
for semantic schema web data integration and
subsequently proposed an approach to resolve semantic
schema conflicts in this system. We use ontology as a
solution for the reconciliation of semantic conflicts
between web data sources at the schema level. We
introduced one uniform graph-based representation model
for ontologies and proposed approach for creation of user
query base on this representation model. We proposed
one semantic mapping algorithm. Our mapping algorithm
exploits user query path for finding similarities between
user query terms and local ontology terms.
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Abstract

This paper presents a novel formalization of temporal
notions and their classification. First, objective and
subjective time perceptions are discussed from a
philosophical and logical viewpoint. Then, all objective
and subjective temporal concept types are identified,
based on McTaggart’s A- and B-series and Priorean tense
logic, to which temporal events (or propositions) could be
mapped. Time ontology is then defined according to a
formalism previously introduced by the authors, together
with a graphical representation of the proposed temporal
concept type hierarchy. Temporal axioms and properties
are finally identified, linking our logic with propositional
logic'.

Keywords:  Knowledge  Representation,
Propositional Calculus, Temporal Logic.

Ontology,

1 Introduction

A time ontology is an ontology based on temporal
notions. According to current sciences and philosophies,
especially of Eastern origin, all objects and phenomena in
the universe, whether they are humans, animals, plants,
rocks, or a beautiful sunset, are transient, that is, they
only exist within a certain timeframe. Since ontology, in
its original definition, is a study of reality or existence of
“things”, it ensues that time is intrinsically part of any
ontology. In addition, since temporal notions are
sometimes born from subjective perceptions, a time
ontology could include elements that are only valid to an
individual, a group of individuals, or within a particular
context. This paper attempts to formalize time ontology
based on objective as well as subjective perceptions,
drawing inspirations from logicians such as J.E.
McTaggart, A.N. Prior, C. Lejewski, and others. Their
theories are still considered valid nowadays, although
recent developments have contributed to better
formalization of temporal reasoning. The concepts of
subjective and objective times have been discussed by
philosophers but we believe that this paper presents for

Copyright © 2007, Australian Computer Society, Inc. This
paper appeared at 3rd Australasian Ontology Workshop (AOW-
07), Gold Coast, Queensland, Australia. Conferences in
Research and Practice in Information Technology, Vol. 8§5.
Editors, Thomas Meyer and Abhaya C. Nayak. Reproduction
for academic, not-for profit purposes permitted provided this
text is included.

the first time a way to formalize them in an ontology. Our
aim is to define an upper time ontology that could be later
used in specific applications, such as to describe the
temporal content of web pages or to build automated
natural language translation engines.

Temporal logic is considered founded by A.N. Prior
(1914-1969) (Lejewski 1959). His work and the history
of time ontology are detailed by Ghrstrgm and Schirfe
(2004). One of the early attempts to formalize time was
undertaken by J.F. Allen (1984) with the introduction of a
general theory of action and time, in which are
categorized time-related actions, such as concurrent
actions and their interactions, causation, intention, belief
and plan, etc. Causal reasoning is also later expanded in
other work (Stein and Morgenstern 1994). More recently,
OWL-Time (http://www.isi.edu/~pan/OWL-Time.html),
formerly DAML-Time, is a project aiming to develop a
representative ontology of time that expresses temporal
concepts and properties common to any formalization of
time, and specifically, the temporal content of web pages
and the temporal properties of web services (Hobbs et al.
2004). In OWL-Time, instant and interval are the only
two main temporal entities, all other temporal notions
being relations over these entities. Time ontologies
formalizing instant and interval are also proposed by
other authors (Zhou and Fikes 2000). It is interesting to
note that Allen (1984) only accepts the concept of time
interval but not that of instant or time-point, being
considered instead as a "small interval" instead. Our
formalization presupposes the concept of instant but does
not explicitly elaborate that of interval, which we
consider subsumed in the concepts of instant, time
direction (i.e., the order between instants), and time
continuity or density (i.e., the existence of other instants
between any two instants). Other authors, such as Bittner
(2002), embody those notions in the definition of a “time-
line”, which is isomorphic to the set of real numbers, of
which a subset is a time interval. OWL-Time permits
measurement (or quantification) of time, in terms of
temporal unit, calendar and clock, although the concepts
of present, past and future are only briefly discussed.
OWL-Time could however be considered as an upper
ontology on which other more specific or more detailed
temporal ontologies (including ours) could be built.

This paper is organized as follows: Section 2 recalls the
temporal notions introduced by McTaggart. Section 3 re-
formalizes Priorean tense logic with linkages to
McTaggart's notions and our proposed temporal concepts
of objective and subjective times. Section 4 details our
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time ontology formalization. Section 5 identifies all
temporal concept types and represents them in a tree-like
hierarchy to assist with understanding. Section 6 details
some temporal axioms that are fundamental to our theory,
and derives temporal properties that relate our logic to
propositional logic. And finally, Section 7 concludes our

paper.

2  McTaggart Temporal Concepts

An important aspect of time is the question of its reality,
first raised by J.E. McTaggart (1866-1925) in a 1908
article, in which the logician defines three categories of
temporal notions: A-series, consisting of notions of past,
present and future, B-series, with notions of “earlier than”
and “later than” (in fact one notion can be deduced from
the other), and C-series, which is B-series without
embedded A-series (as we shall see, a B-series always
implicitly embeds an A-series). McTaggart maintains that
changes are only possible with an A-series, since, in an
A-series, any present event was future (at a time in the
past) and will be past (at a time in the future), while, in a
B-series, if an event M is earlier than another event N,
then M will forever be earlier than N, and thus there
cannot be any changes in a B-series. On the other hand,
from a psychological perspective, without changes, a
human mind cannot form any notion of time. Therefore, a
B-series cannot be used to define time, only an A-series
can. However, a B-series cannot exist without an A-series
because one cannot deny that changes must have occurred
in order to affirm that an event is earlier or later than
another in a B-series (e.g., two events may have occurred
at the same location, thus implying that changes must
have happened there). Suppose that there is a B-series
without an embedded A-series (called a C-series in this
case), that series can give us an idea about the order
between the events in the series but cannot enable us to
form a notion about what time direction really means. It
is like being presented with two statements made at two
different instants, say, in 1995 and in 2000. We know
from the order between those two numbers that one
statement is made before the other, but we cannot know
which year we are in now and whether time progresses
from 1995 to 2000, or the other way around. In fact,
direction is the main characteristic of time and
consequently C-series cannot be considered as an
appropriate representation of time. So, if an A-series is
essential to define time, it follows then that, if an A-series
cannot be defined, neither can be time. The difficulty
with an A-series is that it is impossible to accurately (i.e.,
logically or mathematically) define the “present” (or the
“now”). Mathematically, a point in time could be defined
as the convergence of a series of time intervals, one
strictly enclosing the next, with the first time interval
enclosing the present moment by some significant margin
such that all observers can agree to. For example, if the
current time is about 8:00 AM, the first time interval
could be from 7:00 AM to 9:00 AM, and the next time
interval could be from 7:30 AM to 8:30 AM, and so on.
Since it would take an infinity of steps to converge, any
“point in time”, in particular the present, can only be a
fictitious concept in the mathematical realm.
Furthermore, since the present is not static (i.e., time is
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always “moving”), at some stage, it is impossible to
objectively know whether the time interval being
considered in the previous series still contains the present.
Therefore, according to McTaggart and mathematical
reasoning, time, in particular the present, is not real. This
is also in line with quantum physics, according to which
the existence or reality of a matter and the measurement
of time could be quite subjective, although the perception
of the present could be experienced by all human beings,
with everyone generally being able to consciously
perceive what he/she thinks of the very present moment.

In summary, the notion of time is subjective, or, at best,
can only be considered as relatively objective, i.e., it is
only objectively agreed to within certain contexts or
bounds. Since anything subjective cannot be considered
as real in the traditional science of physics, McTaggart’s
A-series is not real. And so is B-series as B-series
implicitly includes A-series. While C-series may be real
(since it can be objectively agreed to by all, e.g., no-one
can deny that World War I happened before World War
II), but, as discussed, it cannot be considered as an
adequate representation of time. Therefore, any true
ontology always relies on subjective temporal notions,
whether explicitly or implicitly. In the following,
whenever we refer to objectivity in temporal notions, we
always mean objectivity in a relative sense, as absolute
objectivity cannot be logically proven with time.

Furthermore, in modern logic, an event could be defined
as an activity that involves an outcome (Allen 1984). It
usually (but not necessarily) has two main attributes: a
location and a time (Hobbs et al. 2004). However, in its
general definition, an event is "something that happens at
a given place and time" (as per
http://wordnet.princeton.edu/). This means that an event
is a record of some changes that occur at some place
during some time. Stated differently, event is a result of
perception of changes, which also gives rise to the notion
of time. Event as change perception therefore precedes
the formation of the notion of time (of that event). Event
is real (as it can be objectively agreed to) while time is
abstract. Thus, event defines time, and in turn, time is
used to record event. This is why in our ontological
formalization presented in this paper, event and time are
closely linked, while in other theories (such as OWL-
Time), they may be quite separate.

3 Objective and Subjective Time Ontologies

3.1 Objective Temporal Notions

A.N. Prior defines four “first-grade” temporal notions to
express the ideas of “earlier” and “later”, and their
qualifications of temporariness and permanency
(@hrstrgm and Schirfe 2004). We propose to formalize
those notions as four concept types, each of them is a
function between (PxT) and P, where T is the Time
Space and P is the Proposition Space, as used in
propositional calculus (Klement 2006). The four
functions could be defined as follows (where T(p,t)
means “proposition p is true at instant t”):

(1) Anteriority (A): A(p,t) =g Jt’<t T(p,t’) (paraphrase:
p is true at time t or before)
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(2) Posteriority (Po): Po(p,t) =g 't
(paraphrase: p is true at time t or after)

(3) Permanent Anteriority (PeA): PeA(p,t) =gt VOt
T(p,t’) (paraphrase: p is always true at time t or
before)

(4) Permanent Posteriority (PePo): PePo(p,t) =4 Vt'2t
T(p,t’) (paraphrase: p is always true at time t or after)

T(p,t")

Our definitions above rely on the notions of instant (t),
time order (or time direction, which is the order relation
"<" between two instants), truth of a proposition at an
instant (T(p,t)), and first-order logic (i.e., the universal
and existential quantifiers "V" and "3"). These four
definitions also formalize McTaggart’s B-series notion.
In addition, to complete A.N. Prior’s first-grade notions,
three further temporal notions could be derived from the
above to express the ideas of temporariness and
permanency. These three additional notions are
independent of specific instants and are functions
between P and P:

(5) Temporariness (T) = Anteriority or Posteriority, i.e.,
T(p) =g 3t A(p,t) U Po(p,t) = 3t T(p,t) (paraphrase:
p is temporarily (or sometime) true)

(6) Permanency (Pe) = Permanent Anteriority and
Permanent Posteriority, i.e., Pe(p) =4t Vt PeA(p,t) N
PePo(p,t) = Vt T(p,t) (paraphrase: p is permanently
(or always) true)

(7) Discrete Permanency = Anteriority and Posteriority,
i.e., DPe(p) =gt Vto A(top) N Po(typ) = VeIt It t <
to< t’, T(p,t) N T(p,t’) (paraphrase: p is permanently
and discretely true, i.e., at any moment, p is true
before and after that moment. This is a new notion
first introduced in this paper.)

A.N. Prior's second-grade temporal notions are first-grade
notions, plus the notion of the present (or the now). In
fact, Prior's second-grade notions are simply a more
explicit expression of first-grade notions, if we accept
McTaggart's argument that a B-series always implicitly
embeds an A-series. We can now derive from the notion
of the present four additional temporal notions. These are
independent of specific instants and are functions
between P and P:

(8) Future (F): F(p) =4 3t = Now T(p,t) (paraphrase: p
will sometime be true)

(9) Past (Pa): Pa(p) =4 It < Now T(p,t) (paraphrase: p
was sometime true)

(10) Permanent Future (PeF): PeF(p) =4 Vt = Now T(p,t)
(paraphrase: p will always be true)

(11) Permanent Past (PePa): PePa(p) = Vt < Now T(p,t)
(paraphrase: p was always true)

The above 11 notions cover all objective temporal notions
in our theory, which also encompass McTaggart’s A- and
B-series notions and A.N. Prior's first- and second-grade
temporal notions.

Based on the above formal definitions, we can easily
prove the following properties:

e  Temporariness = Future or Past, i.e., T(p) = F(p) U
Pa(p) (paraphrase: p is temporarily true = p was or
will be true)

¢ Permanency = Permanent Future and Permanent
Past, i.e., Pe(p) = PeF(p) N PePa(p) (paraphrase: p is

permanently true = p was always and will always be
true)

e Discrete Permanency subsumes Future and Past (see
formal definition of the subsumption relation in Sect.
4), i.e., DPe(p) > F(p) n Pa(p) = 3t 3t’: t<Now< t’,
T(p,t)NT(p,t’) (paraphrase: if p is permanently and
discretely true, then in particular, p was true
sometime in the past and will be true again sometime
in the future).

3.2 Subjective Temporal Notions

The above temporal notions are objective as they imply
that the time direction between two events ordered by the
relation “<” could be objectively perceived by all
observers. However, as discussed earlier, time is
subjective and therefore subjective temporal notions
could be formally introduced as follows.

Subjective first-grade temporal notions are defined as
functions between the domain set of P, PxT, or PxTxO
(where O is the observer space), and the value set of P:
(In the following, T(p,t,0) means “proposition p is true at
time t according to observer O”.)

(1) Subjective Anteriority (SA): SA(p,t,0) =g It” < t
T(p,t’,0) (paraphrase: p is true at time t or sometime
before, according to observer O)

(2) Indeterminate Subjective Anteriority (ISA): ISA(p,t)

=4er U<t 30 T(p,t’,0) = 3O SA(p,t,0) (paraphrase:
p is true at time t or sometime before, according to
some observer)

(3) Subjective Permanent Anteriority (SPeA):
SPeA(p,t,0) =4¢ VU<t T(p,t’,0) (paraphrase: p is
always true at time t and before, according to
observer O)

(4) Indeterminate Subjective Permanent Anteriority
(ISPeA): ISPeA(p,t) =g V<t IO T(p,t’,0)
(paraphrase: p is always true at time t and before,
according to some observers — Note: there may be
different observers at different times, i.e., ISPeA(p,t)
# 30 SPeA(p,t,0))

(5) Subjective Posteriority (SPo): SPo(p,t,0) =g Jt'>t
T(p,t’,0) (paraphrase: p is true at time t or sometime
after, according to observer O)

(6) Indeterminate  Subjective  Posteriority  (ISPo):
ISPo(p,t) =gr I'2t O T(p,t’,0) = IO SPo(p,t,0)
(paraphrase: p is true at time t or sometime after,
according to some observer)

(7) Subjective  Permanent  Posteriority  (SPePo):
SPePo(p,t,0) =4t V' 2 t T(p,t’,0) (paraphrase: p is
always true at time t and after, according to observer
0)

(8) Indeterminate Subjective Permanent Posteriority
(ISPePo): ISPePo(p,t) =4t Vt'2t IO T(p,t’,0)
(paraphrase: p is always true at time t and after,
according to some observers - Note: there may be
different observers at different time, i.e., ISPePo(p,t)
# 30 SPePo(p,t,0))

(9) Subjective Permanency (SPe): SPe(p,0) =y Vt
T(p,t,0) (paraphrase: p is always true according to
observer O)
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(10)Indeterminate ~ Subjective  Permanency (ISPe):
ISPe(p) =4t Vt 3O T(p,t,0) (paraphrase: p is always
true according to some observers — Note: there may
be different observers at different times, i.e., ISPe(p)
# 30 SPe(p,0))

(11) Subjective Temporariness (ST): ST(p,0) =g Tt
T(p,t,0) (paraphrase: p is sometime true according to
observer O)

(12)Indeterminate ~ Subjective  Temporariness (ST):
IST(p) =4 It FO T(,t,O) = 3FO ST(p,0)
(paraphrase: p is sometime true according to some
observer)

In the above, the notion of subjectivity expresses the idea
that something is true according to one known observer
while the notion of indeterminate subjectivity conveys
that something is true according to some observer or
observers, who are only known in particular contexts or
particular instants of that observation.

When the notion of the present is added, we can define
additional subjective second-grade temporal notions
similarly:

(13) Subjective Future (SF): SF(p,0) =4 Jt=Now
T(p,t,0) (paraphrase: p is or will sometime be true
according to observer O)

(14) Indeterminate Subjective Future (ISF): ISF(p) =i
Ft>Now 30 T(p,t,0) = O SF(p,O) (paraphrase: p is
or will sometime be true according to some observer)

(15) Subjective Permanent Future (SPeF): SPeF(p,0) =gt
VtzNow T(p,t,0) (paraphrase: p is and will always
be true according to observer O)

(16) Indeterminate Subjective Permanent Future (ISPeF):
ISPeF(p) =4 Vt=2Now 3O T(p,t,0) (paraphrase: p is
and will always be true according to some observers
- Note: there may be different observers at different
times, i.e., ISPeF(p) # 30 SPeF(p,0))

(17)Subjective Past (SPa): SPa(p,0) =y Jt<Now
T(p,t,0) (paraphrase: p is or was sometime true
according to observer O)

(18) Indeterminate Subjective Past (ISPa): ISPa(p) =gt
Jt<Now 30 T(p,t,0) = IO SPa(p,O) (paraphrase: p
is or was sometime true according to some observer)

(19) Subjective Permanent Past (SPePa): SPePa(p,0) =yt
Vt<Now T(p,t,0) (paraphrase: p is and was always
true according to observer O)

(20) Indeterminate Subjective Permanent Past (ISPePa):
ISPePa(p) =4 Vt<Now 3O T(p,t,0) (paraphrase: p is
and was always true according to some observers -
Note: there may be different observers at different
times, i.e., ISPePa(p) # 30 SPePa(p,0))

(21) Subjective  Discrete Permanency = Subjective
Anteriority and Subjective Posteriority: SDPe(p,0)
=it (Vo SA(P,tr,0) N SPo(p,tp,0)) = (Vt, 3t 3t*:
t<t<t’, T(p,t,0) N T(p,t’,0)) (paraphrase: At any
instant t, p is true before and after t according to
observer O, in particular, p was true and will be true
again according to observer O). Note that Subjective
Discrete Permanency subsumes Subjective Past and
Subjective Future, i.e., SDPe(p,0) > (SPa(p,0) N
SF(p,0)) since the right part of the equation is equal
to (3t 3t’: t < Now < t’, T(p,t,0) N T(p,t’,0))
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(22) Indeterminate Subjective Discrete Permanency =
Indeterminate Subjective Anteriority and
Indeterminate Subjective Posteriority, i.e., ISDPe(p)
=gt (Vtp 30 3FO” SA(p,tp0) N SPo(p,tp0*)) = (Vty
30 30* 3Ft 3Ft: t<t<t’, T(p,t,O) N T(p,t’,0"))
(paraphrase: if p is discretely and permanently true
according some observers, then in particular, p was
true and will be true again according to some
observers — Note: there may be different observers at
different times, i.e., ISDPe(p) # 3O SDPe(p,0)).
Also note that Indeterminate Subjective Discrete
Permanency subsumes Indeterminate Subjective Past
and Indeterminate Subjective Future, i.e., ISDPe(p) >
(30 30’ SPa(p,0) N SF(p,0’)) since the right part of
the equation is equal to (3t It 3O JO’: t<Now<t’,
T(p,t,0) N T(p,t’,0))

The above 22 definitions cover all subjective temporal
notions in our formalism, which also extend McTaggart’s
A- and B-series notions and A.N. Prior's first- and
second-grade temporal notions, into subjectivity.

4 Proposed Ontology Formalization

Nguyen and Corbett (2003, 2006) define an ontology as a
semantically consistent subset of a canon, which is in
essence a mapping of a real world onto an abstract world.
In this paper, to simplify and without loss of generality,
we consider these two notions identical.

In our formalism, a time ontology (or time canon) could

be formally defined as a 5-tuple K = (7, I, <, conf, B) in

which:

(1) T is the set of temporal concept and relation types,
ie., T =T-UT; where:

(a) Tc is the set of temporal concept types,
consisting of 11 objective and 22 subjective
temporal notions as listed above.

(b) Tz is the set of temporal relation types,
consisting of 3 elements similar to the three
main logical connectives of propositional
calculus, i.e., negation (—), conjunction (M), and
disjunction (U) (Smith 2003), defined as
follows:

e —isaunary relation over T¢, i.e. —: T¢ -> T¢
with Vce T¢ the value —(c) (simply written as
—c) is a temporal concept type defined over
the same domain set as c, i.e., VpeP VteT

v0OeO

o if c is defined over P only, then (—c)(p) =
—(c(p)

o if c is defined over PxT, then (—c)(p,t) =
—(c(p.t)

o if ¢ is defined over PxTxO, then

(=e)(p.t,0) = =(c(p.t,0))
® s a binary relation over T¢ x T¢ , i.e., N: T¢
X Tc > T¢ with Vc,c’e T the value N(c,c’)
(simply written as cMc’) is a temporal concept
type defined over the largest of the 2 domain
sets used by cand ¢’, i.e.,



@)
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o if cand ¢’ are both defined over P only, or
over PxT, or over PxTxO, then so is cn¢’
with: Vpe P Vte T VOe O

(ene’)(p) =c(p) N c’(p)
or (cNc’)(p,t) = c(p,t) N c’(p,t)
or (cNc’)(p,t,0) = c(p,t,0) N c’(p,t,0)

o if there is a difference in the domain sets
of ¢ and ¢’, then cn¢’ is defined over the
largest domain set of the two, e.g., if c is
defined over P only and ¢’ is defined over
PxTxO, then cnc’ is defined over PxTxO
with: VpeP Vte T VOe O

(ene’)(p,t,0) = c(p) N c’(p,t,0)
e U is defined similarly to M.

1 is the set of instances of temporal concept types in
Tc . I consists of all atomic propositions that contain
temporal notions, i.e., temporal propositions that
cannot be further divided into sub-propositions
connected by any of the four logical connectives of
propositional calculus: “and”, “or”, “not”, and
“implication”. For example, the proposition “it was
hot yesterday but it will be cooler tomorrow” could
be considered as two atomic temporal propositions:
“it was hot yesterday” and “it will be cooler
tomorrow” connected by the logical connective
“and” (i.e., “N”). Note that our definition of
temporal proposition is what OWL-Time calls
eventuality or event.
“<” is the subsumption relation in 7, defined as a
binary relation between temporal concept types or
between temporal relation types, such that the first
type is semantically entailed by the second, e.g., the
relation "b < a" or "a > b" between two temporal
concept types a and b means: "a semantically entails
b". This subsumption relation is based on the
semantic entailment relation of propositional calculus
(normally represented by the symbol * |=”) (Smith
2003). As we shall see, in some cases, semantic
entailment in our subsumption relation also means
syntactic proof (normally represented by the symbol
«“ |-”) (Smith 2003). Formally, “<” can be defined as
follows:
e Subsumption relation in 7¢ :
Vc,c’e Tc we have: ¢ > ¢’ if and only if :
a) If the domain set of ¢’ is larger than, or equal to,
that of c, then the semantic entailment relation
between the propositions transformed by c¢ and ¢’
(i.e., the values of the functions ¢ and c¢’) must be
true for all instances of the common domain set
(between c and c’), and for all instances of each extra
dimension of the domain set of ¢’, i.e.,

c>C =4 VpeP VteT VO0eO cp) F

¢’(p)le’(p.vle’(p,0)lc’ (p.t.0)

or c>¢c’ =4 VpeP VteT VOeO c(pt) F

c’(p,v)lc’(p,t,0)

or c>¢" =4 VpeP VteT VOeO c(p,t,0) F

¢’(p.t,0)
b) If the domain set of c is larger than that of ¢’, then
the semantic entailment relation between the
propositions transformed by ¢ and ¢’ (i.e., the values
of the functions ¢ and c’) must be true for all
instances of the common domain set (between ¢ and

“

¢’), and for at least one instance of each extra
dimension of the domain set of ¢, i.e.,

>’ =4 VpeP Ite T c(p,t) F c’(p)

or ¢>¢’ =yor Vpe P 30€ O c(p,0) |= c’(p)

or ¢>¢’ =y Vpe P Jte T F0€ O c(p,t,0) |= c’(p)

or c>¢c’ =g VpeP VteT J0eO c(p,,0) F
c’(p,H)
or c>¢’ =g VpeP V0eO FteT c(p,,0) F
c’(p,0)

“ln

In the above, the symbol “I” means “logical or”, e.g.,
“c(p)lc(p,)lc(p,t,0)” means “c(p), c(p.t), or c(p,t,0),
depending on the domain set of ¢”. Note that in the
above, condition a) is generally used to determine
that an objective concept subsumes a subjective
concept of the same nature (such as PeA > SPeA),
while condition b) is generally used to determine the
subsumption relation between two concepts of the
same category (i.e., both objective or both subjective,
such as SA > ISA).
e  Subsumption relation in Tk :

The subsumption relation “<” among the temporal
relation types in Ty could be formally defined as:
Vrpr'eTy r>1 Sy Ve,’eTe 1(c,c’) >1’(c,c’) with
the relation “r(c,c’) > r’(c,c’)” defined similarly to
the relation “<” between two elements of T, as
above. In fact, since there are only 3 temporal
relation types: —, N, and U, it can be proven that the
only subsumption relation in Ty is: “N > U”. Indeed,
Ve,c’eTe , we have (assuming that ¢ and ¢’ are
defined over P only, to simplify):

(cnc’) > (cuce’)
or YpeP (cne’)(p) F (cuc’)(p)
or VpeP (c(p)e’(p)) F (c(p)uc’(p))
The last statement is true because in propositional
calculus, “any two propositions that are jointly true
always imply that either proposition is true”.

conf is the “conformity” relation, defined between
the set of all non-tautological temporal concept type
instances (denoted as IN\{*}) and the set of all
temporal concept types T¢ i.e., conf: N*} > T¢
where {*} represents the set of all fautologies in
propositional calculus. The conf function expresses
the idea that any atomic temporal proposition, except
a tautology, can be associated with a temporal
concept type. For example, the temporal proposition:
“The phenomenon p has been observed throughout
the ages” can be translated as “Vt<Now O
T(p,t,0)’, or p can be associated with the
“Indeterminate Subjective Permanent Past” concept
type of T¢ (i.e., if we call that statement g, then
ge N *} and conf(q)=ISPePa). We should distinguish
that statement with: “Someone has always observed
the phenomenon p”, translated as “JO Vt<Now:
T(p,t,0)”, or p is an instance of the “Subjective
Permanent Past” concept type. Similarly, the
statement: “The truth p will be revealed to all in the
future” could be translated as “Jt>2Now VO
T(p,t,0)”, or “Jt=Now T(p,t)”, or “p is a Future
truth” (i.e., p is an instance of the “Future” temporal
concept type), while the statement: “Someone will
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know the truth p” could be translated as “3JO Ft=Now
T(p,t,0)”, or “p is a Subjective Future” truth (i.e., p
is an instance of the “Subjective Future” temporal
concept type). Note that in OWL-Time, the relations
between propositions and times are atTime(e,tIT) and
holds(e,tIT) (meaning "the proposition or event e
holds at instant t or during interval T"). These
relations are similar to our conf function. OWL-Time
separates the event (or proposition) ontology from
the time ontology. (In fact, atTime is a relation in the
time ontology while holds is a relation in the event
ontology, although both have the same semantics in
OWL-Time.) In our formalism, we link them
together because as discussed earlier we consider that
propositions and events are part of the real world
while time is part of an abstract world, and an
ontology is a formal attempt to link those two worlds
(Nguyen et al. 2006).

(5) B is the Canonical Basis function, defined between
Ty and the set of all subsets of T (denoted as @(7¢)),
ie., B: Tg -> @o(T¢). B expresses the “usage pattern”
(or “canonical basis”) of each temporal relation type,
that is, it defines which temporal concept types can
be used in each temporal relation type. In our time
ontology, based on the above definitions of 7¢ and Ty
there is no restriction and any temporal concept type
can be used with any temporal relation type. This is
similar to propositional calculus, in which the
relations —, M, and U can be used with any
propositions.

Finally, note that our formalism could be considered as a

meta-logic since it is defined on top of propositional

logic.

5  Representation of Time Ontologies

In the objective time ontology, the previously identified
11 objective temporal concepts could be syntactically
proven to be linked by 10 subsumption relations, based
on their predicate formulae specified in Section 3. (More
correctly, those 10 relations are 10 supertypes (Sowa
1984), as some relations are between more than two
concepts.) This means that our temporal subsumption
relation ("<") that is based on semantic entailment can
also be said to be based on syntactic proof (Smith 2003):

1. Anteriority > Temporariness

2. Discrete Permanency > Anteriority, Future, Past,
Posteriority

Future > Temporariness

Past > Temporariness

Permanency > Discrete Permanency, Permanent
Anteriority, Permanent Future, Permanent Past,
Permanent Posteriority

Permanent Anteriority > Anteriority

Permanent Future > Future

Permanent Past > Past

9. Permanent Posteriority > Posteriority

10. Posteriority > Temporariness

kW

© N

Figure 1 (drawn with a tool built by the authors (Nguyen
et al. 2006)) shows the objective temporal concept type
hierarchy. Note that ‘permanency’ is at the top of the
hierarchy while ‘temporariness’ is at its bottom. (Also
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note that in all figures, concept names between
parentheses are co-references (Sowa 1984).)

Similarly, it can be syntactically proven that there are 21
(n-ary) subsumption relations among the 22 subjective
temporal concept types, forming a hierarchy represented
in Figure 2 (with acronyms used in order to reduce the
figure size). Note that ‘subjective permanency’ is at the
top of the hierarchy while ‘indeterminate subjective
temporariness’ is at its bottom.

In the combined objective-subjective ontology, we can
identify additional subsumption relations linking
objective with subjective concepts, based on the formal
definition of the subsumption relation in Sect. 4. In
general, an objective concept semantically entails (or
subsumes) the subjective concept of the same nature,
since “an objectively true proposition” means “a
proposition true to all observers”. Also, no subjective
concept type can subsume an objective concept type due
to the extra observer dimension needed in the former.
Therefore, the following 11 additional subsumption
relations forms the complete list of objective-subjective
relationships (with acronyms used for legibility):

A >SA

Po > SPo

F > SF

Pa > SPa
T>ST

DPe > SDPe
Pe > SPe

PeA > SPeA

. PePo > SPePo
10. PeF > SPeF
11. PePa > SPePa

Finally, if we add the above 11 objective-subjective
relations to the previous 10 objective and 21 subjective
relations, we obtain a total of 42 relations, which can be
consolidated into 32 (n-ary) subsumption relations (after
relation consolidation (Nguyen et al. 2006)) between the
33 objective and subjective temporal concept types. They
can be fully listed as follows:

A>SA,T

DPe > A, F, Pa, Po, SDPe

F>SF, T

ISA > IST

ISDPe > ISA, ISF, ISPa, ISPo

ISF > IST

ISPa > IST

ISPe > ISPeA, ISPeF, ISPePa, ISPePo
ISPeA > ISA

ISPeF > ISF

. ISPePa > ISPa

. ISPePo > ISPo

. ISPo > IST

Pa>SPa, T

. Pe > DPe, PeA, PeF, PePa, PePo, SPe
. PeA > A, SPeA

. PeF > F, SPeF

. PePa > Pa, SPePa

. PePo > Po, SPePo

. Po>SPo, T

00 N OV L L =

RO o e
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Fig. 3. Combined Temporal Concept Type Hierarchy
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21. SA>ISA, ST

22. SDPe > ISDPe, SA, SF, SPa, SPo

23. SF>ISF, ST

24. SPa> ISPa, ST

25. SPe > ISPe, SDPe, SPeA, SPeF, SPePa, SPePo

26. SPeA > ISPeA, SA

27. SPeF > ISPeF, SF

28. SPePa > ISPePa, SPa

29. SPePo > ISPePo, SPo

30. SPo > ISPo, ST

31. ST>IST

32. T>ST

Based on these subsumption relations, the combined
temporal concept type hierarchy could be represented in
Figure 3. Note that ‘permanency’ (coming from the
objective ontology) is at the top of the hierarchy while
‘indeterminate subjective temporariness’ (coming from
the subjective ontology) is at its bottom, as one may
intuitively expect in light of the earlier remarks on
objective-subjective subsumption relations.

6 Temporal Axioms and Properties

In this section, we will attempt to identify key axioms and
properties in our temporal logic. We call our axioms
Truth Axioms because they express the semantics of the
truth functions T(p,t) and T(p,t,0).

6.1 Temporal Axioms
e Truth Axiom 1: Vp p= (Vc c(p))

(paraphrase: If a proposition is true, then it is true under
any temporal concept type.)

This axiom is the most basic and fundamental in our
theory. It simply states that if a proposition is true without
any temporal qualification, then it is supposed to be
permanently true. And since it is permanently true and
permanency is at the top of our temporal concept type
hierarchy, it is true with any subtype of permanency, i.e.,
true with any other temporal concept type.

e  Truth Axiom 2:

(22) T(p=q,t) = (T(p,t) = T(q,t))
and T(p=q,t,0) = (T(p,t,0) = (T(q,t,0))

(paraphrase: If at time t (and according to observer O), “p
implies q” is true, then “p is true at t (and according to
observer O)” implies “q is true at time t (and according to
observer O)”, and vice-versa.)

(2b) T(pq,t) = (T(p,HNT(q,t))
and T(pq,t,0) = (T(p,t,0)N(T(q,t,0))

(paraphrase: If at time t (and according to observer O),
both p and q are true, then both “p is true at time t (and
according to observer O)” and “q is true at time t (and
according to observer O)” are true, and vice-versa.)

(2¢) T(pug,t) = (T(p,HUT(q,t))
and T(pugq.t,0) = (T(p,t,0)U(T(q,t,0))

(paraphrase: If at time t (and according to observer O),
either p or q is true, then either “p is true at time t (and
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according to observer O)” or “q is true at time t (and
according to observer O)” is true, and vice-versa.)

(2d) —T(p,t) = T(—p,t)
and —T(p,t,0) = T(—p,t,0)
(paraphrase: If at time t (and according to observer O), p

is not true, then it is true that “p is not true at time t (and
according to observer O)”, and vice-versa.)

e  Truth Axiom 3:

(3a) (Vt T(p=q.t)) = ((VtT(p,1)) = (Vt' T(q.t")))

and (Vt VO T(p=q,t,0) ) = ( (Vt VO T(p,t,0)) = (Vt
VO’ T(q,t',0"))

(paraphrase: If at any time (and according to any

observer), “p implies q” is true, then “p is true at all times

(and according to all observers)” implies “q is true at all
times (and according to all observers)”, and vice-versa.)

(3b) (vt T(pnq,H) ) = ((VtT(p,n) N (Yt T(q,t")))
and (Vt VO T(pnq,t,0) ) = ( (Vt VO T(p,t,0)) N (Vt
VO’ T(q,t,0))

(paraphrase: If at any time (and according to any
observer), both p and q are true, then both “p is true at all
times (and according to all observers)” and “q is true at
all times (and according to all observers)” are true, and
vice-versa.)

(3¢) (Wt T(p,t) L (V' T(q,t")) ) = (Vt T(pug,t))
and ((Vt VO T(p,t,0)) u (Vt’ VO’ T(q,t',0")) ) = (Vt
VO T(pug,t,0))

(paraphrase: If either “p is true at all times (and according
to all observers)” or “q is true at all times (and according
to all observers)” is true, then at any time (and according
to any observer), either p or q is true.) Note that the
converse of this Truth Axiom does not hold.

(3d) (vt =T(p,y) = (VtT(—p,1))

and (Vt VO —T(p,t,0)) = (Vt VO T(—p,t,0))
(paraphrase: If at all times (and according to all
observers), p is not true, then it is true at all times (and
according to all observers) that “p is not true (at those
times (and according to those observers))”, and vice-
versa.)

e  Truth Axiom 4:
(4a) (Vty 3t 3t t=<t<t’, T(p,t)NT(p,t")=T(q,t)NT(q,t’))
= (Vo It At’: t <te<t’, T(p,t)NT(p,t’)) = (Vg Is Is’:
s<sp<s’” T(q,8)NT(q,s")))

and
(VO Vi, 3t 3t t <<t
T(q,t,0)NT(q,t’,0) ) =

(VO Wty 3t At t<te<t’, T(p,t,0)NT(p,t’,0)) = (VO’ Vs,
Js Is’: s<50<s’ T(q,s,0’)NT(q,s’,0%)) )

T(p,t,0)NT(p,t’,0) =

(paraphrase: If at any time t (and according to any
observer), “p is true before and after t” implies “q is true
before and after t (but at the same times as p)”, then “p is
true before and after t, at any time t (and according to any
observer)” implies “q is true before and after s, at any
time s (and according to any observer) (the times before
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and after s could be different from those relating to p)”.)
Note that the converse of this Truth Axiom does not hold.

4b) (Vt, 3Ft  3Ft: t=<t,<t’, (Tp,H)NTp,L’) N
(T(q,)NT(q,t"))) = (VtoIt t: t <te<t’, T(p,t)NT(p,t*))
M (Vsgds 3s’: s<s54<s’ T(q,5)NT(q,s’)))

and

(VO Vt, 3t It <<t’, (T(p,t,0O)NT(p,t’,0)) N
(T(q,t,0)NT(q,t’,0)) ) = (VO Vt, It Ft’: t<t<t’,
T(p,t,O)NT(P,t’,0)) N (VO Vsy ds Is’: s<§<s’
T(q,s,0")NT(q.,s’,0%)) )

(paraphrase: If at any time t (and according to any
observer), both “p is true before and after t” and “q is true
before and after t (but at the same times as p)”, then both
“p is true before and after t, at any time t (and according
to any observer)” and “q is true before and after s, at any
time s (and according to any observer) (the times before
and after s could be different from those relating to p)”.)
Note that the converse of this Truth Axiom does not hold.

(4c) (Vo At T: t <to<t’, T(p,t)NT(p,t’)) W (Vsods Is’:
$<soss”  T(q,9)NT(q,s”))) = (Vi It ' t<,<t’,
(T(p,HNT(p,t")) L (T(q,)NT(q,t)))

and

(VO Vo 3t 3t’: t<t<t’, T(p,t,0)NT(p,t’,0)) U (YO’ Vs
Js 3s’: s<50<8’ T(q,s,0")NT(q,s’,0))) = (VO Vi, 3t It’:
t StOSt’s (T(p»t»o)mT(pJ’ 90)) ) (T(Q»t»o)mT(q’t’ 90)) )

(paraphrase: If either “p is true before and after t, at any
time t (and according to any observer)” or “q is true
before and after s, at any time s (and according to any
observer)” is true, then at any time t (and according to
any observer), either “p is true before and after t” or “q is
true before and after t” is true.) Note that the converse of
this Truth Axiom does not hold.

(4d) (Wt 3t 3t t <to<t’, =(T(p,t)NT(p,t")) ) = (Vo It 3t’:
t<to<t’, T(—p,t)UT(—p,t"))
and

(VO Vi, 3t 3t t<to<t’, —(T(p,t,0)NT(p,t’,0))) = (VO Vi,
Jt 3 (<4<, T(—p,t,0)UT(—p,t,0))

(paraphrase: If at any time t (and according to any
observer), it is not true that we have both “p is true before
t” and “p is true after t”, then at any time t (and
according to any observer), either “p is not true before t”
or “p is not true after t” is true. The converse also holds.)
Note that this axiom is only added for completeness, as it
is simply a deduction of De Morgan’s theorem in
propositional calculus and the above Truth Axiom 2d.

6.2 Temporal Properties

Based on the above Truth Axioms, the following
properties linking our temporal formalization and
propositional logic could be proven syntactically.

In the following, we use the symbol ‘=’ to denote the
implication relation in propositional calculus and also, to
simplify the notations we will suppose that c is defined
over P only, as similar properties could be written when ¢
is defined over PxT or PxTxO.

For any temporal concept type c¢ in 7¢ and for any
propositions p, q and r in P, we have the following
properties:

(1) c(p=q) F (c(p)=c(@)
(paraphrase: if “p implies q” is true under a temporal
concept type c, then “p is true under c” implies “q is true
under ¢”.) For example, if the proposition: “p implies q”
has always been true (i.e., the proposition is a Permanent
Past truth), then the proposition: “p has always been true”
implies the proposition: “q has always been true”.

2 (p=9) F (c(p)=c(q)
(paraphrase: if “p implies q” is true, then for any temporal
concept type ¢, “p is true under ¢” implies “q is true under
c”.

(3) ¢(=p) F —c(p)
(paraphrase: For a temporal concept type c, if “non-p is
true under ¢”, then it is not true that “p is true under c”.)
Note that the converse of this property does not hold.

@ c(png) F (c(p)ne(@)
(paraphrase: If the proposition “p and q are true” is true
under c (i.e., p and q are jointly true under c), then both
propositions: “p is true under ¢” and “q is true under c”
are true.) For example, if both p and q will always be
jointly true (i.e., “p and q” is a Permanent Future truth),
then “p will always be true” and “q will always be true”
are both true.

(5) (c(p)uc(@) F c(puq)
(paraphrase: if either proposition “p is true under ¢’ and
“q is true under c” is true, then the proposition “either p
or q is true” is true under c.) For example, if either “p will
always be true” or “q will always be true” is true, then “p
or q is true” will always be true. Note that the converse of
this property is not true, e.g., if “p or q is true” is a
Discrete Permanent truth, then it is not necessarily true
that either “p is a Discrete Permanent truth” or “q is a
Discrete Permanent truth “ is true, since, at any time t, “p
or q” is true before and after t (e.g., p is true before t and
q is true after t), but it is not necessarily true that “p is
true both before and after t” or “q is true both before and
after t”.

(6) —(c(p) N e(@)) = (—e(p) L —e(q))
This is an extension of De Morgan’s Theorem No. 1 in
propositional calculus.
(paraphrase: If it is not true that both “p true under ¢” and
“q true under c¢” can be jointly true, then it must be true
that either “p not true under ¢” or “q not true under c” is
true, and vice-versa.) For example, if we cannot have
both “p is a Discrete Permanent truth” and “q is a
Discrete Permanent truth”, then either “p is not a Discrete
Permanent truth” or “q is not a Discrete Permanent truth”
is true, and vice-versa.

(7) (c(=p) U c(—q) F—(c(p) M c(q)
This is an extension of Temporal Property 6 above.

(8) —(e(p) W c(q) = (—=e(p) N —=e(q))
This is an extension of De Morgan’s Theorem No. 2 in
propositional calculus.

(paraphrase: If it is not true that either “p true under ¢” or
“q true under ¢” is true, then it is true that “p not true
under ¢” and “q not true under c” are both true.) The
converse also holds. For example, if we cannot have
either p or q as a Future truth, then we can have both “p
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not a Future truth” and “q not a Future truth” (i.e., both p
and q are not Future truths), and vice-versa.

9) (c(=p) N e(—q) Flep) U e(q)

This is an extension of Temporal Property 8 above.

(10) Temporal Modus Ponens: c((p=q) N p) |= c(q)
(paraphrase: If both “p implies q” and p are true under c,
then q is true under c.) Note that it could be proven that a
similar Temporal Modus Ponens formula does not hold:
(c(p=q)nc(p)) F c(q)

(11) Temporal Modus Tollens:

c(pP=9) ") F c(=p)

(paraphrase: If both “p implies q” and "not q" are true
under c, then "not p" is true under c.) Note that it could be
proven that the similar following Temporal Modus
Tollens formulae do not hold:

- c((p=9) N Q) F —c(p)

- (c(p=9q) N =e(@) F c(=p)

- (e(p=q) N =e(@) F —e(p)

(12) Temporal Transposition:

c(p=9) F (c(q) = —c(p))

(paraphrase: If “p implies q” is true under c, then it is true
that “q not true under ¢” implies “q not true under c”.)
Note that Transposition is similar to Modus Tollens, but
they are not the same as Modus Tollens emphasizes the
non-true value of q in the conclusion while Transposition
emphasizes the semantic entailment relation in the
conclusion proposition.

(13) Temporal Distribution:

(c(p) U c(@nn) F (c(pug) N (c(pur)
(paraphrase: If “p true under ¢ or “q and r jointly true
under c”, then both “p or q true under ¢” and “p or r true
under ¢” are true.) Note that it could be proven that the
following similar formulae do net hold:

- (e(p) N e(qun) F (e(png) U (e(prn))

- (e(pug) N —e(p)) F c(q)

- (c(p=q) N c(g=1) F c(p=1)
We apologize for not being able to include the proofs for
the above properties in this paper due to space restriction.

7  Conclusion

This paper proposes a novel formalization of temporal
notions in which all objective and subjective temporal
concept types are identified, based on McTaggart’s A-
and B-series and Priorean tense logic, with the help of
propositional calculus and first-order logic. Our approach
enables categorization of tempo-modal propositions
under a time ontology, structured according to a
formalism that we previously introduced. In our time
ontology, we identify through syntactic proof 32 n-ary
subsumption relations among the 33 temporal concept
types, forming a hierarchy that could be graphically
represented as a tree structure. Some axioms and
properties linking our temporal logic with propositional
calculus are also identified, contributing to future
research in combining time and event ontologies. Possible
world semantics and multi-agent systems are other
directions that could be explored in the future in
conjunction with our concept of subjectivity in time and
event. Our ultimate aim is to use our temporal logic to
assist formal reasoning involving time, including the
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development of the Semantic Web, e.g., by describing the
temporal content of web pages and by building automated
natural language translation engines.
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Abstract

We present the structure of an ontology for Information
Security (IS), applied to the extraction of knowledge from
Natural Language texts (IS standards, security policies
and security control descriptions). This ontology is com-
posed of the vocabulary for the IS Domain, and a partic-
ular kind of ontology description, logical forms to deter-
mine the structure of the DL formulas associated with the
texts. We also discuss the relationship between the struc-
ture of the formulas and the efficiency of the reasoner.

Keywords: Information Security Policies, Description
Logic, Ontologies

1 Introduction

Information Security (IS) is a non-trivial problem that usu-
ally comes in different levels of abstraction. At the Busi-
ness level of abstraction we can find the information re-
lated to Processes and Persons involved in any of the en-
terprise’s activities. At the System level we find the Soft-
ware and Hardware under safeguard. The Enterprise’s or
Organization’s security management recognizes (Caralli
2004) this problem as an important question in its own
right, not merely as a technological problem to be solved
by means of software installation (as Firewalls, for exam-
ple). Social aspects should be also taken into account!
when studying security problems at the Process or Per-
son level. On the other hand, there are many attacks re-
ported at the System level?, enough to take the technolog-
ical problem also into account. Needless to say, a broken
security protocol can prevent an organization from fulfill-
ing its social role.

In order to solve the IS problem, two main approaches
have been adopted: one based on the defense against
predicted (or rather, hopefully predicted) threats, and the
other based on maintaining the organization at previously
established security levels. The former, named Threat-
Based 1S approach, tries to mount a strong defense against

Copyright (©2007, Australian Computer Society, Inc. This paper ap-
peared at the 3rd Australasian Ontology Workshop (AOW-07), Gold
Coast, Queensland, Australia. Conferences in Research and Practice in
Information Technology, Vol. 85. Editors, Thomas Meyer and Abhaya
C. Nayak. Reproduction for academic, not-for profit purposes permitted
provided this text is included.
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!Social Engineering techniques can be envisaged in order to design an attack
to access the Enterprises ordinary trash, by means of an intruder personified as an
employee or acting with the help of other employees.

2CERT/CC (CERT/CC 2007) keeps records on most of them.

likely attacks, while the latter maintains the behavior of
each entity in the organization at ever-controlled states.
Most of the security standards, as well as security proto-
cols, seem to adhere to each of the two approaches at some
level, not necessarily to the exclusion of the other.

The IS community has created sets of rules, in a quite
artificial variety of Natural Language, in the form of se-
curity conditions to be verified. These rules have been
continuously updated, and an organization must satisfy
them in order to be considered secure. Well-known ex-
amples of these sets of rules are the standards provided
by some committees (ISO, COSO, ANSI, Brazil’s ABNT,
etc). Each set of rules, designed to a specific level of ab-
straction, carries a terminology, which is basically formed
by the linguistic terms that denote the concepts involved
in the specific domain of IS. One can verify by reading
a typical standard, for example ISO-27001 (ISO 2005b),
that it is presented as a set of phrases in a quite artifi-
cial Natural Language pattern. The reason for that is the
(intended) lack of ambiguity that such texts must have.
Besides the standards, each organization has its IS Pol-
icy (ISP), whose level of abstraction is significantly lower
than that of a standard. One can easily verify that a con-
dition in a standard must be turned into an obligation at
the ISP level. And of course, in order to be implemented,
this obligation must be written in a way that will facilitate
the task of verifying the status of its own implementation.
Thus, in IS terms we have two sets of rules and we should
ensure that each rule of the higher-level set is covered by
the rules of the lower-level set in every viewpoint for the
application of the former. We call this compliance test-
ing. Thus, besides the task of designing rules and proving
them to be adequate to “reality” (the organization and its
surroundings), there is the task of comparing, by means
of some form of compliance testing, two or more sets of
rules. This is what we call the formal statement of the IS
problem.

For the people in the Ontology community, the above
pictured scenario makes for an invitation to work. On-
tologies are formalizations of conceptual worlds, and they
also serve to prove certain properties about them. These
proofs may show the adequacy of the Ontology to its ob-
ject. Among those important properties one may cite (1)
consistency testing, which ensures that the ontology has a
model (i.e., it “speaks” about something), and (2) hierar-
chy classification (subsumption of concepts), which ver-
ifies the partial order among concepts. These tests are
quite useful in our formal statement of the IS problem.
In fact, there are currently many projects and initiatives
worldwide that do just that. The references would be too
numerous for us to cite them all. Only as a matter of pref-
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erence, we point out the repository of ontologies placed by
the users of the Protégé Ontology Editor (Stanford Univer-
sity 2000).

In (do Amaral et al. 2006) we describe the Anubis
project, an architecture and a set of formal tools, as well as
a methodology, to help a Security Company in designing,
validating and maintaining a knowledge base on ISPs. As
a case study and with the purpose of preserving industrial
property (do Amaral et al. 2006), we omit many details,
and in certain moments the actual names and denomina-
tions inside the architecture were presented in a more gen-
eral way. The relevant information is briefly presented in
Section 2. The structure used to represent Natural Lan-
guage constructs in order to facilitate the task of formal-
izing IS concepts and rules from NL Norms is presented
In Section 3. The aim of the present article is to report
noteworthy conclusions that have been drawn during the
development of the above mentioned project.

We focus on the two main conclusions discussed at the
end of this article. Firstly, the particular style of Ontology
Description, as a set of DL formulae, has become criti-
cal in terms of efficiency. It is interesting to note how
the presentation style of “equivalent” sets of DL formu-
las (“equivalent” by means of a syntactic homomorphism)
can produce highly different performance results in vali-
dation. Although linguistic features of the text to be for-
malized could argue in favor of a nested logical form rep-
resentation, the use of flat representations has shown bet-
ter computational performance. This is detailed in Sec-
tion 4. Secondly, and not surprisingly, many actions con-
ceived from a set of controls by a domain specialist have
not been successfully validated against their respective
sets of controls, at least not without the addition of par-
ticular axioms stating either obvious or automatic effects,
transparent to the domain specialist. Section 4 lists some
examples where this situation happened.

2 A brief presentation of the case study

The formalization of text-based information is an impor-
tant issue in the deployment of semantics-aware tech-
nologies in the enterprise. It is very common to en-
counter situations where knowledge stored in natural-
language documents must be made available to agents
(human or software-based) for processing and decision-
making. This case study can be seen as an attempt to
provide an ontology-based approach to the formalization
of normative texts in the domain of Information Security
(IS), such as security policies defined by organizations and
standards defined by Security Committees. In (do Ama-
ral et al. 2006) we discuss the principles involved in the
development of this approach.

Because the IS-related terminology tends to vary ac-
cording to the source, we adopt the following defini-
tions: a standard is a public document consisting of a
set of control objectives, which are goals to be attained
by the organization if a great level of security is desired.
Roughly speaking, control objectives state what should be
achieved; being expressed at a rather high level of abstrac-
tion, they do not lend themselves to direct application to
the organization’s processes and practices. It is by means
of security controls that the organization actually specifies
how to achieve the security requirements laid out by the
control objectives. Security controls (or simply controls)
are low-level technical measures that can be deployed in
order to protect the organization’s devices and processes
against potential threats. To bridge the gap between high-
level control objectives and low-level controls, the orga-
nization defines its security policy, consisting of actions
to be taken in order to comply with the adopted standards
and possibly with other security requirements identified
by a process of risk analysis. In this scenario, one control
objective may give rise to several different actions in the
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security policy, and each of those actions may be imple-
mented by a set of different controls.

Many tasks are involved in the formalization of the IS
domain as described above: for example, standards must
be selected, actions must be formulated, controls must be
defined, deployed and managed. Furthermore, all levels
must support maintenance: updates in the standards must
be followed, policies must be revised, and controls must
be replaced or incremented because they become ineffec-
tive, inapplicable or simply insufficient. It should be clear
that security experts can greatly benefit from the use of
semi-automatic, knowledge-based and formal tools to as-
sist them in these activities. From the computer science
community viewpoint, we would say that we focus on the
use of CAV? tools. In fact, in our case study we already
have a set of controls, which comprise the knowledge base
of a security analysis system marketed by our industrial
partner. By an abuse of language, we call this set of con-
trols the IS Knowledge Base (ISKB). Thus, the approach
to be followed is to group controls into actions, checking
their respective consistency and verifying the compliance
of the group of controls with regard to the respective ac-
tions. Subsequently, actions and control objectives should
be checked for compliance too.

Before explaining our approach in more detail, it
would be interesting to mention the almost natural bound-
ary conditions of our industrial scenario: (1) Control ob-
Jectives cannot be modified neither in their contents nor in
their form, since they are rigid documents (the standards,
for example NIST, COBIT etc.);(2) Actions are designed by
the human being for better clustering and understanding of
the Base of controls ISKB; actions can and must be mod-
ified as a way to easily reach an understandable compli-
ance between the KB and the chosen standard; (3)Modifi-
cation of Controls (Security Controls) should be avoided,
and their level of abstraction should be the lowest possible.

Our approach consists of the following elements:

e Actions are represented at the logical form level, a
concept from the area of natural language under-
standing (Allen 1995). Basically, logical forms are
constructs in some suitable formalism used to rep-
resent the context-independent semantics of natural
language utterances. Currently the edition of actions
and controls (and control objectives in the future) is
accomplished by means of a Protégé Plug-in devel-
oped as an Ontology-Driven editor guided by the log-
ical forms ontology.

e The inference capabilities of the proposed framework
are based on a description logic (DL) (Baader et al.
2003). Logical forms representing actions are actu-
ally stored as DL concepts, and the facts that must
hold about these concepts are stored as DL axioms.
The user may pose queries to a DL reasoner, which
will provide answers based on these axioms. Some
background on DL is assumed in this article. The
reasoner used in the experiments here reported is the
Pellet implementation of the tableaux proof method
for DL. Note that the IS domain and the need for ad-
ditional axioms as reported in Section 4 could require
a more powerful DL, but this has not happened in
practice.

e Ontologies (Gruber 1993) serve as the unifying struc-
ture for the above two elements. An ontology
consists of concepts, properties and logical expres-
sions denoting constraints that hold between these
concepts and properties. In our approach, actions
in logical forms and axioms about them are ex-
pressed in terms of concepts, properties and con-
straints. One language for representing ontologies is
OWL DL (Dean & Schreiber 2004), which can be
translated in a straightforward way to the language

3Computer Aided Validation.
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used by DL reasoners, providing an easy interface
between the ontology and the inference services of
our framework.

The goal architecture to help formalize IS from NL
texts guided by a domain specialist is depicted in Figure 1.
The life-cycle of our IS ontology development is shown in
Figure 2.

1S Ontology
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Logical Forms
(Actions)
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Figure 1: Elements of our ontology-based approach
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Figure 2: Life-cycle of IS ontology development.

3 The rationale on the IS Ontology defined in the
project

In (do Amaral et al. 2006) we discuss the decision to use a
structured representation of NL constructs in order to fa-
cilitate the task of formalizing IS concepts and rules from
NL standards. In fact, almost every rule has a verb (only
one verb)* as its most important word, and other elements
are linked to it by attributes that are usually (but not al-
ways) determined by the syntactic roles they play in the
sentence. For example, hasTheme is normally associated
to the direct object, hasAgent to the subject, hasPurpose
to a subordinated phrase and so on. These structures are
described using DL formulas as part of the Logical forms,
envisaged just in order to solve this situation in a NL pro-
cessing scenario. We use these as the core of the Ontology.
Thus, our IS ontology has a linguistic core that is respon-
sible for describing concepts and relationships essential in
structuring Normative texts as an indexed set of sentences
(the actions, controls and control objectives). This core is
semantically neutral. In order to reason about IS concepts,
there must be an Ontology of the IS vocabulary. For ex-
ample, Server, Firewall, Operating System, CEO, Meeting
Room and so on are concepts belonging to this IS vocabu-
lary.

One of the points that were strongly stressed during
the project was the construction of the ontology by the do-
main specialist himself. The IS specialist is used to work-
ing with Natural Language texts, namely, standards, laws,
company policies, security protocols (not only software,
but also human-based security protocols) and so on. It
was noted that the specialist prefers to keep working this
way: his focus is on the written material. Discussing the
general extraction of knowledge from Natural Language
texts is outside the scope of this project; however, there
is clearly a need for some methodology and a tool to sup-
port it. In order to solve this, a Protégé plug-in was im-
plemented. This plug-in is an editor guided by the core
ontology (an OWL-DL document), which, by interacting
with an IS specialist, produces a set of DL-formulae repre-
senting either an IS vocabulary, or an action, or a control,
or a control objective. The editing process works by mark-
ing and typing with DL meaning the linguistic elements of
a normative text. In fact, the plug-in was not used for the
edition of the almost 2000 controls and actions that make
up the last version of the Ontology. Besides that, part of
the vocabulary related to IS on the Linux Operating Sys-
tem was defined by an IS specialist (an employee of the
Industrial Partner).

The main advantage of the use of logical forms is its
compliance with the guidelines for Norms constructions
(see (ISO 2005a)). For example, in most cases our ontol-
ogy does not, and should not, distinguish between differ-
ent parts of speech, so as to render the constructed logical
forms as general as possible; thus, a noun whose root is
shared with a verb is represented by the concept associated
to the verb; for example, “connect” and “connection” are
both associated to the single concept Connect, and “con-
figure” and “configuration” are both associated to the sin-
gle concept Configure. In (ISO 2005a), Sect. 6.4 states
that all concepts should be preferentially stored in noun
form; we have chosen verb form instead of noun form be-
cause the actions in a security policy have verbs as their
most important words.

Before we describe some examples that have allowed
us to draw the conclusions mentioned in sections 1 and
5, a few words about our IS ontology (from the logical
point of view) are in order. The main feature of our IS
ontology is that it is a T-Box ontology. There are no in-
dividuals asserted, nor is there any mention of them. This
is justified by observing that from the point of view of
IS, individuals seem to have no importance. For example,
a Person invading a private area of a corporation equals

“Modal forms must be distilled, since they are in general redundant.

Page 57



CRPIT Volume 85- AOW 2007

any other invader in the same conditions. It is not im-
portant to name the invader, but to describe him or her.
The same can be said about the facilities of the corpora-
tion (organization), about the CEO, the Operating System.
A password instance is unimportant whenever comparing
the two concepts valid password and invalid password.
Besides, because we deal with negation, disjunctions and
conjunctions, and the core ontology uses restrictions, we
use ALC(Baader et al. 2003) as our logic language. This
has the (desirable) side-effect of not going so high in the
complexity hierarchy of DLs. Basically we are inside
PSPACE-complete worst-case complexity. This is not so
far’ from the usual reasoning complexity for knowledge
representation systems.

The next section is the core of this article, showing
some interesting examples that appear in the IS ontology
under construction. Both conclusions mentioned in the in-
troduction have been drawn from almost the same kind of
formalization. Thus, both claims are analyzed in the se-
quel.

4 Formalization of Controls and Actions of IS

In this section we illustrate the formalization of IS actions
and controls from normative texts. We consider a few ex-
amples of actions and controls formalized by nested and
flat representations. These examples provide samples of
the different types of axioms that are needed in the ISKB
in order to accomplish compliance tests. It is worth men-
tioning that the automatic process is simpler in flat form
(in which the axioms are more modular) than in the nested
style. In addition, the validation is also more efficient us-
ing flat forms than nested forms. At the end of this section,
we show the performance of both approaches.

Before going into the examples, a short explanation.
The nested style of specifying Logical Forms (LF) was
our first choice; it was induced by the nested style of
the modifiers (modalities, adverbs, subordinated phrases,
etc.) usually found in Natural Language sentences. The
use of attributes (roles) in our LF linguistic ontology as a
way of specifying the role of each phrasal element in the
phrase is a natural one. We recall that if Ry and R, are
DL roles, and, C and D are concepts, there is no logi-
cal equivalence between the concepts 3R;.(C' M D) and
JR,.C M 3R,.D. Analogously, for general Ry and Ro,
JR13R,.C and dR23R;.C are not logically equivalent
concepts either. Note that in this last case we can say
that 3R;.C is in the context of Ry and not the other way
around. We have an explicit dependence of R; on R.

Thus, by taking the nested way of specifying the LF
ontology, we force the dependence everywhere. This is
not bad, if this is done on the whole set of actions and
controls consistently. This has the advantage of generat-
ing a better explanation of how a control is subsumed by
a particular action. Another advantage of the nested style
is the fact that it provides a more automatic way of ren-
dering NL sentences into LF, for the sequence of modi-
fiers is already in the sentence itself. However, as anyone
can observe, the use of passive voice, indirect styles of
speech and similar features that Natural Languages dis-
play, might force us to consider the advantages of the
nested style as apparent advantages. In fact, the first ex-
periments conducted with our knowledge base (KB) were
based on the use of the nested style. This style often al-
lowed one to visually check subsumption of a control by
an action by simply placing both descriptions side by side.
Such descriptions were, in most cases, of the same form
when considering the replacements induced by the IS on-
tology. For example, from the action: "Enable the direc-
tive "use-id-pool" in DNS server", the control: "The direc-
tive "use-id-pool" should be used in the DNS Bind server",
DN SBindServer T DN SServer and Enable C Use,

SWe believe NP # PSPACE.
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we have:

JhasVerb.(U se M 3hasTheme. DirectivelU seIdPool

M 3hasLocation. DN S BindServer)
cC

JhasVerb.(Enable N 3hasTheme. DirectiveU seldPool
M JhasLocation.DN S Server)

Example 4.1. Suppose the organization has deployed an
action with the following description:

Configure the “type” parameter with the value
“Nt5DS” in the [Windows OS].

The nested and flat logical form expressions that
represent such action are the concepts defined by:

ActionlNested =
1 hasVerb.(Con figure N
2 JhasTheme.(TypeParameter I
3 JhasValue.(Nt5DS)) M
4 JhasLocation.Windows)

ActionlFlat =
1 JhasVerb.Con figure N
2 JhasTheme.(TypeParameter N
3 JhasValue. (Nt5DS)) M
4 3JhasLocation.Windows

Now consider the organization has deployed a security
control with the following description:

The Registry “type” parameter must be config-
ured with the value “Nt5DS”.

The nested and flat logical form expressions that
represent this control are the concepts defined by:

ControllNested =
1 JhasVerb.(Con figure I

2 JhasTheme.(TypeParameter 1

3 JhasValue. (Nt5DS M

4 JhasPossessor.WindowsRegistry))))
ControllFlat =

1 JhasVerb.Con figure

2 JhasTheme.(TypeParameter N

3 JhasValue.(Nt5DS)) M

4 dhasPossessor.WindowsRegistry

To prove the compliance of our structures, we need to
add axioms that correlate the location of the Windows pa-
rameter with the Windows Registry. As we already said,
the nested approach is more complicated than flat ap-
proach even in the used axioms.

The following axioms are necessary for the nested for-
malization.

WindowsTypeParam = RegWindowsTypeParam

WindowsTypeParam =
1 3hasTheme.(TypeParameter
2 JhasValue.(Nt5DS)) M
3 dhasLocation.Windows

RegWindowsTypeParam =
1 JhasTheme.(TypeParameter I
2 JhasValue. (Nt5DS N
3 JhasPossessor.WindowsRegistry))
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The following axioms are necessary for the flat formal-
ization.
WindowsLocation =WindowsRegPossessor
WindowsLocation =3hasLocation.Windows
WindowsRegPossessor =
JhasPossessor.WindowsRegistry

In the following example, we illustrate that some rep-
resentations do not need additional axioms.

Example 4.2. Suppose the following action is part of the
organization’s security police:

Set the Date and Time of [system xyz]. ‘

The nested and flat logical form expressions that
represent such action are the concepts defined by:

Action2-Nested =
1 FhasVerb.(Set N
2 JhasTheme.(DateTime M
3 JhasLocation.(System)))

Action2-Flat =
1 JhasVerb.Set M
2 dhasTheme.DateTime M
3 dhasLocation.System

Suppose the organization has deployed a security con-
trol with the following description:

The date and time of Linux Red Hat must be con-
figured.

The nested and flat logical form expressions that
represent such control are the concepts defined by:

Control2-Nested =
1 FhasVerb.(Configuren
2 JhasTheme.(DateTime M
3 JhasLocation.(LinurRedHat)))

Control2-Flat =
1 ZhasVerb.Con figure N
2 dhasTheme.DateTime M
3 3JhasLocation.LinuxRedHat

In this example, there was no need for additional ax-
ioms to prove compliance of this control with this action,
since we have Set = Configure and LinuxRedHat C
OperatingSystem T System in the ISKB.

The next example illustrates the need for a more so-
phisticated set of axioms in order to show that an action
subsumes a control or a set of controls.

Example 4.3. Suppose the following action is part of the
organization’s security policy:

Define TCP port with a non-default value for the
execution of [xyz service].

The nested and flat logical form expressions that
represent this action are the concepts defined by:

Action3-Nested =
JhasVerb.(De fine M
JhasTheme. TCPPort M
JhasValue.(T'CPNonDefaultValue) N
JhasPurpose.(Execute N
JhasTheme.SoftwareService))

~

[ NGOV V)

Action3-Flat =
1 FhasVerb.De fine
2 dhasTheme.TCPPortn
3 FhasValue. TCPNonDefaultValue M
4 JhasPurpose.(Execute N
5 JhasTheme.SoftwareService)

Now suppose the organization has deployed a security
control with the following description:

Apache Tomcat must be executed in a non-
default port and in a port not allocated to re-
served services.

The nested and flat logical form expressions that
represent such security control are the concepts defined
by:

Control3-Nested =
1 3ShasVerb.(Execute N
2 JhasTheme.(ApacheT omcat M
3 3hasLocation.(TCPPort M
4 JhasValue.(TCPNotReservedServicePort) N
5 JhasValue.(TCPNonDefaultValue))))

Control3-Flat =
1 FhasVerb. Execute M
2 3JhasTheme.ApacheT omcat M
3 3JhasLocation.(TCPPort N
4 JhasValue.(T'C PNotReservedService Port N
5 JhasValue. TCPNonDefaultValue))

In any case, the structure of the control is quite
different from the structure of the action. In fact, the ab-
straction level of the action seems to be higher. However,
taking into account the meaning of both sentences, we
can see that the subsumption would hold if we established
that “To define some X in a way Z in order to execute
some Y ” is subsumed by “To execute someY in away Z
(different from the default) running in location X ”. In our
specific case, this is expressed by the following axioms:

RightHand-on-Defining =
1 JhasVerb.De fine N
2 JhasTheme. TCPPort M
3 JhasValue. TCPNonDefaultValue M
4 JhasPurpose.(Execute N
5 JhasTheme.So ftwareService)

LeftHand-on-Defining =
1 3hasVerb. Execute M
JhasTheme.So ftwareService N
hasLocation.(TCPPort 1M
JhasValue.(TC PN ot ReservedService Port M
JhasValue. TC PNonDe faultValue))

UL A W N

LeftHand-on-Defining T RightHand-on-Defining

The above axiom, together with the following axiom
belonging to the ISKB, finally prove the required compli-
ance between the control (flat) and the action (flat). For
the nested version the axioms are analogous.

ApacheTomCat T SoftwareService

The last thing to note in this section is the difference
of performance between the two styles of formalization,
nested and flat. In order to compare performances, a small
part of the ISKB was extracted. The classified ontology
has 46 controls, 8 actions and 10 (additional) axioms. The
time spent by Pellet was 22.844 seconds, the nested case,
and, 4.734 seconds, the flat case. These experiments were
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executed on the same machine, a Pentium IV with 1 GB
RAM, under similar conditions (no other application was
running together with Pellet, but Protege itself).

5 Conclusion

In section 4, we have shown how two stylistically different
but homomorphic® DL representations for logical forms
(LF) can exhibit quite different performances when used
for automatic verification of compliance. The initial set of
LF attributes had 27 different roles, and it was designed
with the explicit purpose of covering almost linguistic as-
pect of a phrasal utterance in the IS domain. But at the
beginning of the studies, it was realized that a smaller set
would be enough. A subset of the initial set, containing
only 8 LF attributes, was defined. The actions that are
shown in this article already use only 8 LF attributes. The
current stage of the IS ontology has been tuned according
to the main observations on under-specification (lack of
essential formalization, as for example the axioms shown
in section 4), and according to performance.

There are others tools that extract the knowledge from
IS domains texts, for example (Bonatti et al. 2004), but
the main advantage of our approach is the usage of logical
forms to obtain the compliance testing.

During the development of this case study, besides the
above mentioned conclusions, a methodological conclu-
sion concerning the interaction with the specialist is worth
noting: the tools must be designed to serve the needs of
those who have asked for the tool. In this sense, we plan to
add to our architecture and set of tools a proof explanation
generator to allow the specialist to analyze the validation
at almost the same level of abstraction as the specification
(i.e., the ontology).

Last, but not least, it is important to note that the over-
all approach shown here can, in principle, also be applied
to any other domain with similar features, especially with
a body of knowledge written in adequate NL form.

This means that there is a function mapping one style into the other which
preserves the subsumption relationship.
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Abstract

Several approaches for extracting semantic relations
from various types of resources have been proposed
during the last years. While already of great value
when used separately, combining these techniques
promises to lead to even broader and more reliable
results. However, divergent information may occur
when assembling such data. We present LEXO, a
framework for integrating semantic relations from dif-
ferent sources into an ontological structure. We pro-
vide different methods for assigning confidence values
to the input data as well as mechanisms to detect and
resolve inconsistencies. The present paper focuses on
lexical-semantic relations, but the approach presented
is extensible to include new kinds of data sources as
well as further types of relations.

1 Introduction

The construction of ontologies is considered essen-
tial not only in the development of the semantic web
but also for a growing number of natural language
processing (NLP) tasks such as word sense disam-
biguation, automatic semantic annotation of docu-
ments, question answering, machine translation and
anaphora resolution.

Whereas most ontologies are constructed for a
given domain and contain relations between concepts,
a lexical ontology is intended to provide structured
information on words of a given language and their
semantic relatedness; meaning is encoded by relating
a given lexical item to others. Also, the main goal of
a lexical ontology is not to store general encyclope-
dic or ontological knowledge, but to serve as common
database, assembling lexical and semantic informa-
tion.

In the past years a number of projects have been
presented that try to achieve this goal, of which
the most prominent one is the Princeton WordNet
(Fellbaum 1998). It represents domain independent,
lexical-semantic knowledge in a network-like structure
which makes taxonomic relationships explicit. How-
ever, it cannot be considered as an ontology in the for-
mal sense, since the relations are based on linguistic
evidence rather than on formal ontological principles,
and it does not guarantee any kind of consistency (cf.
(Oltramari et al. 2002) for examples of ontological in-
consistencies in WordNet).

The main problem, however, remains data cover-
age. Even though WordNet and its cousins are con-

Copyright (©2007, Australian Computer Society, Inc. This
paper appeared at the 3rd Australasian Ontology Workshop
(AOW2007), Gold Coast, Queensland, Australia. Conferences
in Research and Practice in Information Technology (CRPIT),
Vol. 85, Thomas Meyer and Abhaya Nayak, Ed. Reproduction
for academic, not-for profit purposes permitted provided this
text is included.

sidered as broad coverage resources, many NLP ap-
plications run into problems of data sparsity when re-
lying on such resources only, which are all developed
manually at great cost. A possible solution to the
sparsity problem present automatic extraction pro-
cedures. In the past years a lot of automated ap-
proaches have been presented to extract ontological
knowledge from text or even structured data (for an
overview cf. Maedche 2002 or Cimiano 2006). The
main problem of these approaches however is their re-
liability; as every unsupervised procedure, they also
extract noise. A way to overcome the problems of
low coverage and low data quality is the cumulation
of evidence. When many available resources and ex-
traction procedures are exploited at the same time,
reliable relations can be distinguished from noise, if
practical measures to estimate the confidence of each
relation are provided.

To our knowledge however, no bigger attempt has
been made to realize this idea. The approach de-
scribed by Cimiano et al. (2005) has gone in this di-
rection by integrating taxonomic relations from differ-
ent ontology learning paradigms. Another interesting
work (Snow et al. 2006) presents an algorithm to in-
duce a domain-independent taxonomy from heteroge-
nous resources by defining several constraints on the
resulting structure. However these approaches only
consider is-a relations, and they have only been ap-
plied on a small scale.

The LEXO project that we present here, aims at
integrating any kind of lexical-semantic relation from
automated extraction procedures and already exist-
ing, freely accessible lexical resources. Information
from various origins is cumulated and integrated in
a way which makes it possible to identify reliable re-
lations. These relations will form a set of hypothe-
ses from which an ontology is constructed. Our ap-
proach is highly automated. We present an elaborate
measure to estimate the confidence for each incoming
relation hypothesis. Our confidence measure takes
into account the a priori confidence of the respective
resource, semantic similarity between the connected
terms and structural evidence from the already ex-
isting data. The ontology construction itself is auto-
mated as well, we define structural consistency condi-
tions which have to be assured by the ontology to be
constructed from the assembled relation hypotheses.

Although our work is focused on the creation of a
lexical ontology for the German language, the over-
all approach is in principle language neutral: Meth-
ods to extract semantic relations have of course to
be designed for an individual language, but they can
easily be adapted to other languages. There might
also exist other lexical-semantic resources to exploit;
our framework takes advantage of any lexical resource
and extraction method, as long as it can provide bi-
nary relations. Moreover, the types of relation are not
fixed either; every relation can be modeled as long as
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a resource is able to provide it.

At present, LEXO comprises 975,570 rela-
tion entries (synonymy, hyponymy, meronymy and
antonymy) over 121,593 unique words (types). So far,
we make use of the following resources: Wiktionary,
OpenThesaurus (Naber 2005), Projekt Deutscher

Wortschatz!, an (unsupervised) translation of Word-
Net and an automatic extraction method, looking for
lexico-syntactic patterns on the web (similar to Cimi-
ano & Staab 2004).

Since the LEXO project is in an early stage of de-
velopment, we cannot present an overall evaluation
of our methods and the hereby constructed ontology
yet. The aim of this paper is to present measures
to evaluate the confidence of automatically extracted
lexical-semantic relations and to describe a way to
integrate these relations in a consistent manner.

The paper is structured as follows: In section 2
we give an overview on methods and resources pro-
viding lexical-semantic relations, we then (section 3)
describe measures to estimate the confidence of these
relations, in section 4 we deal with the problem of
word senses and formulate consistency conditions for
the resulting ontological structure, and in section 5
we present the overall architecture of the LEXO sys-
tem and describe possible evaluation scenarios. In the
final section we then discuss open issues and describe
the following steps of our work.

2 Obtaining semantic relations

Semantic relations between some items are relations
between meanings of this items; lexical-semantic re-
lations are thus relations between meanings of words
(cf. Cruse 1986). The term lexical ontology (LO) is
rather underspecified in the existing literature. Usu-
ally it means that words of a particular language
(rather then abstract concepts) are formally defined
and connected with each other by lexical-semantic re-
lations such as synonymy, hyponymy or meronymy.
WordNet is considered to be the most typical exam-
ple of LO. In the LexO framework, a lexical ontology
is a set of relations over a domain of words or word
senses (unlike WordNet, where relations can hold be-
tween synsets). Every relation is a set of pairs of
objects from the domain.

While LEXO aims at collecting various kinds of
relations, this paper focuses on lexical-semantic rela-
tions, i.e. relations that are founded on the meaning
of words rather than on their form. This section de-
scribes different techniques to obtain such relations
from various resources.

2.1 Existing approaches in ontology learning

In the past few years a variety of approaches has been
presented that aim at extracting conceptual knowl-
edge from unstructured and semi-structured data.
These approaches receive a growing importance in the
ontology building process, since for many semantic
web as well as NLP applications the amount of avail-
able knowledge is crucial. Since these methods are
unsupervised, their output is usually rather noisy.

So far, most of the approaches are light-weight
from a logical point of view; they return logically sim-
ple constructions such as concepts, instances, taxo-
nomic relations and other general relations (e.g. part-
of or author-of). Current methods basically make use
of three strategies (or combinations of these):

1. Distributional information: The co-occurrence of
terms within a given context or document is an

1http://vvortschatz.uni—leipzig.de/
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important hint for their conceptual relatedness.
Moreover, two terms will be similar in meaning
if they tend to occur with the same neighbors
(2nd order cooccurrence). Different distribu-
tional methods (e.g. collocation analysis or La-
tent Semantic Analysis, Deerwester et al. 1990)
give a distance measure between two terms that
can be used to represent semantic relatedness.
Even though this cannot help labeling the type
of relation, it gives a reliable clue that can be fur-
ther used. Clustering techniques for example use
this information to form sets of related terms.
In hierarchical clustering procedures, these sets
of terms are arranged in a hierarchical fashion.
The hereby generated cluster hierarchy can be
the base for a taxonomical structure, i.e. a hier-
archy of concepts. Approaches that use this kind
of strategy are for example described by Cara-
ballo (1999) or Cimiano & Staab (2005).

2. Lexico-syntactic patterns: The second strategy
basically relies on lexico-syntactic patterns, the
so-called Hearst patterns (Hearst 1992). Here,
a text corpus is scanned for characteristic recur-
ring word combinations, typically containing a
semantic relation between two terms (e.g. [wa,
such as wi] — hyponym(wi,wy)). These ap-
proaches however usually suffer from data spar-
sity, since many word combinations cannot be
found in even large corpora. To cope with this
fact, efforts been made to harvest these patterns
on the web (cf. Brin 1998, Etzioni et al. 2004 or
Cimiano & Staab 2004).

3. Syntactic and morphosyntactic information: Fi-
nally linguistic structures like verb frames and
modifier constructions can help extracting con-
ceptual relations. For example, it is easy to infer
a hyponymy relation between car ferry and ferry,
since car is here a modifier of ferry (cf. Buite-
laar et al. 2004). Moreover, from the analysis of
dependency paths in syntactic derivations, reli-
able relations can be learned (Katrenko & Adri-
aans 2006), other methods make use of predicate-
argument relations (e.g. Faure & Nédellec 1998).
For the extraction of nontaxonomic relations the
analysis of selectional preferences of verbs can be
very helpful (Wagner 2000).

Techniques based on these strategies can be found
in many ontology learning systems, such as Snow-
ball (Agichtein & Gravano 2000), OntoLearn (Navigli
& Velardi 2004), OntoLT (Buitelaar, Olejnik & Sin-
tek 2004), and Text20nto (Cimiano & Volker 2005).
Most of these systems are concerned with the extrac-
tion of the relevant terminology (from which they
deduce the respective classes), with the derivation
of subsumption relations and with some basic non-
taxonomic relations.

2.2 Automatic translation of WordNet

A rich source of relational lexical information are
wordnets, especially the English WordNet. WordNet
represents knowledge in form of a lexical network.
Its organizing units are sets of synonyms (so-called
synsets), representing word meanings. Two kinds of
relations can be distinguished: a) relations connect-
ing individual lexical items and b) relations connect-
ing synsets and thus providing a statement indirectly
via the synonymy relation. Both kinds of relations
can be used as input for LEXO.

Although nowadays wordnets exist for many lan-
guages,? their benefit often is restricted due to lim-

2 A current list is maintained by the Global WordNet Association
at http://www.globalwordnet.org/gwa/wordnet_table.htm
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ited size or license issues, like the German GermaNet
(Hamp & Feldweg 1997), which is protected. There-
fore in our context, a translation of the English Word-
Net can be a promising alternative. There have been a
number of approaches that use bilingual dictionaries
to apply automatic and semi-automatic methods to
translate WordNet into different languages (e.g. Span-
ish (Knight & Luk 1994), Japanese (Okumura & Hovy
1994) or Arabic (Khan & Hovy 1997)). Most prob-
lems in such approaches are caused by polysemy, mis-
matches between the bilingual dictionary and Word-
Net, as well as mismatches in the lexicalization be-
tween the languages.

Various techniques have been proposed to deal
with ambiguities that arise when mapping dictionary
entries to WordNet synsets (cf. Atserias et al. 1997).
They are based on additional information from Word-
Net and the dictionary such as part-of-speech, alter-
native translations, domain markers, syntactic and
semantic annotation or frequency information. Con-
sider for example the synset

{plant, flora, plant life}

and a dictionary entry of the form
plant — Pflanze [bot.]; Werk

There are two different translations for plant,® but
as plant is polysemous in WordNet, it is not clear,
which translation should be mapped to the synset.
Here a human can use the domain marker [bot.] to
disambiguate the translation. To make this strategy
available for automatic translation methods, WordNet
has to be annotated with the domain markers of the
dictionary, a feasible task, as there are usually only
few domain markers in use.

An alternative strategy to translate synsets with
more than one element is to collect the translations
for every word in the synset and consider their inter-
section. In the above example this means to look at
the following entries:

flora — Flora, Pflanzenwelt [biol.]
plant life — Pflanzenwelt

Here Pflanzenwelt seems to be a promising trans-
lation for the synset (this assumption is further
strengthened by the fact that plant life is monose-
mous in WordNet). However, in many cases the
intersection is empty, but there are translations
that are semantically similar. Given a measure for
semantic similarity of words in the target language,
this can be used in cases when a common translation
is missing.

In most cases such disambiguation techniques do
not lead to a definitive selection but rather rank the
alternatives. In the context of our work, such a rank-
ing can be used to assign a confidence score to induced
relation hypotheses.

There is some agreement that an automatic trans-
lation will not result in a ready-to-use WordNet for the
target language. However, for our approach, relations
stemming from such a translation process, annotated
with confidence values, are valuable input material.
Once an initial lexical ontology is constructed for the
target language, it can be used to foster the disam-
biguation process, providing in turn more confident
hypotheses.

2.3 Obtaining relations from electronic dic-
tionaries and thesauri

In recent years, many lexical resources have been
made electronically available. A lot of these provide

3 Pflanze: *botanical plant’; Werk: “factory’/’work’

free access over the internet and often have liberal
licenses governing their use and re-distribution. We
present three examples for German.

The Wiktionary project is an offshoot of
Wikipedia*, the well-known open encyclopedia. On-
line since 2002, the site provides dictionaries for a
large number of languages. Each of these may con-
tain entries from any language, which are explained
in the language of the respective dictionary. Like
its sister project, Wiktionary is a collaborative ef-
fort where basically everyone can participate in its
construction. Often such a dictionary’s base is as-
sembled by automatic extraction from other publicly
available sources, however. The German Wiktionary
has been online since 2004 and currently has 55,000
entries for all languages, of which more than 40% are
for German words.

A Wiktionary entry for a given word may com-
prise all kinds of lexical information, such as phonet-
ics, morphological properties, etymology, word senses
and semantic relations (e.g., synonyms, antonyms
and hypo-/hyperonyms). At present, we extract
all lexical-semantic relations between German words
that can be identified through the page structure and
markup, taking note of word senses whenever they
are present in the resource.

The project OpenThesaurus (Naber 2005) has
been online since 2003. A freely accessible and mod-
ifiable resource for the German language, OpenThe-
saurus is primarily structured through groups of syn-
onyms. The project aims at organizing these groups
in a hierarchical WordNet-like (Fellbaum 1998) man-
ner, starting from a small range of top-level con-
cepts. In doing this, hypo-/hyperonym relationships
are added between the synonym groups. However, to
date only a fraction of groups have been attached to
the hierarchy. OpenThesaurus provides its data in a
variety of formats, such as a plain database dump or
a plug-in to OpenOffice.

The Projekt Deutscher Wortschatz® at the Uni-
versitit Leipzig is a monolingual German dictionary,
comprising more than 9 million full (i.e., inflected)
forms and multi word units. The dictionary is largely
based on automatic extraction methods for corpora
in conjunction with reviewing and editing by human
experts and has more restrictive terms of use than the
previous examples.

For a given word, information is provided on gram-
matical status, frequency, topical domain(s) and se-
mantic relations. Example phrases and automatically
calculated co-occurrences and collocations are pro-
vided as well. This data is available through either a
web interface or a number of web services for auto-
mated retrieval.

The example in table 1 shows the relations for the
noun Stern (’star’), as extracted from the resources
mentioned above.

3 Calculating confidence

Estimating the reliability of a given relation is a non-
trivial problem for an automated approach, but it
is crucial to have such a measure in order to build
up an ontology of high quality. In the following we
show how we calculate our confidence scores, which
are comprised of a local confidence value for a given
relation as provided by its resource, the overall reli-
ability of its resource, structural criteria and an au-
tomatically calculated similarity score. For this pur-
pose we make use of Latent Semantic Analysis (LSA),
a vector-based method which has been shown to give
reliable estimates on semantic similarity.

4http://www.wikipedia.org
5 http://wortschatz.uni-leipzig.de
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OpenThesaurus Wiktionary

Wortschatz Projekt

synonym(Sterny, Asterisk)
synonym(Sterny, Asteriskus)
synonym(Sterny, Sternchen)
hyponym(Sternz, Gestirn)
hyponym(Sterna, Himmelskdrper)
synonym(Sterng, Fizstern)
synonym(Sterng, Star)

hyponym(Stern,, Himmelskérper)
synonym(Sterng, Gestirn)
synonym(Sterng, Fizstern)
hyponym(Sterny, Symbol)
synonym(Sterny, Asterisk)
synonym(Sterny, Sternchen)
hyponym(Stern., Mensch)
hyponym(Stern., Kosewort)

synonym(Stern, Filmstar)
synonym(Stern, Gestirn)
synonym(Stern, Star)
synonym(Stern, Planet)
hyponym(Stern, Gestirn)
hyponym(Stern, Himmelskdrper)
hyponym(Stern, Schmuck)

Table 1: Relations for Stern (’star’) from Wiktionary, OpenThesaurus and Wortschatz.

3.1 LSA-based semantic similarity

Since the early 1990s, Latent Semantic Analysis
(LSA) has become a well-known technique in NLP.
When it was first presented by Deerwester et al.
(1990), it aimed mainly at improving the vector space
model in information retrieval, but in the meantime
it has become a helpful tool in NLP as well as in cog-
nitive science (cf. Landauer & Dumais 1997). LSA
has been shown to give reliable estimates for the se-
mantic similarity between two terms, and it has also
been used to enhance automatic hyponymy extrac-
tion techniques (Cederberg & Widdows 2003). If two
terms receive a high LSA similarity value, they will be
somehow semantically related, however LSA cannot
determine the kind of relation (Wandmacher 2005).

The LSA model is based on the vector space model
from information retrieval (IR) (Salton & McGill
1983). Here, a given corpus of text is first trans-
formed into a termxcontext matrix A, displaying the
occurrences of each word in each context. Usually,
this matrix is then weighted by one of the standard
weighting methods used in information retrieval (c.f.
Salton & McGill 1983). The decisive step in the LSA
process is then a singular value decomposition (SVD)
of the weighted matrix. Thereby the original matrix
A is decomposed as follows:

SVD(A) =Uxv7T (1)

The matrices U and V consist of the eigenvectors
of the columns and rows of A. ¥ is a diagonal matrix,
containing in descending order the singular values of
A. By only keeping the k strongest (k usually being
100 to 300) eigenvectors of either U or V', a so-called
semantic space can be constructed for the terms or
the contexts, respectively. Each term or each context
then corresponds to a vector of k£ dimensions, whose
distance to others can be compared by a standard
vector distance measure. In most LSA approaches
the cosine measure is used.

We use a slightly different setting, close to the one
described by Schiitze (1998) and Cederberg & Wid-
dows (2003), where the original matrix is not based on
occurrences of terms in documents, but on other cooc-
curing terms (termxterm-matrix). We thus count
the frequency with which a given term occurs with
others in a predefined context window (£10 — 100
words). After applying singular value decomposition,
each word is represented as a vector of k& dimensions,
and for every word pair w;, w; of our vocabulary we
can calculate a similarity value Sim(w;, w;), based on
the cosine between their respective vectors.

3.2 Local resource confidence (LRC)

When combining relations from different sources, not
all of them will be equally reliable. Depending on the
type of resource in question, relations can be already
equipped with a confidence value. For example, an ex-
traction technique matching lexico-syntactic patterns
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on the web counts the number of matches for two
words w; and w; and a given pattern 7 ([w; ™ w,]).
When this value is normalized by the maximum fzre—
quency of [w; 7], each extracted relation triple ¢ in
resource 1 can be assigned a local resource confidence
value LRC(ty,) between 0 and 1. The following list
defines the local confidence ratings that we use for the
resources incorporated so far:

e Wiktionary: relative frequency of relation (fre-
quency of a relation / number of relations)

e OpenThesaurus: relative frequency of relation
e Wortschatz: relative frequency of relation

e Transl. WordNet: mean translation confidence.
Given a translation ¢; for a WN synset s; with
a reliability r; € [0,1] and a translation t, for
synset sy with a reliability ro, and given R(s1, $2)
in WordNet we set the local resource confidence
of R(t1,t2) to the mean of ry and rs.

e Hearst patterns: maximum likelihood. Given
two terms w; and ws, matched by a pattern w
(wymws), we divide the matching frequency of
wyTws with the frequency of wym

Even though ranging between 0 and 1, we acknowl-
edge that the mathematical properties as well as the
semantics of these measures are difficult to compare.
However, we prefer to exploit the confidence ratings
provided by the resources themselves than to assume
uniform confidence for every incoming relation.

3.3 Global resource confidence (GRC)

A hand-coded resource like Wiktionary is surely more
trustworthy than automated extraction techniques,
which yield usually rather noisy results. A relation
coming from Wiktionary should therefore receive a
higher overall confidence than one coming from a
pattern-based approach. Estimating the overall con-
fidence of a resource can be done by determining the
average LSA similarity for all n word pairs w;, w; fig-
uring in the relation triples t; of the resource r. A
high GRC value (formula 2) indicates that the terms
connected via relations in that resource fall into one
semantic field in real life texts. Table 2 shows GRC'
values for the resources we have integrated so far in
LEXO. A reference LSA space was calculated on a 101
million word corpus consisting of German Wikipedia
and newspaper articles from a German daily (Die
Tageszeitung, 1996 — 1999) and then reduced to 150
dimensions. For the calculation we used the Infornap
toolkit, v0.8.6%, the co-occurrence window was set to
4100 words.

1 n
GRC, = ﬁ Z Simysa (wi» wj) (2)

k=0

6http://infomap—mlp.:sou]rceforge.net/
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Source raw norm. human Dev.
Wiktionary 0.163  0.74 70% +4%
OpenThes.  0.147  0.68 74% -6%
Hearst-p. 0.109 0.51 57% -6%
transl. WN 0.087  0.41 40% +1%
Wortschatz  0.138  0.62 40% +22%

Table 2: LSA based confidence values and human
judgements for different resources.

To evaluate the accuracy of the calculated GRC
values, we drew for each resource a random test sam-
ple of 100 triples. These triples were manually eval-
uated by 3 human annotators. We asked the anno-
tators simply to label if the given relation holds or
not (e.g. "Is X a hyponym for Y?”). The percentages
of correct relations, as judged by the annotators, are
also given in table 2.

As can be seen immediately, these results correlate
strongly with the GRC' values, with one exception:
The GRC' value of the Wortschatz data is obviously
overestimated by our automatic measure. This is due
to an apparent weakness of LSA, which is not able to
distinguish between the relation types. Further man-
ual inspection showed that the Wortschatz data con-
tain mostly relations which would more appropriately
be labeled as “near”-synonyms or loose associations,
not as true synonyms. The goal of our project is to
rely as little as possible on manual human inspection,
but so far, our G RC measure has no means to detect
relation mislabeling. For this reason we use mean-
while for the Wortschatz data a corrected GRC' value
(0.40), and we will try to develop more sophisticated
measures in order to better estimate the reliability of
a resource.

3.4 Confidence from structural information

For the estimation of confidence for a given relation
we can not only exploit information inherent to the
relation and its resource, but also on evidence from
the already assembled data. One would probably as-
sume that a synonym relation (z,y) is more reliable,
if we have already the inverse relation (y,z) in the
data base. Likewise, if we find for a given hyponym
relation (z,y) its inverse hypernym pair (y,z) (this
counts also for mero- and holonyms), we want to give
it a higher confidence rating. Finally, due to the (nor-
mally assumed) transitivity of hyponymy, if we find
for a hyponym pair (x,y) also the hyponym pairs (y, 2)
and (x, z), we can assume (z,y) to be more reliable.

To make use of this kind of information, we define
a range of indicator functions I;_4 returning 1, if one
of the following conditions holds for a given triple
R(z,y), and 0 else.

1. Synonym symmetry:
Iy = syn(z,y) A syn(y, )
2. Hypo-/hypernym correspondence:
Iy = hypo(x, y) A hyper(y, x)
3. Mero-/holonym correspondence:
I3 = mero(x,y) A holo(y, x)
4. Hypernym commonness:
Iy = hypo(z, y) A hypo(x, z) A hypo(y, z)

The list of indicator functions is not meant to be
exhaustive, there might be many more of such condi-
tions playing a role in confidence estimation.

3.5 Individual semantic similarity

As long as we regard semantic relations, we can as-
sume that the terms wg; and wyo of a triple ¢; have

a high semantic similarity as calculated by a method
like LSA. This gives us another confidence measure
for a given triple tg:

Sim(ty) = v - (cossa(wi1, wk2)) (3)

The factor v normalizes the result, so that it also
ranges between 0 and 1.

3.6 Integrated confidence

When we integrate the resources, we combine all sin-
gle confidence values by linear interpolation. The
LRC values (LRC(tg,)) of all resources for a rela-
tion are accumulated, according to the overall confi-
dence GRC, of the respective resource r. We then
add the structural confidence and the semantic simi-
larity score Sim.

1C(ty) = M.<y§3GRG~LRC@M0 (4)
r=0
+Ao - I (t)

i L) -
+)\m . Sim(tk)

After integration, every relation triple ¢, has an inte-
grated confidence value IC, calculated from the single
confidence values of the resources, where t;, appeared,
weighted by their respective GRC' value, the struc-
tural confidence functions I;(¢;) and the similarity
function Sim(tx). A1, are the coefficients control-
ling the importance of each component and sum up to
1. They can be optimized by an FM-style algorithm
(cf. Dempster et al. 1977). v is a normalizing factor,
assuring that the accumulated confidence scores re-
main between 0 and 1 and n the number of resources
integrated so far.

4 Syntactic integration

After a new set of relation hypotheses has been col-
lected from external sources, these data have to be
added to the already cumulated lexico-semantic re-
source (which is empty in the first iteration). In this
step we have to solve two main problems in order to
create an integrated and consistent data set: unifica-
tion of word senses and resolution of possible incon-
sistencies.

4.1 Dealing with word senses

One of the major problems in combining lexical data
from different resources lies in the discrimination of
word senses (WS). If the only identifier of a term
is its lexical form, it is impossible to automatically
distinguish polysemous words. This is not only im-
practical for many applications, it also leads to weird
constructions in the resulting ontology. Suppose a
data set contains the following triples:

hyponym( Tree, Plant)
hyponym( Tree, Structure)
hyponym(Oak, Tree)

Due to the transitivity of the relation hyponym
an automatic reasoner would infer here that an oak
is both a plant and a structure. Obviously, the
identifier Tree needs to be split (e.g. Tree; for the
plant sense, and Tree, for structure).
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Fortunately, some of the resources that we are us-
ing (e.g. Wiktionary and OpenThesaurus) do distin-
guish WS, but most other data sets (esp. from au-
tomatic extraction methods) do not support WS dis-
tinction.

This problem of data integration is close to the
problem of mapping from a lexical resource to an on-
tology (or to another lexical resource). This issue is
discussed in the literature (cf. Niles & Pease 2003),
however, no general mapping strategy is available. In
LEXO, we use corpora-based methods and contexts
of terms in data sets for WS disambiguation. We de-
fine a context for a term ¢ in a resource r as a set
of all terms” that co-occur with ¢ in triples from 7
(or co-occur with terms that co-occur with ¢). A
similar method was used for example by Buitelaar
& Sacaleanu (2001). The transitivity of hyponymy
and meronymy is used to extend a context of a term
t with all "ancestors” of t. The word senses of terms
in the context sets are ignored, because every context
set is supposed to define proper WS of its members.

Given a set of triples S7; where the word senses are
distinguished, another set of triples S has to be in-
tegrated with S;. Let us first consider the case when
Sy distinguishes between word senses. We illustrate
this case by examples from Wiktionary and OpenThe-
saurus, presented in table 1. The term Stern (’star’)
is polysemous in both resources. The relations of
this term are used to build its context. The context
of Sterny; in OpenThesaurus is Asterisk, Asteriskus,
Sternchen and the context of Stern, in Wiktionary
is Asterisk, Sternchen, Symbol. Since these contexts
overlap (Asterisk, Sternchen), they are supposed to
define the same WS. Thus, Stern; and Stern are uni-
fied to Stern; in the resulting integrated data set. Re-
sources may contain not enough information for word
sense unifying (e.g. for Sternz and Stern, in our ex-
ample). In this case it is necessary to refer to external
information sources (cf. for example Dorow & Wid-
dows 2003), or a method like LSA (cf. 3) providing
a similarity measure for the contexts of Sterns and
Stern,..

If a resource to be added does not distinguish be-
tween word senses, then every term from this set has
to be considered as potentially polysemous. Let us
consider the triples extracted from our Wortschatz
data. We cannot use the information about the com-
bined context of Stern anymore and have to treat
every triple separately. For example, if a triple syn-
onym(Stern, Filmstar) (’star’, ‘movie star’) is to be
added, the context of Stern in this case will be lim-
ited to Filmstar. Again, an LSA-based method can
be used to measure the similarity between the term
Filmstar and the contexts of Stern in the integrated
data set (Asterisk, Symbol, ... (asterisk’ , ’symbol’),
Himmelskérper, Gestirn, ... ("heavenly body’ sense)
and Mensch, Star ("person’ sense)).

4.2 Formulating Consistency Conditions

An important benefit of using a formalized ontologi-
cal database in applications is the possibility to rea-
son over the content of the ontology. For example,
the inference of a subsumption hierarchy may help
in formulating selectional restrictions, disambiguation
tasks etc. But if the ontology contains mistakes and
inconsistencies, reasoning may appear to be mislead-
ing and therefore pointless. There is a lot of liter-
ature on logical inconsistencies in ontological knowl-
edge bases (cf. Kalyanpur 2006). However, as far as

7 At present we consider only the most general lexical-semantic
relations (synonymy, hyponymy, meronymy, antonymy). If more
specific relations will be added, a new methodology of constructing
term contexts can turn out to be necessary.
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we know, no consistency constraints have been for-
mulated yet for lexical resources (such as WordNet).

As we do not make use of complex logical state-
ments (such as number restrictions, role inclusion,
etc.) our resulting ontology is simple from a logical
point of view.® Still, it should obey certain structural
criteria: For example, we do not want to allow that
two or more semantic relations hold between a term
pair (e.g. synonym(wy,ws) and hyponym(wy,ws)).
Another structure that should be avoided are cycles;
cyclic definitions may occur, when one resource claims
that wy is a direct or indirect hyponym of wy while
another resource contains ws as a hyponym of w;. Af-
ter the unification of word indices is completed, the
resulting hypothesis base is checked for consistency.
Some examples of the constraints are given below (x, y
stand for word senses, r stands for a relation).

1. Anti-reflexivity:
Vx,y,r : T(iL’,y) /\T(yax) — T =Y

2. Relation uniqueness:
vxvya r1,T2 Tl(fE,y) A T2(£7y) — T =72

3. Transitivity:
Ve,y,r:r € Trans Ar(z,y) Ar(y,z) —x =y

The anti-reflexivity constraint claims that terms
are not allowed to be connected with themselves.
Explicit reflexivity of synonymy is just redundant
whereas reflexivity of some other relations (e.g.
antonymy, hyponymy, meronymy) is wrong. The re-
lation uniqueness constraint claims that only one re-
lation can hold between two word senses. The tran-
sitivity constraint ensures that for relations that are
declared to be transitive (i.e. antisymmetric) no cy-
cles occur.

In our framework, inconsistency is resolved by
ranking the axioms provoking the inconsistency by
their confidence score. If a relation triple provokes
more than one inconsistency then its ranking will be
decreased. The relations with the lowest scores are
then iteratively excluded until the inconsistency is re-
solved. If two candidates for exclusion have an equal
ranking then the relation triple the removal of which
entailes less information loss (checked via inferences)
will be eliminated.

Since the WS unification step in our project has
not been finished yet, we cannot report about the
overall inconsistencies in the integrated structure.
However, a preliminary inconsistency evaluation of
every single data source is available. For example,
1426 term pairs connected with more than one rela-
tion where found in OpenThesaurus; Wiktionary con-
tains 1696 such pairs; in the Wortschatz data no such
pairs have been found.

The list of the inconsistency constraints is still
open. Probably some more constraints will be identi-
fied and added after the first evaluation of the result-
ing integrated resource has been completed.

5 The LexO architecture

The overall architecture of the LEXO framework is
displayed in figure 1. We can distinguish three parts:
On the lefthand side we find all incoming resources.
They provide hypotheses in form of relation triples,
which are then integrated by the system. The LEXO
engine (middle) manages the hypothesis database (in-
cluding confidence values and history for each entry)
and its translation to an ontology. On the righthand
side we find the output interfaces: A web access and

8Due to the lack of negation in the relations, the resulting struc-
ture cannot become logically inconsistent. We rather refer to struc-
tural consistency here.
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Figure 1: The LEXO Architecture

several export routines converting the data to differ-
ent output formats.

5.1 The hypothesis database

In LEXO, a hypothesis is a lexical relation found in
some of the various resources that can be used as in-
put. An entry in this database contains the following
data:

e The relation itself as a triple (word-1, rela-
tion, word-2). If the resource provides sense
distinction (as e.g. Wiktionary or OpenThe-
saurus), the sense indices are kept together with
word-1 and word-2.

e A description of the source of the hypothesis

e A confidence value for the hypothesis (calculated
as shown in 3)

e A timestamp indicating when the hypothesis was
added

This organisation of the hypothesis base allows for
an incremental adding of new hypotheses as well as
revision and versioning. For any given point in time
the state of the hypothesis base can be reconstructed
so that the circumstances leading to a decision in the
ontology construction process can be analysed.

5.2 The LexO engine

The LEXO engine is the central part of the frame-
work. It manages the database, provides facilities for
integrating, filtering and cleaning the raw data (rela-
tion triples) and builds up a structured representation
assuring pre-defined consistency criteria.

The main problem in the translation process is the
confidence-based selection of relations. All data is
considered to be more or less reliable (cf. section 3),
but, apart from the sanity conditions described in 4.2
(relation uniqueness, connectedness, acyclicity etc.)
we have no absolute reliability criterion. We therefore
apply a heuristic threshold on the confidence values,
depending on the overall growth of the ontology.

5.3 Import-/export interfaces

LEXO provides a library of import and export func-
tions as well as a set of interfaces based on it. A num-
ber of scripts have been developed to convert each of
the resources to triple sets (with a-priori confidence
values, depending on the resource), and possibly word
sense distinction (if provided by the resource). After
conversion, a script deals then with the integration of
the triples, word sense unification and the import to
the triple store (SQL database). In this step, the con-
fidence values are updated, according to the method
described in section 3.

The database as well as the ontology can be
queried via a web interface (online soon!). This in-
terface will provide masks that allow to search for in-
dividual words and relations. Furthermore, another
set of converting tools will allow to export the on-
tology into different formats such as a set of OWL
clauses or as a WordNet-like database. Methods how
to achieve a reasonable O WL representation of lexical-
semantic relations have been presented by van Assem
et al. (2004) and Huang & Zhou (2007). Since plain
relations can also be of interest for many applications,
a database dump of the hypothesis base will also be
provided.

5.4 Evaluation scenarios

Since our project is still in its beginning, we cannot
offer any real evaluation of the data yet. However
we want to describe here, how an evaluation can be
performed. There are basically three complementary
strategies: The first is widely used in this domain,
because it is straightforward and quick; it is used, for
example, by Cimiano et al. (2005). The presupposi-
tion is here that we have a reference ontology at hand
(gold standard), to which we can compare our data.
In the simplest form, we then measure the overlap
of relations between our data set and the reference
resource in terms of recall and precision. There ex-
ist also more complex measures taking the structural
similarity into account (cf. Dellschaft & Staab 2006).
Our reference resource could be, for example Germa-
Net, the German word net. However, by determining
the overlap of our data with GermaNet, we evaluate
obviously not the overall quality, but foremost the
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similarity with GermaNet, which is a questionable as-
pect.

The second strategy relies on direct inspection of
the data, it was used, for example, by Snow et al.
(2006). Here, human annotators evaluate a represen-
tative sample of the constructed data set. Whereas
this approach can be very accurate, given the sam-
ple is sufficiently large, it implies a lot of efforts and
cannot be used for the optimization of confidence pa-
rameters (cf. section 3), for example.

The third evaluation scenario is an indirect one.
Since the main aim of our project is to serve as
a structured semantic resource for NLP tasks, we
can evaluate its quality by assessing its performance
herein. Harabagiu & Moldovan (2000) for example
assess their enriched taxonomy on three tasks: word-
sense disambiguation, coreference resolution and in-
formation extraction. Measuring the performance of
an ontology in such a way implies of course a lot of ef-
fort, but it is an objective and independent measure.
For this reason we favor this strategy for evaluating
the quality of our data.

6 Conclusion and future work

We have proposed an architecture for collecting and
integrating lexical-semantic data from various re-
sources. All incoming relations are stored as hy-
potheses in a database, annotated with automatically
determined confidence values. An ontology is cre-
ated from this hypothesis base by interpreting certain
lexical-semantic relations as ontological statements.

We claim that this approach proves especially use-
ful when a broad range of different resources is com-
bined. Therefore we plan to implement additional
extraction methods to open up new sources of lexical-
semantic information. Beside new sources we will also
integrate more types of relations into the database.
Apart from that, future efforts will tackle the follow-
ing issues:

Parameter and threshold estimation: Our
project is still in the stage of data cumulation.
Whereas we have described in 3, how confidence val-
ues can be determined for each relation, we have not
optimized the necessary parameters yet. Moreover,
we have not yet determined a reasonable threshold for
the confidence scores. This kind of parameter tuning
takes a lot of time and work and will be subject to
our coming efforts.

Creating a common data structure using a top-
level ontology: In order to create an ontologically
uniform data structure, we want to use a hand-crafted
top-level ontology as a seeding ground onto which re-
lations from the database will be successively added.
By predefining the top-level concepts we have a means
to influence the overall growth of the resulting ontol-
ogy. However, since the further evolution of the struc-
ture strongly depends on the ontological properties of
the top-level categorization, it is crucial to construct
this structure with a lot of care. Here, the work of
Guarino (1998), Gangemi et al. (2002) and Guarino
& Welty (2004) will provide valuable guidelines.

Implementation of converters and interfaces:
In section 5 we described the output interfaces of our
system. These are not implemented yet, but we will
try to provide a usable web interface including the
possibility to download our data shortly.
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Structural constraints and axiomatization: In
section 4.2 several simple consistency conditions for
our lexical ontology were formulated. However, this
set of constraints is definitely not exhaustive. In or-
der to define which constraints are necessary and suf-
ficient for achieving the proposed goals, we need to
develop a precise axiomatization of relations and top-
level categories in LexO (cf. Gangemi et al. 2001).
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