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Preface

Following the successful inaugural Australasian Ontology Workshop (AOW 2005) which was held in Sydney,
NSW, Australia on 6 December 2005, AOW 2006 took place in Hobart, Tasmania, Australia on 5 December
2006, in conjunction with the 19th Australian Joint Conference on Artificial Intelligence (AI’06).

The use of formal ontologies in knowledge systems has many advantages. It allows for an unambiguous
specification of the structure of knowledge in a domain, enables knowledge sharing and, as a result, makes
it possible to perform automated reasoning about ontologies. In recent years there has been a worldwide
increase in the use of ontologies, both in industry and in research laboratories. In parallel to the growth
and interest in ontology research, there is also a growing community of researchers in Australia and New
Zealand, working on various aspects of ontologies.

The purpose of this one-day workshop series on Advances in Ontologies is to bring together ontology
researchers from both industry and academia in the Australasian region for interaction, discussion, sharing
of results and initiation of new projects, and also to raise the awareness of the Australasian Artificial
Intelligence community to the state-of-the-art ontology research conducted in the region. AOW 2006 has in
particular provided a visible focal point for ontology research within the Australasian region, and connection
with the international ontology community.

The keynote speaker, Kerry Taylor of the CSIRO ICT Centre, provided useful insights into why ontolo-
gies are an important part of the water information management solution, in addressing the pressing need
for responsible management of Australia’s scarce water resource. She also touched on the ongoing work in
the ICT Centre which hosts the Australian Office for the World Wide Web Consortium (W3C Australia
2006).

A program committee of international standing reviewed all contributed papers (full papers were re-
viewed). Each paper was reviewed by three program committee members and additional reviews were
also sought to identify those papers which propose the most promising ideas. As a result, eleven papers
were selected for publication in these proceedings out of eighteen submitted papers involving authors from
Argentina, Australia, Germany, Iran, Japan, Republic of Korea and Singapore.

The papers deal with all aspects of ontology research, including the theoretical foundations, description
logics, design, implementation and prototype development issues, standards such as HL7, ontologies in
multi-agent systems and the Semantic Web, comparative studies, and applications and development of
real-world ontologies, as well as those describing new challenges arising out of applications.

We would like to thank the keynote speaker, Kerry Taylor, the authors and the members of the Program
Committee of AOW 2006 and the additional reviewers for their contributions to the quality of the workshop
and of this collection.

Thanks are also due to Peter Vampley, AI’06 workshop chair, for his help with the smooth organisation
of this workshop event, and John Roddick, one of the editors of the CRPIT series, for facilitating the pub-
lication of the AOW 2006 workshop proceedings. We acknowledge the EasyChair conference management
system which was used in all stages of the paper submission and review process and also in the collection
of the final camera-ready papers.

Mehmet A. Orgun, Macquarie University
Thomas Meyer, NICTA

Organisers of AOW 2006

December, 2006
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The semantics of water

Kerry Taylor

CSIRO ICT Centre
GPO Box 664,
Canberra ACT, 2601.

kerry.taylor@csiro.au

Abstract

The pressing need for responsible management of
Australia's scarce water resources is now front page news.
There are many challenging problems to be solved to
meet this need. For example the science to understand the
link between surface and groundwater flows, the
monitoring to determine whether regional catchment
projects are effective, the policy framework to balance
agricultural and environmental benefits, the social and
political will to establish efficient water markets, and the
science that links climate change to water availability.

Underlying and unifying all these challenges is the crying
need for information to support the development of
knowledge and decision making. Current policy and
regulations for water distribution cannot even be
monitored for compliance, let alone for continuous
improvement. In Australia, the information on water
availability at a location is held by dozens of agencies,
from irrigators, land managers, regional catchment
management boards, water supply agencies, national
commissions, state government departments, shire
councils, and scientific agencies. A great deal of this data
is not empirical, but simulated according to the best
science and data available at the time of simulation. And
plenty of it doesn't exist at all. Advances in sensor
network technology are being sought to improve both the
spatial and temporal resolution of data, as well as its
currency. Advances in data management, analysis and
visualisation are being sought to make sense of the highly
heterogeneous data. A large scale multi-agency national
resource for water information is envisaged (Water
Resources Observation Network 2006).

In this talk I will give a personal view (probably
uncontroversial to this audience!) on why ontologies are
an important part of the water information management
solution. It has been recently acknowledged in the
Australian healthcare industry that they are crucial for
information interoperability amongst many independent
agencies, but in this area they are also important for
furthering the scientific advances needed for hydrology
and ecology. I will survey relevant international work in
the area including our own work in CSIRO, and identify

Copyright © 2006, Australian Computer Society, Inc. This
paper appeared at Australasian Ontology Workshop (AOW
2006), Hobart, Australia, December 2006. Conferences in Re-
search and Practice in Information Technology (CRPIT),

Vol. 72. M. A. Orgun and T. Meyer, Eds. Reproduction for
academic, not-for profit purposes permitted provided this

text is included.

some of the research challenges arising.

The CSIRO ICT Centre hosts the Australian Office for
the World Wide Web Consortium (W3C Australia 2006).
1 will also advertise the current W3C activities that would
be of interest to researchers and practitioners working on
ontologies.

References
W3C Australia (2006), http://w3c.org.au
Water Resources Observation Network  (2006),

http://wron.net.au
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A Process for Building a Domain Ontology: an Experience in
Developing a Government Budgetary Ontology
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Abstract

During the last years, there has been a growing concern
on ontology due to its ability to explicitly describe data
semantics in a common way, independently of data
source characteristics, providing a schema that allows
data interchanging among heterogeneous information
systems and users. Several works have been aimed to
improve  ontology  technological aspects, like
representation languages and inference mechanisms, and
less attention has been paid to practical results of
development method application. This paper presents a
discussion on the process and product of an experience
in developing ontology for the Public Sector whose
organization requires a strong knowledge managment.
Particularly, this process was applied to develop ontology
for Budget Domain.

Keywords:  ontology  engineering,  development

methodology.

1 Introduction

Since an ontology has gained recognition from academy
and industry, there are several definitions about what an
ontology is. These definitions came from different
disciplines and have been used for different purposes. In
information science, an ontology can be seen as a
dictionary of terms formulated in a canonical syntax and
with commonly accepted definitions designed to yield a
lexical or taxonomical framework for knowledge-
representation which can be shared by different
information systems communities (Smith, 2003). In
order to define a complete commonly accepted
definition, an agreement must be reached. This
agreement has to follow a comprehensive ontology
engineering process.

There are several mature methodologies that have been
proposed to structure this process and thus to facilitate it.
Moreover, the success of these methodologies has been
demonstrated in a number of applications (Corcho et. al,
2005). Nevertheless, the ontology development in some

Copyright (c) 2006, Australian Computer Society, Inc.
This paper appeared at the Australasian Ontology
Workshop (AOW 2006), Hobart, Australia. Conferences
in Research and Practice in Information Technology,
Vol. 72. M. A. Orgun and T. Meyer, Eds. Reproduction
for academic, not-for profit purposes permitted provided
this text is included

areas has not been as expected. One example is the
public sector area, which is characterized by a wide
range of task and work arrangements. Some process can
be fully automated but its scope is limited to simple
processes of registering, accounting and calculating
Processes in which stakeholders participate because legal
rules and knowledge play an important role are much
more important (Klichewski, 2002).

Besides, decision-making in public administration occurs
at organizational or policy level but it is also
characteristic of its operative work. Thereby, public
agents must be able to access information and knowledge
to help their tasks.

The objective of this paper is to share with the ontology
community the process followed to develop an ontology
for Budgetary Domain. To this aim, this work is
organized as follows: Section 2 discusses the main
ontology development methodologies. Section 3 shows
how we have adapted different methologies to define the
budgetary domain ontology. Section 4 discusses the
implementation of the ontology. Section 5 presents a
summary of results. Finally, Section 6 is devoted to the
conclusions of this work.

2 Ontology Development Methodologies

Before starting to define the ontology, different
development methodologies were studied (Wache et al,
2001). From this study, two main groups can be
identified. On the one hand, there are experience-based
methodologies, such as the methodology proposed for
Griininger and Fox (1995), based on TOVE Project or
the other exposed by Uschold and King (1996) (Uschold
& Gruninger, 1996) from Enterprise Model. Both were
issued in 1995 and belong to the enterprise modeler
domain. On the other hand, there are methodologies that
propose evolutive prototypes models, such us
METHONTOLOGY (Goémez-Pérez et al, 2004) that
proposes a set of activities to develop ontologies based
on its life cycle and the prototype refinement; and 101
Method (Noy & McGuinness, 2001) that proposes an
iterative approach to ontology development.

On the one hand, there is not just one correct way or
methodology for developing ontologies. Usually, the first
ones are applied when the requirements are clearly
known at the begining; the second ones when the
objectives are not clear from the begining. Moreover, it
is common to merge different methodologies since each
of them provides design ideas that distinguish it from the



CRPIT Volume 72

others . This merging depends on the ontology users and
ontology goals.

On the other hand, like any other conceptual modeling
activity, ontology construction must be supported by
software engineering techniques (Falbo, 2004). Thus, we
used methods and tools from software engineering to
support ontology engineering activities.

In general terms, the ontology development can be
divided into two main phases: specification and
conceptualization. The goal of the specification phase is
to acquire informal knowledge about the domain. The
goal of the conceptualization phase is to organize and
structure this knowledge using external representations
that are independent of the implementation languages
and environments. The objective of the next section is to
show how we have adapted different ontology
development methodologies to define the specification
and conceptualization phases. Furthermore, it shows how
different software engineering techniques were used to
define different representations during these phases.

3 Building Government
Budgetary Domain

Ontology for

This section describes the process of an experience in
developing a Government Ontology for Budgetary
Domain.

3.1 Specification: The
Scope

Ontology Goal and

The definition of ontology goal and scope was
considered the first step in this study case as it is
proposed in 101 Method and in the first activity in
METHONTOLOGY.

The scope limits the ontology, specifying what must be
included and what must not. It is an important step for
minimizing the amount of data and concepts to be
analyzed, especially for the extent and complexity of the
budgetary semantics. In successive iterations for
verification process, it will be adjusted if necessary.

This ontology only considers the needs for creating an
analytic budget with concepts related to expenses. It does
not consider the concepts related to other stages as
budgetary executing, accounting, payments, purchases or
fiscal year closure. Therefore, it includes general
concepts for the budget life cycle and specific concepts
for the formulation.

3.2 Specification: Domain Description

Taking into account that this work was made from
scratch and that 101 METHOD proposes the
enumeration of important terms to continue as well as
METHONTOLOGY plans to wuse intermediate
representations for organizing knowledge domain in the
conceptualization phase (Gomez-Pérez et al, 2004), it
was necessary to make a previous domain analysis.

In this analysis, the application to formulating the
provincial budget and its related documentations were
studied and revised. Furthermore, meetings with a group

of experts were carried out. This group was conformed
by public officials responsible for the whole budget
formulation process in the Executive Power, expert
professionals of Budget Committee in Legislative Power,
public agents of the administrative area in charge of
creating their own budget, and software engineers who
bring informatics supports for these tasks. As it can be
seen, the group of experts was very heterogeneous. In
addition, they do not have much time to assign the
meetings. This group was the support for knowledge
acquisition during the ontology development. Then, we
have to define different intermediate representations to
communicate the knowledge adquired to the experts
considering the background of each one and the time of
meetings.

Following, a brief description of the domain is presented.

3.2.1

The budget of a government is a plan of the intended
revenues and expenditures of that government. The
budget is prepared by different entities in different
government areas. Particularly, in Santa Fe Province
(Argentine) these entities are:

Budgetary and Financial Domain

e Executive Power: this government entity elaborates
the Provincial Budget Draft. It is constituted by a
Rector Organism (governing body) and several
Executor Organisms. The first one define all
activities for formulating a budget and the others
execute these activities.

e Legislative Power: this government entity passes
the Annual Budget Law.

Along with the budget life cycle the evaluation and
control of actual and financial resources is made, and all
of them are assigned to goods and services production.
Table 1 shows the steps in detail.

—

. Initiate Fiscal Year and Distribute Classifiers

. Prepare Preliminary Budget and Resources Estimation

. Define Budgetary Policy and Expenses Projection

. Determine Expenses Top

. Formulate Budget Project Draft

. Present Budget Project Draft to Legislature

. Approve Budget in Legislature

. Elaborate new budget according to Budget Law

O |0 | |||~ |WI[N

. Distribute Budget for executing

10. Elaborate Budgetary Modifications

11. Program Budget executing

12. Reconduct Budget

13. Closure Fiscal Year

Table 1: Budget Life Cycle Steps

There is common information for all budget life cycle
stages: Expense and Resource Classifiers. The classifiers
used in this work are: Institutional, Expense Object,



Geographic Locate, Finality Function, Resource Item,
Financing Source, and Programmatic Categories.

There are two situations where the availability of
semantic information associated to budgetary data is
critical: budget formulation and approval tasks. In the
first case, only government staff with specific knowledge
can be involved, concentrating a great responsibility on a
few people. In the second case, semantics information is
necessary for analyzing budgetary data and then having
the budget law passed. Here, this is more complex
because all legislators must vote and most of them have
no specific knowledge. For simplicity purposes, only the
Formulation stage for expenses budget was considered
for this study case.

3.3 Specification: Motivating Scenarios and
Competence Questions

We included this step taking into account the opinion of
Gruninger and Fox (1995). The authors consider that for
modeling ontologies, it is necessary to count on informal
logic knowledge model in addition to requirements
resulting from different scenarios. The motivation
scenarios show problems that arise when people need
information that the system does not provide. Besides,
the scenario description contains a set of solutions to
these problems that includes the semantic aspects to
solve them. In order to define motivation scenarios and
communicate them to the involved people, templates
have been used. These templates were based on those
proposed to specify case uses in object oriented
methodology (Uschold & Gruninger, 1996). An example
is shown in Table 2. The template describes: the name
of the scenario, people who participate in the scenario, a
brief scenario description, and a list of possible terms
related to the scenario. Since this template shows the
most important information in a concise way, it is useful
when the experts do not have a lot of time to analyze the
scenarios.

Scenario: Local Budget Formulation.

Actors: Participants of the budget formulation for next year.

Description: The scenario proposed here is a person who
must participate in the budget formulation task for the next
year. This task is carried out along the previous year because it
is necessary to have the budget approved before the next year
begins.

Executor organisms of each government jurisdiction make
their own formulation task. The Rector Organism defines
policies conducting the budget draft elaboration as well as the
main expenses and resources classifiers for the year. Then,
each organism elaborates its jurisdictional budget draft.

Terms: budgetary classifier, expense and resource classifier,
Institutional, Programmatic Category, Geographic, Expenses
Object, Financing Source and Finality Function Classifiers,
among others, for working on the budget draft .

Table 2: Scenario Description

Competency questions proceed from motivation
scenarios. This allows deciding the ontology scope to
verify if it contains enough information to answer these

Proc. 2nd Australasian Ontology Workshop (AOW 2006)

questions and to specify the detail level required for the
responses. Besides, it defines expressivity requirements
for the ontology because it must be able to give answers
using its own terms, axioms and definitions. The scope
must define all the knowledge that should be in the
ontology as well as those that should not. It means that a
concept must not be included if there is not a
competency question that uses it. This rule is also used to
determine wether an axiom must be included in the
ontology or not.

Moreover, competency questions allow defining a
hierarchy so that an answer to a question may also reply
to others with a more general scope by means of
composition and decomposition processes. As an
example, some of them are shown in Table 3.

Simple Questions

Which are the budget states?

Which are the budgetary classifiers?

Which are the expenses classifiers?

Which are the resources classifiers?

Which are the executor organisms for Health Minister?

Which are the Health Minister Programs?

Complex Questions

Which is the institutional code for the Education Minister?

Which are the
Administration?

sector and subsector for Central

Which is the character code for “Decentralized Organism”?
Which properties have an Institution?

Which is the institutional code for “Pharmacological
Producer Laboratory” SAF?

Which Institutions have Program Code = 16?

Table 3: Competency Questions

3.4 Specification: Ontology Granularity and
Type

According to the level of conceptualization and
granularity (Gomez-Pérez et al, 2004), the ontology
proposed here is domain ontology. Domain ontology
describes the vocabulary related to a specific domain. In
this case study, the ontology describes the budgetary
domain of Santa Fe Province. And, the ontology
objective is to facilitate communication among the
members of the central administration staff that must
deal with the local budget, bringing adequate
terminology to non-expert users.

The term ontology can be used to describe models with
different degrees of structure. Particularly, the ontology
defined in this paper is a formal structure expressed in
artificial formally defined languages.
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3.5 Conceptualization:
Model

Domain Conceptual

In this step, a list of the most important terms was
elaborated according to the 101 METHOD guide. To this
aim, the middle-out strategy (Uschold, 1996) was used.
With this strategy, the core of basic terms is identified
first and then they are specified and generalized if
necessary. Then with these concepts as reference, the key
term list was defined. The list shown in Table 4 does not
include partial or total overlapping of concepts,
synonyms, properties, relations and attributes.

To properly understand the conceptual aspects in the
context, a Unified Modelling Language (UML) diagram
(UML, 2006) was elaborated with the main relations
among defined concepts.

Activity Financing Source
Budget Geographic Location
Budget Analytic Institutional
Budget Approved Institution
Budget Project Draft Jurisdiction
Budget Synthetic / Jurisdiction Government
Synthesis?

Budget States Program

Budgetary Classifier Subpartial Item
Budgetary Fiscal Year Subprogram
Budgetary Policy Program Executer Unit (UEP)
Budgetary Top Programmatic Category Project

Executor Organism Project

Public Funds Administrative
Service (SAFOP)

Expense

Expense Classifier Rector Organism

Expense Object Resource

Finality Function Resource Estimation

Financial Administration | Financial Administrative Service
(SAF)

Table 4: Key Terms

The UML class diagram can be used to express concepts
in terms of classes and relationships among them
(Cranefield & Purvis, 1999). In addition, if an ontology-
based application is being constructed using object-
oriented technology, it may be advantageous to use the
same paradigm for modelling ontologies and knowledge
(Cranefield, 2001). In the last years, some MOF-based
ontology modelling languages were defined (Caliusco,
2005). However, there are not appropriate tools to use
them.

Although UML in its standard form is not suitable for
semantic representation, the information modelled in the
UML class diagram was the base for building the
ontology term glossary, trying to include other concepts
by means of generalization and specialization techniques.
The conflictive assertions over the same entity may be
discovered if the concepts are described as completely as
possible (Jones et al, 1998). To this aim, definitions were
made as complete as possible to contribute to define
rules and axioms.

This UML model was useful to verify the ontology scope
and to discover two granularity levels for budgetary
domain concepts. Then it was necessary to make an
important design decision: working with two ontologies.
One of them is the Domain Ontology that contains the
general concepts for the budget life cycle and a coarse
granularity is adequate. The conceptual model of the
Domain Ontology is shown in Fig.l. The other,
Formulation Ontology, contains the semantic specific for
formulating a budget. This is a task ontology (Gomez-
Pérez et al, 2004) since it defines concepts related to a
specific task and a fine granularity is necessary. So, we
have to modify the list of key terms, hierarchical
relations, and to group competency questions depending
on the ontology concepts they were related with.

Working with different ontologies allows the term
reusability and usability. These concepts are important
goals in ontologies construction (Jarrar, 2005) and differ
finely. While reusability implies to maximize the
ontology use among different task types, usability

maximizes the number of different applications using the

F|nan<:|aIAdm|n|aral|on involve Budget use 1. " BudgetaryCIaeﬂfler
has as BudgetManner /S
Emense(} asdfier

Budgetstate n

Giresons”™* 1. ]
1

‘ BudgetaryFiscallYear ‘

Reso urceCla ssifi er

|
i — | | — ||
- : : inali ; ‘ GeographicLocate | has | Province ‘
‘ Formulation ‘ ‘ Execution ‘ ‘ Programmathategory‘ 1 ‘ FinalityFunction ‘ _ grap _
| | [ “has | | | ‘
has ‘Pn‘ncipalltem | has [ ExpenseObject | has [ item ‘
T | | 1
has ti Sect
o - .|Ie|ne | ector |
Project n has
0.n ‘ Subsector ‘1 has ‘ Institutional ‘

has

has
1.n 1

has

Character

1
‘ Institution ‘ has 1 yisAF“
L L

Fig. 1. Domain Model in UML.



same ontology. Therefore, the work is concentrated on
Domain Ontology development. This Ontology of
general concepts will be able to be used in all budget
states facilitating term reusability. Then, we can see that
it ontology will be able usability too.

3.6 Conceptualization: Identification of
Classes, Relations and Attributes

At this step, we considered 101 METHOD guide and
recommendations. Besides, we used representations
proposed by METHONTOLOGY to knowledge
organization as concepts classifier trees (Fig. 2) to
analyze hierarchies and attributes, binary relations,
axioms and instances tables. For determining classes, we
identified those terms of independent existence from the
key terms list and the glossary.

Budgetary
Classifier

Exhaustive DecomposiM

Expenses lC{lesoq;ces
Classiﬁer\ assiler
Finahty/ \ ‘ Geographic
Function Programmatic Locate R
Category o esource
Financing Expfense Institutional Item
S Object \
ource
Disjoint Decomposition
Sectdr  Subsector Character
Institution
Rector  Executor
Organism Organism
is-a /T\
H
SAF  SAFOP UEP
Fig. 2. Concepts Classifier Tree
Disjoint classes, exhaustive decompositions and

partitions (Horridge et al, 2001) may be identified in
these graphic representations:

¢ A Disjoint-Decomposition of a concept C is a set of
subclasses of C that do not have common instances
and do not cover C, that is, there can be instances of
the concept C that are not instances of any of the
concepts in the decomposition. As an example (see
Fig. 2), Finality Function, Financing Source, Expense
Object, Programmatic Category, Geographic Locate
and Institutional can be mentioned as disjoints.

o An Exhaustive-Decomposition of a concept C is a set
of subclasses of C that cover C and may have
common instances and subclasses, that is, there
cannot be instances of the concept C that are not
instances of at least one of the concepts in the
decomposition. For example (see Fig. 2), the concepts
Expenses Classifier and Resource Classifier make up
an exhaustive decomposition of the concept
Budgetary Classifier because there are no classifiers
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that are not instances of at least one of those concepts,
and those concepts can have common instances.

e A Partition of a concept C is a set of subclasses of C
that do not share common instances and that cover C,
that is, there are not instances of C that are not
instances of one of the concepts in the partition. In
this scenario there are no partitions.

It is always convenient to begin with primitive classes,
analyzing which of them are disjoint and verifying if that
condition does not produce instances absents.

Once the hierarchies and their features have been
identified a table to reflect bidirectional relations may be
elaborated by means of assigning names using uniform
criteria (or a uniform criterion), identifying domain and
range, cardinality and inverse relations. An example is
shown in Table 5. Shaded rows are bidirectional relations
between concepts shown in the Concepts Classifier Tree.
The relation direction depends on competence questions
to be solved and the possible conflicts with other defined
classes restrictions. A restriction list identifies those
necessary and sufficient conditions and those only
necessary to work later on their formalization. We
analyzed the axioms both individually and in a group of
classes to verify if closure restrictions are required.

Concept | Relation |Cardinality | Concept Inverse
Relation
Institutional | inst- 1 Sector sec-
include- isPartOf-
sec Inst
Institutional | inst- 1 Subsector | sbsec-
include- isPartOf-
sbsec Inst
Institutional | inst- 1 Character | char-
include- isPartOf-
char Inst
Sector sec- 1,n Institutional | inst-
isPartOf- include-sec
Inst
Subsector | sbsec- 1,n Institutional | inst-
isPartOf- include-
Inst sbsec
Character | char- 1,n Institutional | inst-
isPartOf- include-
Inst char
Character | char- 1,n Institution | inst-
has-Inst correspond
-char
Institution | ins-has- 1 SAF SAF-
SAF correspond
-inst

Table 5. Bidirectional Relations

3.7 Conceptualization: Instance Definition

Once the conceptual model of the ontology has been
created, the next step is to define relevant instances
inside an instance table.

According to METHONTOLOGY, each instance should
be provided a definition of: its name, the name of the
concept it belongs to, and its attribute values if known.
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An excerpt of the Instance Table of the Budgetary
Ontology is shown in Table 6.

Concept Instance
Name Name

Property Value

Institutional|Institutional_111|cod-institutional [1.1.1

has-fiscal-year (2004

inst-include-sec  |1-No Financial
Local Public
Sector

inst-include-sbsec|1- Local
Administration

inst-include-char [1- Main
Administration

Institutional_212|cod-institutional |2.1.2

has-fiscal-year (2004

inst-include-sec |2-Financial
Local Public
Sector

inst-include-sbsec|1-Offcial
Banking System

inst-include-char [2- Official Banks

Table 6. An excerpt of the Instance Table of the Budgetary
Ontology.

4 Implementing the Budget Ontology with
PROTEGE 3.1

In order to implement the ontology, we chose Protégé 3.1
because of the fact that it is extensible and provides a
plug-and-play environment that makes it a flexible base
for rapid prototyping and application development
(Knublauch et al, 2005). Protégé ontologies can be
exported into different formats including RDF Schema
(RDFS) (Brickley & Guha, 2004), and Web Ontology
Language (OWL) (Smith et al, 2004). Particularly, we
have implemented the Budgetary Ontology in OWL and
verified its consistency by using Racer (Haarslev &
Moller, 2001). It was very useful for determining
unsatisfiability problems and their propagation causes.
An OWL class is deemed to be unsatisfiable
(inconsistent) if, because of its description, it cannot
possibly have any instances (Wang, 2005).

During the verification process, we have taken into
account experience of CO-ODE Project (Knublauch et
al, 2005), and practical experience of teaching OWL-DL
reported by (Rector et al, 2004).

To compare the ontology implementation with its
conceptualization, graphics using the OWLViz and
Ontoviz plug-ins were generated and compared with
UML diagrams. On the one hand, OWLViz enables the
class hierarchies in OWL Ontology to be viewed,
allowing comparison of the asserted class hierarchy and
the inferred class hierarchy. OWLViz integrates with the
Protege-OWL plugin, using the same color scheme so
that primitive and defined classes can be distinguished,
computed changes to the class hierarchy may be clearly

seen, and inconsistent concepts are highlighted in red.
Fig. 3 shows the Domain Ontology taxonomy.

Fig. 3. Domain Ontology Taxonomy.

On the other hand, OntoViz generates diverse
combinations of graphics with all relations defined in the
ontology, instances and attributes. OntoViz allows
visualizing several disconnected graphs at once. These
graphs are suitable for presentation purposes, as they
tend to be of good clarity with no overlapping nodes. An
example of them in Fig. 4 shows The main relations of
the concept Institutional with other concepts, and an
instance of this concept, Local Administration.

Sector

sec-has-sbsec* “gbsec-correspond- sec™*

Subsector

sbeec-isPartOfInst* | Character

sec-isPart Of-Inst™*

har-correspond-sbsec

char-isPartOf-Inst*char-has-ins™*

\

Institutional

Institution

1.1.1
cod-institutional = | 1.1.1

inst-include-sbsec = ‘ 1-Local Administration

inst-include-sec = | 1-No Financial Local Public Sector

inst-include-char = | 1-Main A dministration

has-fiscal Year = | 2004

Fig. 4. Main Relations Between Concepts of
Institutional Classifier



4.1 Ontology Querying

In order to verify and validate the ontology as regards
competency questions, we used the RDF Data Query
Language (RDQL) (Seaborne, 2004). RDQL is an
implementation of an SQL-like query language for RDF.
It treats RDF as data and provides queries with triple
patterns and constraints over a single RDF model.
Another query language is OWL-QL (Fikes et al, 2003),
which was designed for query-answering dialogues
among agents using knowledge in OWL. Then, OWL-
QL is suitable when it is necessary to carry out an
inference in the query. This is not the case of the major
competency questions; then, RDQL is enough. Hence,
RDF ontology was created from Protégé Project.
Following the RDQL query that models the competency
question “Which are the sector and subsector for Main
Administration?” is shown.

SELECT ?x ?y ?z ?nsec ?nshsec

WHERE ( x, <adm r df sec- hassbsec>, ?y)
(?y, <adm r df sbsec- has- char >, ?z)
(?z,<rdfn: 1 abel >, " 1-Main Adm nistration')
(?x, <rdfn:label> ?nsec),
(?y, <rdfn:|abel > ?nsbsec)

USI NG rdf n FOR
http://ww. w3. or g/ 2000/ 01/ r df - scherma#
adm FOR http://protege. stanford. edu/

To implement the queries, Jena framework has been
used. Jena is a Java toolkit which provides an API for
creating and manipulating RDF models. Jena sources can
be retrieved at http://jena.sourceforge.net/.

5 Discussion

In order to develop the ontology presented in this paper,
the methodology outlined in Fig. 8 has been followed.
This methodology was divided into three phases:
Specification, Conceptualization and Implementation
according to the METHONTOLOGY Framework. These
phases constitute an iterative process. This framework
provided the idea of support activities: Knowledge
Adquisition and Validation/Verification.

The innovation of the methodology presented in this
paper consists of the tasks that compose each phase.
These tasks were imported from 101 Method and
Griiniger & Fox Methodology. In addition, they were
enriched with some Software Engineering techniques.

The most important task in the methodology is the
definition of a Domain Conceptual Model. Then, it is
important to assign all the necessary time to carry out a
good conceptual analysis. The conceptual model resumes
the knowledge adquired during the specification phase
and it is the basis of  conceptualization. This
conceptualization has to be agreed on by domain experts.
Then, the use of a graphical representation is essential in
order to facilitate communication between ontology
engineers and experts. So, software engineering
techniques that could be familiar for the domain experts,
such as UML, can be useful. Although UML in its
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standard form is not suitable for ontology representation,
we cannot ignore that UML is a standard and its use is
widely spread among different communities.

Determine the Ontology
Goal and Scope

'

Describe the Domain |

\
Define Motivating Scenarios
and Competency Questions

Specification

I
I
I
I
I
I
I
I
I
I
I
I
Define Ontology [
Granularity and Type ]
=

I

I

I

I

I

I

I

I

I

<——

Define Domain
Conceptual Model

Knowlege Adquisition
Validation/Verification

Y
Identify Classes,
Relations and Attributes

Conceptualization

\
| Create Instances |

—_——_J
j€<——-

| Implement the ontology |

Verify ontology
consistency

Implementation

\
Validate competency
questions

_——_
|
v Ontology

Fig. 8 . A Domain Ontology Development Process.

Another important aspect to consider in developing a
good ontology is to carry out a permanent and iterative
validation process, taking into account that partial
verifications allow identifying errors propagation
between sets of classes.

Furthermore, for the purpose of making the ontology
more flexible and allowing extensibility and reuse, it is
important to modularize the ontology if possible. This
modularization can be made through relations and
attributes observation of conceptual aspects involved.

6 Conclusions

Building domain ontologies is not a simple task when
domain experts have no background knowledge on
engineering techniques and/or they have not much time
to invest in domain conceptualization.

13
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In this paper, we have shown how ontologists could
develop domain ontologies merging different
methodologies and software engineering techniques,
taking advantages of them. Particularly, this approach
has been used to define a Domain Ontology for a
Budgetary and Financial System, which could be
extended by Task Ontologies and used by different
government applications.

Sharing the best practice on ontology building can be
useful for the whole community. Then, the contribution
of this paper is the implementation and improvement of a
systematic process for the development of domain
ontologies.
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Abstract

As ontologies become more prevalent for information
management the need to manage the ontologies
increases. In the community services sector
multiple organisations often combine to tender
for funding. @ When separate organisations come
together to generate reports for funding bodies
an alignment of terminology and semantics is
required. Ontology creation is privatised for these
individual organisations to represent their view of
the domain. This creates problems with alignment
and integration, making it necessary to consider how
much each ontology should influence the current
decision to be made.

To assist with determining influence a trust based
approach on author and the ontologies provides
a mechanism for ranking reasoning results. A
representation of authors and the individual resources
they provide for the merged ontology becomes
necessary. The authors are then weighted by trust
and trust for the resources the author provides to the
ontology is calculated. This is then used to assist
the integration process allowing for an evolutionary
trust model to calculate the level of belief in the
resources. Once the integration is complete the
semantic agreement between the ontologies allows for
the recalculation of the author’s trust.

Keywords: Ontology, Trust, Belief Revision,

Ontology Integration

1 Introduction

Disparate information sources exist in most domains
(Noy, Mitra & Jaiswal 2004). Terminology and
semantics vary between individuals within the
domain. This creates difficulty when attempting to
integrate work from multiple sources. It becomes
necessary to create an appropriate mapping so that
integration can proceed.

In certain domains, such as the community services
sector, it is imperative that communication and
understanding can occur. The community services
sector is a conglomeration of distinct projects. The
disparate projects each tender for funding from
external bodies based on the services they can
provide. The project groups often band together
to tender for funding. Each funding body requires
reports to ensure the projects are providing the
support stipulated in the financial contracts. Each
project sets up its own data collection including

Copyright (©2006, Australian Computer Society, Inc. This
paper appeared at The Australasian Ontology Workshop
(AOW2006), Hobart, Australia. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 72. M. A.
Orgun and T. Meyer, Ed. Reproduction for academic, not-for
profit purposes permitted provided this text is included.

selecting what, how and when to collect. This makes
it difficult to integrate the data for reporting to the
funding bodies. Terminology and attributes are often
used with different semantic descriptions and the data
is collected for different purposes. This merging may
involve the alignment and merging of the private
ontologies to allow for reporting and reasoning to
assist in achieving mutual, and/or individual, goals.

Integrating ontologies is not a trivial task, and
can never be fully automated (Dou, McDermott
& Qi 2003). Many researchers have provided
tools for assisting in finding appropriate mappings
and using the mapping to merge,the ontologies,
such as PROMPT (Noy & Musen 2000), Chimera
(McGuinness, Fikes, Rice & Wilder 2000) and
OntoMerge (Dou et al. 2003), to assist the user
in merging these ontologies. These tools assume
the ontologies are error free and the creator is not
attempting to mislead or sabotage their results.

Trust is a major concern in most enterprise
interactions and the Internet allows for utilising
information from strangers (Resnick, Kuwabara,
Zeckhauser & Friedman 2000). Social networking
is an approach to apply trust propagation between
entities. The Friend of a Friend (FOAF) (Golbeck,
Parsia & Hendler 2003) and Web of Trust (Guha
2003) combine direct trusts of individuals to create
a graph of nodes to capture indirect trust, or
reputation. This allows an individual to use a
stranger’s reputation to base their belief on the
knowledge that stranger provides. When deciding on
whether to believe an individual reputation is often
augmented by accordance between our beliefs and the
individuals.

The main premise in this work is the following:
If a trust value for an individual exists, then this
should be taken that into account when integrating
that individual’s ontology. Furthermore if an
individual’s ontology is in accordance (that is provide
no contradictions) with our ontology, then the trust
in that individual should increase.

This paper describes a model to capture and
update author trust for ontology integration. The
preliminary results show an ability to differentiate
between resources within an ontology, and authors,
based on their believability and to show mistrust of
an author.

2 Ontology Model

An ontology can be described as a collection of
resources that explicitly and formally conceptualise
a domain model (Guarino 1998). This work uses the
OWL DL ontology language as defined by the W3C
(McGuinness & van Harlmelen 1994-2006)

Definition 1 (Ontology). An OWL ontology, €, is
considered to be a 4-tuple of resources < C, S, I, A >
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where C is a set of classes, S is a set of semantic
relations, I is a set of instances, and A is a set of
azioms. In OWL DL C and I are disjoint (the same
term can not denote both a class and an instance)

Any ontology that a user adopts for their use is
considered to be a private ontology. Private ontologies
are a specific version of an ontology that a particular
user has selected. This is important as an user
may use a publicly available ontology but will decide
whether to evolve the ontology themselves or to adopt
newer versions. This will create an environment of
fragmented ontology versions that may no longer be
compatible for merging. To assist in managing private
ontologies it is necessary to apply mechanisms for
author and version discovery. An author is defined as
any entity that contributes to a resource to a private
ontology.

Definition 2 (Private Ontology). A private ontology
is an extension of an ontology that relates an author,
as a provider, P, to the provided Resource R. P +—
R, where R C< C,S,I,A > Q)

In this work we identify authors by a unique
identifier and an affiliation to an organisation and
project that they work on. These were identified as
the necessary factors for basing integration within
the community services sector. Initially we only
calculate trust based on the organisation and the
individual themselves.  Further experiments are
necessary to discover if the project, an author is
affiliated with, will influence trust in that individual.
To capture multiple individual authors and map
them to their provided resources it is necessary to
provide additional classes and semantic relationships
as shown in Figure 1. By creating the necessary
classes as subclasses of ‘owl:thing’ it allows for all
ontologies to be integrated to these classes by taking
all subclasses of ‘owl:ithing’ in the ontology and
making them a subclass and instance of ‘trust-rated
class’ and all other resources become instances of
the appropriate trusted version. By making classes
instances of ‘trust-rated class’ the ontology is no
longer a valid ‘OWL DL’ ontology but an ‘OWL
FULL’ ontology. Although the ontology is now
'OWL FULL’ it is only used to generate reasoning
rules based on the trust values and the authors.
The reasoning will occur over the original resources,
ignoring the instances of ‘trust-rated class’ and
retaining computational completeness (McGuinness
& van Harlmelen 1994-2006).

3 Trust Model

Numerous trust models have been proposed in recent
years to rate or quantify belief in information
provided by a person. Jgsang (Jgsang, Ismail &
Boyd 2005) provides the following definition:

Trust is the subjective probability by which
an individual, A, expects that another
individual, B, performs a given action on
which its welfare depends.

A key distinction is between direct trust (local
trust) and reputation (global trust) (Ziegler &
Lausen 2004). Reputation is an individual, P,
using another individual’s, P’ trust of an individual,
P"”, to determine to determine their trust of P”.
Direct trust is based on previous experience with
the source of the information, while reputation
requires a social network model to provide a similar
measure. Some trust researchers (Bertino, Ferrari
& Squicciarini 2004) also aim to provide a metric
for authenticity. This security trust aims to prevent

document tampering (encryption) and ascertain
authorship (digital signatures). These metrics often
ignore the source’s credibility and reliability (Golbeck
et al. 2003). Credibility is the concept of trusting a
source, in a domain, to provide information that is
most likely to be correct (Ding, Zhou & Finin 2003,
Golbeck et al. 2003), while reliability is the concept of
ranking sources by their credibility ratings (Golbeck
et al. 2003, Huang & Fox 2005).

This work focuses on the credibility of an ontology
and an author, and trust is considered a value that
represents the belief that the author produces credible
work. Author trust is the subjective probability that
an author will provide resources for an ontology,
that will not conflict (or be incorrect for the purpose
of ) with those already contained within 2.

Definition 3 (Author Trust). Author trust, 7: P x
P — {(P) , is a partial function that corresponds to
author ratings for other authors.

The Web of Trust (Guha 2003) uses trust levels
and provides a technique to model trust and distrust
between objects (ontologies or knowledge bases),
users, reviews, ratings of reviews, and trust relations
between users. The model allows for trust to be
captured and rated between users. Each review can
be ranked and allows for the propagation of trust
changes. When a user’s trust rank is altered, their
reviews of other users will gain additional value within
the model to reflect their improved reputation. One
problem is that the approach does not take into
account the reliance between objects. If an ontology,
Q, is built incorporating another ontology, €', then
the rating of £’ can not be higher than €. Belief of
statements made by an author are calculated from
trust and distrust propagation.

Friend of a Friend (FOAF) (Dumbill 2002) is an
approach aiming to mark up trust relations between
people in XML and RDF to enrich personal web
pages. It provides a simple XML schema to allow
an author to define people they know. This creates
a directed graph with nodes representing people and
edges representing direct trust. The FOAF approach
has been extended to provide levels of trust, ranking
from 1 distrusts absolutelyto 9 trusts absolutely
(Golbeck et al. 2003), and also allowing for the trust
ratings to be related to specific topics. Trust can
be calculated in three ways, via path capacity, path
length and weighted averages. A similar approach
is followed by Ziegler and Lausen (Ziegler & Lausen
2004), but this does not model distrust but rather
lack of trust.

Marsh and Dibben (Marsh & Dibben 2005) break
trust into trust, un-trust, distrust and mistrust.
Where un-trust is considered to be how little the
individual is trusted. Distrust is a measure of how
much the individual is believed to actively work
against the trustee. Mistrust is the level to which
the trustee was wrong in their trust or distrust of
an individual. In this work distrust and trust are
actively modelled while un-trust is a direct calculation
from the trust and distrust. Mistrust is modelled by
using an evolutionary trust model where author and
resource trust levels are considered to be dynamic
during the ontology merging process.

Ontology trust is calculated from the belief ratings
of each individual resource. Resource belief is the
extent to which the user will depend on the resource
in a given situation with a feeling of relative security,
even though negative consequences are possible.

An Agent social model, introduced by Zheng et.
al.  (Zheng, Chen, Wu & Zhang 2006) provides
mechanisms for calculating trust for individual
authors . The model uses a utility function to
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Figure 1: Semantic Structure for Trusted Ontologies

create a preference based system for selecting the
appropriate author. This prefrence is a numerical
value created from other agents beliefs, in regards to
operational cost, opportunity cost, and service charge,
of an author. The limitation of this approach is that
the author preference is applied to all services that the
author provides equally. This minimises the ability to
evaluate what area is the authors expertise and also
minimises the ability to calculate mistrust (Marsh
& Dibben 2005) and how it relates to the areas of
expertise.

By assigning a name to an RDF graph, which an
OWL ontology is a subset of, Carroll et. al (Carroll,
Bizer, Hayes & Stickler 2005) introduce the ability to
link an author to an ontology as well as to express
meta-information about the graph. This is achieved
by extending the current Semantic Web approach
with an additional node, reference, or ID. This
allows for different authors to supply a resource with
different descriptions and to select the appropriate
resource for a given situation. These descriptions
could be used to link resource to authors contained
within an existing social network, such as the Web
of Trust (Guha 2003) or FOAF (Dumbill 2002). In
our work we decided to capture this meta-information
within the current OWL standard by expressing it via
a set of predefined top level concepts and roles.

Definition 4 (Resource Belief). Resource belief, p
P xR — f(R) is a partial function that corresponds
to resource ratings calculated from the providing
authors.

In this paper trust levels are used for author trust
and resource belief is boolean based. Trust levels for
authors correspond to the 9 levels used by Golbeck,
Parsi)a and Hendler’s FOAF extension (Golbeck et al.
2003):

1. Distrusts absolutely
2. Distrusts highly

3. Distrusts moderately
4. Distrusts slightly
5

. Trusts neutrally (un-trust)

6. Trusts slightly
7. Trusts moderately
8. Trusts highly
9. Trusts absolutely

This allows ranking authors by reliability and filtering
based on the various levels of trust. Resources are
used in a binary fashion, they are either used for
the current situation or not. Therefore the state of
the resource is represented by a boolean value, True
meaning the resource is believed to be accurateand
will be used and False meaning that the believability
of the resource is in doubt. In this work trust can
be separated into initial author trust assignment,
resource belief calculation and the updating of author
trust. Author trust assignment is performed prior
to ontology integration while resource belief and
the author trust update are performed after the
integration is complete.

3.1 Author Trust Assignment

Calculating initial trust can be based on multiple
factors. In this work initial trust can be selected
from any previous metric of direct trust, connected
trust, organisational trust and un-trust. Where
the value of direct trust subsumes connected trust
which subsumes organisational trust. Direct trust
is captured within the user’s private ontology if
they have integrated an ontology previously from an
individual. Connected trust is captured within the
user’s private ontology when they have integrated an
ontology that contains direct trust to the individual.
While organisational trust is captured by predefining
a trust value for an organisation and propagating it
to each individual within the organisation. Finally
un-trust is the default trust value that is given to any
individual that does not belong to an organisation
and does not exist in the private ontology.

3.2 Resource Belief Calculation

We calculate resource belief by combining the trust of
each provider of that resource, as shown in Figure 2.
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Author 1 | | Author 2 |

N A

Resource

Figure 2: Resource Belief Calculation

A Dbelief threshold, n, applied to the combined trust
determines if the resource is believable. Guha (Guha,
Kumar, Raghavan & Tomkins 2004) shows that it is
not possible to simply subtract distrust from trust
for transitive trust (Josang & Pope 2005) and uses
two separate ranks for trust and distrust for an entity
based on the average value between the agents. Since
belief for the resource is calculated from direct links to
the providers this is not an issue here and the resource
belief value can be calculated as follows:

pR) = Y TF 1)
P—R

If p(R) is greater than n the resource is believed
else it remains doubtful.

3.3 Author Trust Updating

Resource 1 | | Resource 2 | Resource n

Figure 3: Author Trust Evolution

Once the integration process is complete resources
that have been merged have multiple authors and
the believability of the resource may have changed.
This will effect the trust rating of any author that
has provided that resource. The initial author trust
assignment is then updated by taking into account
each p(R) that the author provides, as shown in
Figure 3 and calculated using:

7(P)=7(P)+ E;\DI;’R — (217\9[7:7% X T(P)) (2)

4 Private Ontology Integration

Ontology merging is the process of creating a mapping
between two ontologies and then combining them
to create a new ontology. Automated knowledge
integration has been an active research area for
some time (McGuinness et al. 2000, Noy & Musen
2000, Dou et al. 2003), but so far has mostly
concentrated on knowledge assumed to be stable,
certain, and (for a particular problem or domain)
complete. Automated advisors have been suggested
to over come the ‘knowledge acquisition bottleneck’
(Gonzalez & Dankel 1993) caused by reliance on
human experts. Such systems, including PROMPT
(Noy & Musen 2000), OMEN (Noy et al. 2004)
and Chimaera (McGuinness et al. 2000), use simple
heuristics to assist users in making the best decisions.

In real world situations, knowledge is subjective
and the creators of the knowledge are not always
completely certain of the correct semantics between
the classes.

The Chimaera ontology integration tool
(McGuinness et al. 2000) uses a suggestion algorithm
based on pattern matching of class labels. It searches
through the first ontology and then, using a set
of reasoning rules, searches through the second
ontology for a match. Chimaera mainly focuses
on the subsumption hierarchies within ontologies.
What Chimaera attempts to do is to integrate two
hierarchies contained within multiple ontologies.
This is achieved by determining if two similar classes
are the same or one is a subclass of the other.

OntoMerge, proposed by Dou (Dou et al. 2003),
was originally designed to convert entity relationship
models from database schema to an ontology, in
a process called ‘Ontolization’. Dou states that
this process can not be fully automated since only
domain experts know the meanings and relationships
of the terms. Manual mapping is adopted by
OntoMerge to provide a mechanism for merging
ontologies, which was proven to be a requirement
for the translation of schema to ontologies (Noy &
Musen 2000). OntoMerge uses first-order logic to
provide predicate axioms to map the source ontologies
onto the target ontology. Predicate axioms provide
rules for locating equivalent classes and for locating
possible conflicts that require resolution.

PROMPT (Noy & Musen 2000) was developed
to semi-automatically merge ontologies. The merge
occurs automatically where attainable, and by
guiding the user where it is unable to decide upon
the correct results. Automated identification of likely
class mappings will reduce a domain expert’s effort
in searching through the ontologies. OMEN (Noy
et al. 2004) is an extension of PROMPT that uses
Bayesian networks to assign belief values to likely
matches, thereby providing a finer graduation of
candidate matchings. When a user selects a match,
the beliefs are updated by propagating the new
evidence through the network. The major evidence
that increases probabilities for a match, is caused
by ‘down flow’; starting at the point where a class’s
ancestor in a hierarchy was matched.

All these systems assume that the ontologies to be
matched are accurate and contain only definite classes
and semantics. Yet, since the reason to perform an
ontology matching process is presumably the need
to incorporate from all sources involved, any long
term usage scenario will find agents possessing and
working with ontologies that have already undergone
this matching process.

Ontology merging is the process of combing an
ontology, 2 with another ontology €)' to create a
merged ontology €2y. In this work we are combing
private ontologies and thus have sets of providers,
P, and P», contained in each ontology with their
mappings onto the resources that each individual has
provided for the ontology. Ontology merging can be
divided into the following operations derived from
PROMPT (Noy & Musen 2000):

e perform a shallow copy of a resource
e merge resource
e perform a deep copy of a resource

Definition 5 (Shallow Copy Resource). Let R be a
resource in either Q or ', create a resource R’ ; €
2y and add as instance of the appropriate trust-
rated resource. Add all providers P(R) as providers
P(R' y) € Qy. If R is a subclass of ‘owl:thing’, add



the subclass of trust-rated class relationship to the set
of semantic relations, S.

Definition 6 (Merge Resource). Let R € Q and
R’ € € be two resources that are found to be
equivelent, and let R (w.l.o.g.) be the resource with
the higher belief value according to eq 1. Shallow
copy R into €2y and add as instance of the appropriate
trust-rated resource. Add all providers P(R) € Q and
all providers P(R’) € ' as providers P(R ) € Q.
Such that P(R ) is equivalent to P(R)U P'(R').
We refer to this as merging R’ into R in Qf (Q is
ommitted if it is understood).

Unlike PROMPT, which expects a user to select a
preffered ontology among those being merged, and
selects the label of a merged resource from that
ontology, we use the label of the resource which has
the higher belief value. A choice is only necessary if
the belief values are the same

A deep copy is the process of performing a shallow
copy for all parents of a resource (Noy & Musen 2003).
Where a parent is a resource R that is linked to a
resource R’ by a semantic relationship, S, where S is
‘rdfs:subClassOf’ or ‘rdfs:subPropertyOf’ as defined
by the W3C (McGuinness & van Harlmelen 1994-
2006). It is also necessary to perform the operations
in order of type of resource:

1. classes
2. semantic relationships
3. axioms

4. instances

4.1 Conflict Resolution

Conflicts are any semantic inconsistencies in the
merged ontology, Q¢. Noy and Musen (Noy &
Musen 2000) indicate potential problems need to be
addressed by the user and list the following:

e name conflict

e dangling references

e hierarchy redundancy

e property value restriction violations

These conflicts need to be resolved to ensure a
consistent ontology. Name conflicts occur when two
resources have the same name. Resolution involves
renaming the resource, with a lower trust threshold.
Currently in this work renaming is considered a
‘minor edit’ and will not involve altering the belief
of the resource and the trust in providers. Dangling
references occur during the merge process and are
addressed by copying the appropriate resource into
Q. Hierarchy redundancy occurs when multiple
paths occur between a class and a superclass. deleting
one of the ‘rdfs:subClassOf’ from the class. Property
value restriction violations occur when a copied
instance violates the defined restriction. This can be
resolved by deleting the restriction or be editing the
instance. Additionally it was found necessary to be
able to perform the following operations:

e delete resource
e edit resource

e delete author
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hsgType

Figure 4: A Simple Social Work Counselling Ontology

Deleting a resource is the user stating that they do
not believe the resource and this reflects a lack of
trust in the authors that have provided that resource.
If a resource is ‘doubtful’ any resource that directly
relates to it will also be in doubt, (i.e if a class is in
doubt then and object property related to, or instance
of, that class will be ‘doubtful’)

Definition 7 (Resource Deletion). To delete a
resource, R, set p (R) to ‘doubtful’. For each R, such
that R — R 1 and R 1 ¢ Cy, set p(S) to ‘doubtful’.

Editing a resource is the process of deleting a
resource and creating a new resource to replace it. To
create a new resource add the resource as an instance
of the appropriate ‘trust-rated resource’ and add the
user as a providing author of that resource. If the
resource is a subclass of ‘owl:thing’ it is necessary to
add the subclass of trust-rated class relationship to
the set of semantic relations, S. and is performed
similar to a shallow copy.

Definition 8 (Delete Author). To delete an author,
P’ and all mappings P’ — R, for each R € Qy if
P(R) = {@} remove R and all mappings R’ — R
from .

Author deletion is the actual removal of an
author and all of their resources. This provides
a mechanism for ontology evolution. Klein and
Noy (Klein & Noy 2003) define a set of tasks that
ontology evolution process should perform such as
data transformation, data access, ontology update,
consistent reasoning and Verification and Approval.
Currently our approach provides support for all
these tasks except verification and approval, which
currently is handled manually.

5 Ontology Filtering

To provide benefit to the user from private ontologies
it is necessary to provide different techniques to
reason based on this additional information. A filter,
F, is a mechanism in which to select a partial set
of resources from an ontology for which to base a
decision on. By using filters we can compare results
based on different selection criteria allowing for a
more informed decision. Initially three filters have
been implemented: by author, by affiliation and by
trust.
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Figure 5: A Simple Medical Counselling Ontology

One problem when filtering is that a superclass
may become ‘doubtful’, causing all subclasses to
no longer have inherited properties that may be
necessary. For example if ‘Service Provider’ in figure 5
were to become ‘doubtful’ then ‘Legal Advisor’ and
‘Health Care Professional’ will no longer have access
to properties that differentiate ‘Service Provider’ from
‘Person’. This will occur in situations where multiple
authors agree on the ‘subclass’ but do not agree
on the ’'superclass’ and an instance of the ‘subclass’
instantiates the property. There are two possible
solutions to this problem, create redundancy within
the ontology, or migrate the properties to subclasses
as part of the filtering process. To keep our ontology
redundancy free the later approach is used creating
independent filtered private ontologies for current
situation analysis.

Definition 9 (Ontology Filtering). Let R be a
resource in Q. If F does not include R then set p (R)
to ‘doubtful’, for R € C set all p(I), where I — R
€ Qy to ‘doubtful’ and VR’ € C that are subclasses
of R ensure that I’, where I’ — R’ € Qy, (a) does
not instantiate S, where S — R. (b) I’ instantiates
S, then create S — R’'.

5.1 Filter by Author

Filtering by author allows for decisions to be made
based on information that a certain author or set
of authors provides. Once the user has selected the
author all resources that do not have that author as
a provider are temporarily removed for the purpose
of querying the ontology.

5.2 Filter by Affiliation

By supplying an organisational affiliation to each
author we are able to create views of the ontology
which reflect that of a specific organisation. This
allows for the comparison of results between separate
organisations.

5.3 Filter by Trust

By selecting a threshold value the ontology can be
filtered to only show resources that have a positive
belief value as described in Section 3.2. This allows
for a best case and worst case scenario for a query
to be generated. Where a comparison can be made
between a query where every author can supply their
resources, and the same query over the resource that
meet the threshold value.

6 Case Study

In the community services sector disparate
organisations often combine to apply for tenders.
The tender providers need reports to ensure the
projects are running according to contracts. In this
work we will generate a report after integrating two
ontologies. Figure 4 is a simple ontology used to
capture data about clients that require counselling,
while Figure 5 provides basic overview information on
types and numbers of conditions that an individual
may be suffering.

An organisation needs to generate a report on the
effects of housing conditions on an individuals health.
Initially it is necessary to integrate data from two
distinct sections of the organisation. Once this is
achieved an internal report can be generated. Next it
is necessary to integrate an inter-organisational level.

Both ontologies are annotated with the author
information, Author; and Authors, and supplied
initial trust values, ‘trust moderately’ and ‘trust
neutrally’ . The integration process currently uses
the author trust value when solving naming conflicts,
by selecting the most trusted author’s label as the
preferred name (Noy & Musen 2000), thus Client will
be selected instead of Patient.

Once the ontology integration process is completed
belief propagation for resources occurs, followed by
the recalculation of author trust. Figure 6 shows
the merged concepts and properties. The ontologies
overlapped on the following classes and properties:

e (Class Form in both
e Class Person in both
e (Class Client and Class Patient

e Property client subclass of Person and Patient
subclass of Person

e Property client

These were given mappings from both authors,
Author; and Author,. While the other resources
would only have links to their respective authors.
The major disagreements that were resolved were that
patient, in Figure 5, was renamed to client and Social
Worker, in Figure 4 was moved to a subclass of Service
Provider. The renaming of patient is a minor edit
and did not need belief revision. While the changing
of Social Worker would delete the resource, Social
Worker subclass of Person, which would give the belief
a ‘doubtful’ rating.

Once the resource beliefs were calculated on the
threshold, ‘trust neutrally’, it can be seen that only
one resource, was considered ‘doubtful’, both author’s
trust ratings increase as the number of agreements
outweighs the number of disagreements.

7 Future Work

In the future, we intend to perform experiments to
determine whether a trust model based on Bayesian
Probabilities provides better results than a ‘trust
level’ approach. Furthermore we will investigate
various reasoning approaches that will allow for the
incorporation of an ’evolutionary ontology model’ and
an ’uncertain knowledge model’. By defining an
appropriate reasoning algorithm we aim to provide
a mechanism for comparing trust models. We also
plan to investigate the use of trust in assisting in the
‘ontology mapping’ process to discover if trust can be
used to assist in the semi-automation and improved
suggestions of current mapping approaches, such as
PROMPT (Noy & Musen 2000).
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8 Conclusion

It can be seen that by annotating ontologies with
authors and trust values the wuser is provided
with extra flexibility when making decision based
on queries to ontology. By supplying additional
information the ability to compare and contrast
results can be achieved. By combining the two
ontologies an integrated result is also possible.

Although we are still in the process of
implementing our solution it can be seen from initial
experiments that the additional information obtained
by this solution provides insights to an uncertain
domain. It can also be seen that the author and trust
annotations can be shown to give a decision maker
additional insight into the knowledge. Filters have
been implemented to supply differing views of the
information contained within.

Additionally by providing an evolutionary model
for trust we are able to monitor authors and
corporations and ensure that our trust remains valid.
By implementing deletion by author we are able to
evolve the ontology or regress to a previous version
when an author is proved to be providing spurious
knowledge.
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Abstract

Mephisto is a framework that will enable ontology-
based high-level information fusion. Within the
framework, the name Mephisto can be used to re-
fer to a conceptualisation, an ontology, an agent, a
society, a formal theory, and an implementation.

A Mephisto conceptualisation assumes that the
world can be understood in terms of processes.
A Mephisto ontology is a specification of the concep-
tualisation. A Mephisto agent employs the ontology.
A Mephisto theory is a formal theory of processes.
A Mephisto implementation implements the theory.

A Mephisto theory plays a crucial role within the
framework.

1 Introduction

Mephisto (Nowak 2003, Nowak & Lambert 2005) is a
framework that will enable ontology-based high-level
information fusion. Within the framework, the name
Mephisto can be used to refer to a conceptualisation,
an ontology, an agent, a society of agents, a formal
theory (or theories), and an implementation.

A Mephisto conceptualisation assumes that the
world can be understood in terms of processes, and
five levels of processes should be distinguished for
different levels of abstraction, namely Metaphysical,
Physical (Environmental), Functional, Intentional
(Cognitive), and Social (see (Nowak & Lambert 2005)
for justifications on selecting the five levels). A
Mephisto ontology is a specification of a Mephisto
conceptualisation in a given ontology language. A
Mephisto agent is an agent that employs a Mephisto
ontology. A Mephisto society is a society of Mephisto
agents. A Mephisto theory is a formal theory of
Metaphysical, Physical (Environmental), Functional,
Intentional (Cognitive), and Social processes. A
Mephisto implementation is an implementation of a
Mephisto theory.

A Mephisto theory plays a crucial role within the
framework—it clarifies the conceptualisation and fa-
cilitates the implementation of a Mephisto ontology
based agent society.

There is a question of what exactly is meant
by a Mephisto theory? FEven a list of kinds of
processes that are to be considered—namely meta-
physical, physical, functional, intentional and social
(cf. Table 1)—indicates that any Mephisto theory
would include primitives for dealing with:

Copyright © 2006, Commonwealth of Australia. This pa-
per appeared at the Australasian Ontology Workshop (AOW
2006), Hobart, Australia. Conferences in Research and Prac-
tice in Information Technology (CRPIT), Vol. 72. M. A. Orgun
and T. Meyer, Eds. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

e metaphysical level individuation
(selecting a metaphysical process);

e mereological aspects of processes
(fragment, or part-of, relation);

e operations on processes
(meet, join and complement functions);

e spatial and temporal processes
(space, time, spatial, temporal);

e existence (exists relation);

e physical level individuation
(selecting a physical process);

e topological aspects of processes
(connects relation);

e orientation (between relation);
e distance (distance function);

e physical substance, phase change
(solid, liquid, gas relation);

e substance properties
(temperature, pressure functions);

e functional level individuation
(selecting a functional process);

e functional primitives
(transforms, moves, senses, informs relations);

e intentional level individuation
(selecting an intentional process);

e propositional attitude theory
(believes, desires, intends relations);

e social level individuation
(selecting a social process);

e social entities (societies / teams / groups);

e social relations
(possesses, influences, contract, agreement);

e social theories (theory of conflict & agreement).

Building formal theories for selected small subsets of
the above primitives constitute areas of significant
research activity. Theories of mereotopology (Varzi
1996), space, time and space-time are still being de-
veloped. Example theories such as RCC (Randell,
Cui & Cohn 1992), Allen temporal algebra (Allen
1981) or ST ; logics (space-time frameworks merg-
ing space formalisms with time formalisms (Gabbay,
Kurucz, Wolter & Zakharyaschev 2003)) are research
fields in their own right.
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M Metaphysical
N\
P E Physical / Environmental
e levels
F Functional of
/ conceptualisation
I C Intentional / Cognitive
N\
S Social
|
S Space where?
1 dimensions
T Time when? of
| perception
(0] Ontology what?

Table 1: Mephisto’s conceptualisation & perception: MEFIS-STO.

Theories of orientation and distance are not parts
of most space/time frameworks, and there are no so-
cial, intentional and functional level theories readily
available.

In a long term, a core formal theory of processes
of the M,PF IS levels will be built. The core the-
ory would include fundamental primitives common to
multiple domains, and it would most probably need to
be extended for different domains. This core theory—
call it Mephisto Theory—would be subject to addi-
tions, modifications and selections (not only could
new primitives be added, and other ones defined, but
subsets of the existing set of primitives would give rise
to useful subtheories of Mephisto Theory).

The name! Mephisto has been used in (Nowak
2003).  The framework initially called MPFIS
(metaphysical, physical, functional, intentional and
social processes), was then changed to MePFIS?, or
Mephisto.

The structure of the paper is as follows. Section 2
specifies the domain of interest; Section 3 discusses
conceptualisations and ontologies; Section 4 considers
agents; Section 5 describes steps in building Mephisto
Theory; Section 6 concludes.

2 Domain

A selected military scenario provides a domain for
the Mephisto ontology, agents and implementation;
relevant primitives are listed in Table 2.

The scenario involves friendly and hostile military
forces, military platforms (ships and aircrafts), mil-
itary operations (ship convoys, air attack defences),
command and control activities, and situation and
threat assessment.

The Commander of the Joint Task Force (CJTF)
receives information from observers and radar nodes.
Information fusion activities occur at object, situa-
tion and threat assessment levels. Mephisto ontolo-
gies and agents provide a computational framework
to facilitate the information fusion activities, see Sec-
tion 4.

'For information on what Mephisto may refer to, please see the
WIKIPEDIA entry at: http://en.wikipedia.org/wiki/Mephisto.

2The name MePFIS? was changed to Mephisto to break the
association with the names used for processes at the five levels.

3 Mephisto Conceptualisations & Ontologies

High-level information fusion requires an adequate
conceptualisation. A process-based view of the world
leads to a process-based conceptualisation, such as
the 1;/Iephist0 conceptualisation (Nowak & Lambert
2005).

A Mephisto ontology has been built using
OilEd (http://oiled.man.ac.uk/), and is pro-
cessed by Racer, a description logic reasoner
(http://wuw.racer-systems.com/). Racer logic is
closely related to the description logic SHZQ and to
the OWL-DL language (Horrocks & Patel-Schneider
2004); Racer allows to reason with SHZQ and con-
crete domains.

Racer ontologies contain individuals, concepts and
(binary) relations; Figure 1 presents Mephisto ontol-
ogy’s concept and relation structures.

4 Mephisto Agents and Societies

A Mephisto agent is an agent that employs a
Mephisto ontology.

Several Mephisto agents have been implemented in
ATTITUDE, Prolog and Java, and placed on CoABS
Grid (http://coabs.globalinfotek.com/). Fig-
ure 2 shows the agents.

vCJITF, the wvirtual Commander Joint Task Force
is an ATTITUDE agent that receives update informa-
tion from observers and radar nodes (not considered
here), and communicates with Racer_Reasoner and
Prolog_ Reasoner in order to perform situation and
threat assessment.

Racer_Client is a Grid agent that can connect to
Racer_Server and therefore provides Racer system’s
reasoning capabilities to other agents.

Racer_Reasoner is a Grid agent, implemented in
ATTITUDE, that extends the capabilities of the Racer
reasoning engine (allows n-ary relations and higher
order relations; retrieves facts stored in the ontology).

Prolog_Reasoner is a Grid agent, implemented
in Prolog; it conforms to the Mephisto con-
ceptualisation, and provides (partial) implementa-
tion of Mephisto Theory in Prolog. Further,
Prolog_Reasoner’s KBs are Prolog versions of the
Racer ontology used for dynamic information.
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constant
G EA

domain (of processes)

A

relation
T Q Ak

function

fir AF — A

Metaphysical

fragment

join
meet

complement

nothing
everything

space
time

spatial
temporal

exists

Physical

connects

between

distance

Tand
air
water

Functional

transforms

moves

senses
informs
strikes

operational

Intentional

has attitude

believes
desires
intends

Social

owns

hostile
capable
threat

Table 2: MPFIS constants,

5 Mephisto Theories

This section describes first steps towards building
Mephisto Theory for the M,P,F.I,S levels, and con-
nections between the levels.

5.1 Towards Metaphysical Theory

Metaphysical Theory calls any fragment of the spatio-
temporal universe a process. The following list of def-
initions and axioms leads to a theorem? stating that
processes form a Boolean algebra.

Definition 5.1 (processes)

Let (P,<,=) be a set of processes, with a fragment
and an identity relation. If p1,p2,ps,ps € P and
p1 < p2 and p3s = p4 then py is said to be a fragment
of p2, and p3 is said to be identical to py.

Axiom 5.1 (Identity, Fragmentation and Universe
Azioms
Vx7y€pK’EEy<:>VZ€P z<zez<y].
Vgc,yGP [LE <y& VZGP [Z <z=2< y]]
ElxeryEP [y < :E]

Definition 5.2 (universe 1)
z2=Q iffdef Vyep [y S Q]

Axiom 5.2 (Join and Meet Azioms)

Vower Lerlz<z&y<z&V,[(z<u&y<u) =
z <u].

VoweP ep2 <& 2<y &V, [(uzs&u<y) =
u < z]].

3 Theorems (e.g., stating that: = is an equivalence relation, < is
an order relation, universe, join, meet and difference are unique)
have not been included here.

functions and relations.

Definition 5.3 (join and meet)

z=x+y iffgqer (x<2&y<z&Vy[z<u&y<
u) = z < ul).

z=xzeoy ifger <& 2<y&Vy[lu<az &u<
y) = u < z).

Axiom 5.3 (Distribution Aziom)
Vayzep[zo(y+2) < (zey)+ (vez)]

Axiom 5.4 (Difference Aziom)
Veyzep [t = 24 (zoy) & Vu[(u <z & u < (voy)) =
Volv = u +]]].

Definition 5.4 (difference
z=x—y iffqer (=24 (zoy) &V [(u<z&u<
(xeoy)) = Vy[v=u+v]])

Definition 5.5 (complement)
2=T lger 2= — 2.

Definition 5.6 (nothing L)
z=1 iffges 2=Q.

Theorem 5.1 (process Boolean Algebra)
(P,+,0,—, 1,9Q) is a Boolean Algebra.

The Boolean algebra of processes is further ex-
tended by adding existence and space and time prim-
itives:

(P, +,e,—, 1, Q exists, space, time,
spatial, temporal),

where:
exists(x) iffger ~(z = 1),

space, time: P — P,
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Figure 1: Mephisto, Concepts, Relations.

a =; b iff 4ot space(a) = space(b),
a = b iff 4ot time(a) = time(d),
spatial, temporal C P,
spatial(a) iff 4o space(a) = a,
temporal(a) iff 4or time(a) = q;
further, given:
P, = {p € P | spatial(p)} and
P, = {p € P| temporal(p)},
the structures:
(Ps,+,0,—, 1,Q) and
(P, +,0,—, 1,9Q)
are Boolean algebras that are subalgebras of
(P, +,0,—, 1,0Q).
5.2 Towards Physical Theory

Physical Theory is concerned with physical sub-
stances: relations solid, liquid and gas provide a
way of classifying substances. In the case of the do-
main described in Section 2, relations land, water
and air are employed; they allow to process informa-
tion about location of assets (on land, water or air,
respectively).

An important question is what space-time primi-
tives should be included in the theory of this level.

It seems that although the mereological primitive
part-of (or fragment) belongs to the metaphysical
level, the topological primitive connects belongs to
the physical level, for it allows physical individu-
ation of objects obtained by wholeness/unity/self-
connectedness (that can be defined in terms of the
connects relation of RCC).

If this stance is taken, then a mereotopological the-
ory splits across the metaphysical/physical border,
and fragment (part-of ) is a metaphysical level primi-
tive, while connects is a physical level primitive; this
stance is taken in Table 2. As a consequence, other
space-time relations for orientation and distance are
put at the physical level; hence, between (an orien-
tation primitive) and distance at the physical level
in Table 2

The above assumes a way of formalising space-time
(rather than formalising space, formalising time, and
merging the two). In such an approach, the (topolog-
ical) primitive connects is applied to space-time re-
gions, and so is the (orientation) primitive between.
This is an attractive approach, see (Stell 2000, Stell
& West 2004, Muller 2002, Vakarelov, Diintsch &
Bennett 2001); and this is the preferred approach.

Usually however, rather than building a theory of
space-time (and then analysing it to obtain a theory
of space and a theory of time), one has two sepa-
rate theories, a theory of space and a theory of time
(synthesising, or merging them to obtain a theory
of space-time). If this is the approach taken, then
e.g. RCC and Allen (Randell et al. 1992, Allen 1981)
can be employed to provide spatial and temporal rea-
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Figure 2: Agents on CoABS Grid.

soning, respectively. Currently, this is the approach
taken in the Mephisto implementation, with the RCC
and Allen* frameworks being implemented in Prolog
and forming parts of Prolog_Reasoner; in future,
space-time approach will be attempted.

5.3 Towards Functional Theory

Functional Theory should allow to reason about func-
tional capabilities of assets, including military plat-
forms such as aircrafts and ships.

It has been decided that a transforms relation
is a primitive, a relation moves is defined in terms
of transforms, and relations senses, informs and
strikes are defined in terms of moves.

transforms(z, z e t,, y ¢ t,) = before(t,,t,)

moves(z,z ® S5,y ® 5y) iff ger
transforms(z,z @ s,y e s,) & s, Z sy

senses(sensor e s ® t, target) iff qof
moves(target, pulse e s, oty,1, pulse®spz ot ;)
& ss=sp0 & ts =tpo

informs(transm e sy e t;, rcur @ s, o t,., info) iff 4ot
moves(transm, info ® s;1 ® t;1, info @ s;5 @ t;5)
&STESiQ&tTEtiQ

41t should be noted that the temporal primitive meets incorpo-
rates both connects-like (topology) and between-like (orientation)
primitives.

strikes(strkr @ s; o t, trgt ® s; @ ty, weapn) iff gor
moves(strkr, weapn e s1 @ t1, weapn ® so o io)
& sp =89 &ty =19

As indicated in Table 2, a relation operational
also needs to be considered; this in turn leads to
such relations as neutralised, disrupted, damaged
and destroyed. The relation strikes can be spe-
cialised to such relations as strikes-and-damages
and strikes-and-destroys.

5.4 Towards Intentional Theory

Intentional Theory needs to incorporate a theory of
propositional attitudes, and in particular such atti-
tudes as believes, desires and intends. ATTI-
TUDE—a multi-agent programming language—is an
implementation of an Intentional Theory (ATTITUDE
is also used to implement most of the Mephisto
agents). This level does not constitute a difficulty,
although a formal Intentional Theory needs to be ex-
tracted from ATTITUDE.

5.5 Towards Social Theory

Social Theory is a challenge. It also is the most impor-
tant one, for it embraces all the theories of the lower
levels, and in complex domains (domains where social
interactions come into play) it provides the highest
level view of the domain.

The distinguishing feature of this level is that
multiple agents are involved, agents forming groups,
teams and societies. It is communication, negotiation,
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collaboration, agreement—and other interactions—
between agents that dominate the level, and in fact
all the levels.

It is suggested here that a theory of agreement and
conflict is a core of Social Theory. There are many so-
cial level notions that capture crucial aspects of social
interactions. Possession and ownership seem impor-
tant, and so do trading contracts, and contracts in
general. Many social interactions can be considered
agreement interactions. However, social agents some-
times fail to achieve agreements—they enter conflicts.
Conflicts in turn seem to be characterised by hostility
and threat.

The above suggests that the following list of (se-
lected) social level relations are of interest: posses-
sion, ownership, contract, trading, agreement, con-
flict, hostility and threat. Some initial steps in for-
malisation of the social level are suggested below.

owns(z,y, z) iff 4ef possesses(z,y) &
legal-contract(z)

trades(u, v, w, z,t1,t9,y) iff 4ef
owns(uet;,vet;) & owns(wet;,xet)) &
owns(u e ty, x ety) & owns(w ety,vety) &
legal-contract(y)

trades(u, v, w, z,t1,t2,y) = agrees(u,w,y)

—agrees(u,w,y) =
= conflict(u,w,y) =
= hostile(u,w) & threat(u, f(y)) &
& threat(w, g(y))

threat(z,y) iff 4ot capable(z) & hostile(z, y)

6 Conclusion

In this paper some aspects of the Mephisto frame-
work have been presented.  Significant portions
of the Mephisto conceptualisation have been built,
and the conceptualisation has been specified in the
Racer/OilEd language, see Figure 1. A little society
of Mephisto agents have been implemented in ATTI-
TUDE, Prolog and Java, and placed on the CoABS
Grid, see Figure 2. The Mephisto implementation
is at this stage used to test and experiment with
Mephisto Theories (although it does also provide an
implementation of the scenario, or it’s fragments).
Mephisto Theories form the essence of the Mephisto
effort: it is the theories that will make Mephisto a
success, or otherwise.

Mephisto Theories differ from theories of e.g.,
space, time, or knowledge in an important way: it
is not only that the theories need to be built and
their meta-level properties (such as soundness, com-
pleteness, decidability, tractability) established; it is
a significant task to decide what functions and rela-
tions are of interest, which of these are to be prim-
itives, and how can other functions and relations be
defined in terms of the primitives. The scope of this
task is enormous; and this paper reports a miniscule
first step.

A formalisation of Mephisto in Isabelle/HOL has
been undertaken, but this is not reported here.
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Abstract

This paper presents an empirical evaluation of datgmm  Our objective is to provide a more systematic estadun
logic reasoners to support the selection of scaladP support design decisions that trade off theahof the
ontology engineering patterns for TBox reasoningur O Mmore appropriate pattern and the scalability cairsts
main objective is to define the rationale behinel design imposed by the available DL reasoners. Now we @ u
decisions required for the generation of large logies ©ntologies based on guidelines produced by the W3C’
with XSLT-based tools. We discuss here the outcashesSemantic Web Practice and Deployntengroup

an experiment focusing on aircraft components aamtsp (Schreiber 2006, KnowledgeWeb 2005) to better judge
for which we have implemented the ontology desigte performance of DL reasoners.

guidelines for part-whole relationships publisheg b

W3C's Semantic Web best practices working group. We2 Related work

have worked with the following reasoners, being kst From our review of the literature, we have ideatifthree
state-of-the-art currently available: FaCT++, RACER, ., categories of performance evaluation studies:
Pellet and CEL. We found considerable variation iMsasoner. benchmark and production studies

reasoner performance and have attempted to chasacte ' '
the factors that distinguish the reasoners to enaltlest- .
practice design style to be successfully applied tifie

generation of very large ontologies.

Reasoner studiesare papers published by the

authors of DL reasoners and are more likely to
focus on specific DL features and the selection
of the testing samples is often biased towards the

Keywords Description logics, reasoner, classification, . :
newly available or improved features.

performance.

» Benchmark studiesare papers published by end
users trying to understand the difference
between DL reasoner products and constructing
specific benchmarks to support their analysis.
The Lehigh University Benchmark (LUBM) is a
popular benchmark designed against a model of
ontology expressiveness with domain-realistic
queries for ABox reasoning.

1 Introduction

1.1 Motivation

Experimental evaluations of advanced descriptioriclog
(DL) reasoners have been performed, but therdaskaof
systematic evaluation of modern reasoner performanc
where large-scale ontology reasoning (TBox-reasgrigg
emphasised in preference to large-scale instance
reasoning. As a general rule, based on our ownriexyme

Production studiesare papers published by end
users trying to use reasoners over their own large
ontologies, and may or may not include
comparative analyses of several DL products.

to date as well as the literature, numbers of qotscan

the low thousands are likely to be enough to create
difficulty for OWL-DL reasoners. One particular
challenge is to understand which reasoners perbmtier

for each style of ontology, and this is difficulhen the
ontologies used for the evaluation are built onadé
range of ontology engineering patterns (OEP).

Copyright (c) 2006, Australian Computer Society, Ifidis
paper appeared at the Australasian Ontology WokgA®@W
2006), Hobart, Australia. Conferences in ResearchRmactice
in Information Technology, Vol. 72. M. A. Orgun anfl

The goal is to build ontologies for a specific
purpose and then to use them, so the size, the
complexity and the overall quality of the
ontology are generally higher than what is
evaluated elsewhere. The issue with such
ontologies is that reasoners may or may not cope
with the full content.

Meyer, Eds. Reproduction for academic, not-for prpfirposes
permitted provided this text is included.

! SWBPDhttp://www.w3.0rg/2001/sw/BestPractices/
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Table 1is a summary of the existing literature based oMo enable a more scalable ontology engineering ipeact
these criteria. we need to study how the reasoners can cope with th
recommended ontology engineering patterns defined b

Study / Group of studies Study type the W3C OEP task force. The pattern selected far thi
Haarslev et al.,, 2004, 20Q5Reasoner + study is the one described in the “Simple part-whol
(RACER) Benchmark relations in OWL ontologies” document edited by Rect
— & Welty (2005).
Sirin et al., 2005, 2006 (Pellet) Reasoner | +
Benchmark

Tsarkov & Horrocks 20054, Reasoner
2005b (FaCT++)

Motik et al.,, 2002, Motik 2006 Reasoner +

1.4 Patterns for part-whole relations

Rector & Welty (2005) first provide useful advice bow
to handle thasPartOf relation with two properties: one

(Kaon 2) Benchmark transitive property for the general case completét a

Baader et a|.’ 2005, 2006 (CEL) Reasoner SUb-prOperty to handle “direct” relations. It also
recommends focus on tl&PartOfrelation rather than on

Guo et al., 2003, 2004 (LUBM) Benchmark the inversehasPart one, and to avoid using the two

Gardiner et al., 2006 Benchmark together because of scalability issues with cross-
referenced existential restrictions.

Dameron et al., 2005 Production

Rector & Welty's 2005 pattern “N.4” is for the
Table 1: Published studies propagation of properties along the part-whole drigry.
It aims at an ontology combining a part inventorighva
Our approach combines the merits of the benchmaak afault finding system to describe the devices mate i
the production types of studies. We benefit heoenfthe factory with a focus on the part-whole relationsween
reuse of large domain-specific inputs. With thephef parts and sub-parts. Its goal is to enable theenfz that
X0, our ontology generation tool (Lefort & Taylor 280 a fault in a part is a fault in the whole at diéfet levels of
we have generated an aircraft ontology describirte part-whole hierarchy. In this paper, we apiblis
components and parts from the Service Difficultyp&#s pattern to manage theasFunctiorrelation with respect to
(SDR) published by the Federal Aviation Adminidwat the functional hierarchy provided by the ATA coding
(FAA 2005). The resulting ontology has 4000 clas3es system.
enrich the performance evaluation, we have spi@ th
ontology into modules of various sizes accordedh® 1.5 Outline of the paper

functional hierarchy of the industry-specific ATASC ) . ) . .
coding system (FAA 2002). This paper is structured in four parts. Section firees

the goal of the experiment and section 3 descrihes
method used to evaluate the reasoner performaiibe.
results and our supportive analysis are includesieiction
Rector (2003, 2005) defines ontology normalizatam 4. Section 5 discusses what is required to enablor
the application of a limited number of criteria toscalable ontology engineering practice, both imgeiof
eventually “let the reasoner do multiple classiiima’. guidelines and tools. Section 6 concludes and iiikest
This is done through the construction of complexhe opportunities to extend this work.

primitives as “a conjunction of one class and al&éao

combination of zero or more restrictions”.

1.3 Ontology normalisation and patterns

This experience in the creation of TBox-based ontelg 2  Experimental goals

has been disseminated through the W3C best practice o ] ) .
group as shown ifiable 2 The objective of this experiment is to understand th

impact of the ontology design patterns on reasoner
performance and the differences between reasomers a
the effectiveness of their optimization tactics. Wave
created several variants of the part-whole ontelegob
study specific DL reasoners and to strengthen the

Normalisation Ontology Engineering
(Rector) Pattern documents (W3C)

Upper skeleton axioms|  N-ary Relations evaluation outcomes. Because the CEL reasoner éBaad

et al. 2006) cannot represent concept disjunction (

Complex primitives w/ Simple part-whole relations unionOf in OWL), we have generated an alternative

property restrictions

ontology without this part of the pattern. We halso

Complex primitives w/| Qualified cardinality] evaluated the reasoner performance on ontologigg us
cardinality restrictions | restrictions simultaneously roles and their inverses, &sBartOf and

. . " hasPart because this practice is flagged as a cause of
Refining primitives Specified Values

problems in the Rector-Welty paper.

Table 2: Relationships between W3C’s OEP and
Rector’'s Ontology Normalization



2.1 The part-whole
pattern

ontology engineering

The example used by Rector and Welty describes t
OWL pattern for an ontology about:
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must be declared as transitive for the pattern tokw
repeatedly up the part-whole hierarchy.

heo Application to aircraft ontologies

i i . The Rector-Welty recommendations are directly
* A part inventory for the devices made in atéansposable to the aircraft domain we are intecest.
factory with the relation between each part angiq re 2 shows an example of relation between guauit
its sub-parts. whole derived from the SDR inputs.
» A fault finding system for a device in which we hasPart
want to progressively narrow down the (transitive)
functional region of the fault. A
This pattern is based on the DL expression which tiees hasDir;ctPaﬂ
abstract syntax for OWL defined by W3C (Patel-(s;jﬁ;évém’e"sﬁom) -

Schneider et al. 2004).

Class(FaultinCar complete intersectionOf
(Fault
restriction (isLocusOf someValuesFrom
(unionOf (Car
restriction (isPartOf soméé&sFrom (Car)))))))

(From Rector & Welty (2005))

A graphical view is given ifrigure 1. CarPart is used to
represent the anonymous class defined by the axmite
restriction (isPartOf someValuesFrom (Car)).

hasLocus
.—> Car or CarPart

A isPartOf
subClassOf| isPartOf
(inferred) | Wheel
| isPartOf
‘ hasLocus .
.—> Engine or EnginePart
<« isPartOf

Figure 1: Rector-Welty pattern N.4 adapted from
Rector and Welty (2005)

Figure 2: Basic Part-Whole relation

It can be applied to manage the relation between
components/parts and function and exploit the fonet
hierarchy provided by the ATA coding system. In this
case study, our approach is to apply the samerpdtie
propagate the functional hierarchy down the parbleh
hierarchy. This is illustrated in Figure 3.

isLocusOf

or

1IsSubOf
(FueISystem)iA
subClassOf isSubOf
(inferred) F2812
| isSubOf

F2811 or
<« isSubOf

- jsLocusOf

(FuelControlPanel)

Figure 3: Functional hierarchy of physical parts

Here, we create supplementary classes for eachidanc
(e.g. Part281, Part2810) and then use the relatbmeen
the artefacts and the functions to infer where ewshed
component (e.g. Fuel System) and part (e.g. FuetrGlo
panel) stands in the ATA-based hierarchy of classes.

2.3 Compatibility with DL languages

This pattern can be repeated and thereby propagatedThe Rector-Welty part-whole pattern N.4 uses a dulfse

each level of the hierarchy, first for the Engirass as

the OWL Lite description logic language known $&7,

illustrated inFigure 1 and then repeatedly. Let's suppos&yhich is supported by all the reasoners belonginthée

this pattern is applied again for sub-parts of Eaginch
as Crankcase. Once this is done, the reasonebavidble
to infer subsumption relations between faults byngo
back up the part-whole hierarchy. A fault at thevdst
level (a fault in a bolt in the crankcase) will inéerred as
a fault in the crankcase and then as a fault inetiggine
and eventually as a fault in the car. TsReartOf relation

2 (Figure 1., available from draft
http://www.cs.man.ac.uk/~rector/swbp/simple-part-
whole/simple-part-whole-relations-v0-2.htinl

OWL-DL family such as FaCT++, RACER and Pellet.
According to Zolin (2006), the theoretical complgxibr
SHF, is ExpTime-complete.

Our analysis of the literature suggests that resson
performance problems occur with ontologies expig#se
ALC using a large number of existential restrictioms. |
practice, these reasoners will differ mostly by the
optimisations implemented in their tableau-based
algorithms.

version 0.2 only



CRPIT Volume 72

34

Theoretical complexity is not the same wibyclicand Figure 4 illustrates how we work at multiple levels of
cyclic TBoxes. A cyclic TBox is one that contains this hierarchy to generate ontologies of variaide.s

concept inclusion axioms that reference the same (o
equivalent) classes on both side of the subsumption

relation (known as a terminological cycle). In athe « each one-digit ontology [01..08] comprises

Theaircraft ontology[o] covers all ATA codes;

words, a terminological cycle is one that defines a between 0 and 1000 four-digit ATA codes;
concept in terms of itself in some way. Generally o .
speaking, complexity results for cyclic Thoxes amse * eachtwo-digit ontology[011..085]) comprises
than for the same language in the presence of sycle between 0 and 100 four-digit ATA codes;
(Nebel 1991, Baader 2003). « And each four-digit ontology [01100..08570]
EL+ is a description logic that does not belong to the comprises between 0 and 10 ATA codes.

OWL family. The reasoners implementifig.+, such as This working environment is flexible enough to allow
CEL (Baader et al., 2005), can offer a differente¢raff to study some variants of the Rector-Welty pattefos
between tractability and expressivity. Inferencexample, to evaluate CEL, we have generated another
procedures, such as checking for ontology consigten whole set of ontologies for which we have removeel t
concept satisfiablility, subsumption and instaniceaking constructs from the Rector-Welty pattern which ao¢
have known deterministic polynomial time complexity allowed inEL+.

even for cyclic TBoxes. On the other halL+ users

lose several OWL features, most notably valug.2 Evaluation of reasoner performance

restrictions, i.e.allValuesFrom which is necessary for
OWL domain and range assertions. Nor can they u
concept disjunction arnionOfin OWL.

Classificationcan be defined as the computation of the
subsumption hierarchy for classes and propertieshis
experiment, we consider classification to be thecied
This is why we cannot use CEL to reason over ontodogiBox reasoning task. Gardiner et al. (2006) descaibe
applying the Rector-Welty pattern, but we study CBL f method to trigger the classification and to meastse

a substantially different perspective on reasoning. time for any reasoner with a DIG interface. In this
method, the classification time is obtained frone th

3  Evaluation method response time to a query on the satisfiability heéf top
concept, requested once the ontology has beendoade

3.1 Generation of the test ontologies We have used a comparable method for FaCT++,

) . RACER and Pellet. For CEL, the classification time is
XO (Lefort & Taylor 2005), is a tool to build neaqured internally and is provided as an outpue. W
transformations/conversions from XML to OWL. XOpaye also used a more direct measurement method for
allows us to get the variability in ontology siz&éda pget corresponding to the published benchmankitees
complexity required for this study. Because we impo
real world data from existing sources, this studg kome
elements which are specific to the aircraft maiatere
domain. We process the Service Difficulty Repootgiét Additional size and complexity indicators are reqdito
information about parts, their physical and funcéb help us to study the impact of the Ontology Engiimger
relations to other parts and their functional &ffibn to Patterns (or OEP) on the reasoner performance. dtr e
the categories defined by ATA/JASC coding systersample, we have recorded the number of classes,
(FAA 2002). properties, and triples and the number of cyclagdéd

by RACER.
o D

We have also defined two specific indicators fois th
f \ study to help us to analyse how we apply the Rector
Welty pattern described above. The first one igHertop

part of the Rector-Welty pattern (1) and the secamal is

/ \ for the bottom part (2).
.@ @ @ Class(Entity281 complete intersectionOf

(Entity
Figure 4: Multi-levels ontology test samples

3.3 Extraction of supporting metrics

We define thenumber of times we use the Rector-Welty
pattern as the number of times we use constres li

restriction (hasFunction someValuesFrom
(unionOf (Function 281
restriction (isSubOf someValuesFrom (Riom281)))))))

® The DL Complexity navigator web page from Zolim
(2006) can give the theoretical complexity for dyand (1) Class counted as one use of the Rector-Weltgrpa
for “general” TBoxes for the relevant range of DLs.
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We define thenumber of classes involved in the Rector3.4 Experimental setup

Welty patternas the number of times we use construct . _ .
like: yp 8ur XO tool is available through an ANT-based wogki
i environment which can be used to create the ontsdog
Class(Entity2810 complete to evaluate the performance of reasoners and tadeo
intersectionOf (Entity the supporting complexity indicators dBble 3. Figure
o _ 5 gives an overview of this working environment.
restriction hasFunction someValuesFrom Func8dg3)

(2) Class involved in the Rector-Welty pattern DIG cob || RACER
[FaCT++]
) . . . PELLET
We define the number of isLocusOf existential (DIG)
restrictionsas the number of times we use constructs li [ DiG2DIG |
the one present in (3). A given class may have @me | owL
more of such existential restrictions: o
RACER KRSS
Class(FuelControlPanel partial intersectionOf
CEL
(Entity
restriction isLocusOf someValuesFrom Functior®31
(3) Class with one isLocusOf existential restrintio [ ndicators | [Classi tme]

. Figure 5: Experiment setup
For the Rector-Welty based ontologies, we alsothse

number ofisPartOf existential restrictions to measure then the figure, OWL2DIG is the tool developed by Zhang
number of constructs of the form presenteigure 2. and Zhou available from SemWebCeritra@lDD, the tool
used to interact with the DIG reasoners is derivech a
subset of the Context-Driven Development Todlkit
developed by Wagelaar to provide a service equindte
the approach described by Gardiner et al (2006). The
authors’ own XSL transformation Dig2Dig is usedittyt
éhe DIG file and to generate some of the size and
complexity indicators specifically defined for thésudy.
RACER is also used directly to convert ontologiesfr
OWL to KRSS, the format required by the version of
CEL used in this experiment.

To monitor the presence of “cyclic axioms” (Haarsktv
al. 2005), we also extract the number of cyclesnfro
RACER’s warning messages.

Table 3 provides a summary of the indicators which ar
used for this study:

Indicators

We can use this setup to compare the results fitet e

two execution modes, when it is used directly ahemwit
Number of properties is used as a DIG server. The results presented here
correspond only to the direct execution mode.

Number of classes

Number of triples ) . N
Table 4 lists the tool versions and the more critical

Number of cycles from RACER (option —v) configuration parameters we have used.

Number of times we use the Rector-Welty pattern Tool Version | Parameters

Number of classes involved in the Rector-Welty| FacT++ | 1.1.3 N/A
pattern

RACER | 1.7.24 Stack size 45000000

Number ofisLocusOfexistential restrictiongrelations —
between entities and functions) Pellet 13 Max heap size (jvm) 800m

Number of hasDirectPart existential restrictions | CEL 0.8 N/A
(relations between components and parts)

Table 4: Tools versions and parameters

Total number of existential restrictions

Our classification time results are measured in CPU
Table 3: Complexity indicators seconds on a PC workstation with a 3 GHz CPU aGt 2

* SemWebCentral: http://projects.semwebcentral.org/

® available from http://ssel.vub.ac.be/viewcvs/
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of RAM. After 300 CPU seconds, we terminate theub-classes involved in it, and to keep the ovesiié
classification task and consider it failed. down to less than 150 classes and less than 3@0Qo
existential restrictions tied to the same propeitye
believe that further cleaning and tuning of theegation
process is possible to push these empirical lioptward
so that we can work over larger subset of the afircr
domain at a time.

We provide here three separate analyses. The it Qyq pelieve that the performance of the three ewetlia
will show that, on ontologies based on the Rect@itW o qoners is tied to the number of classes invaivete
pattern, FaCT++ and RACER behave differently tde®el pattern (Classes irFigure 6). We believe that the

with respect to the number of classes, the number Performance of Pellet varies more significantly hwit

existential restrictions and the number of cycléhe respect to this indicator and to the number of sirttee

second one illustrates the relatively superiortédaitity pattern is exploited; this value is constant foe test

of CEL and its ability to scale for the full airctaf sample, so it is not shown iRigure 6. RACER and

configuration. CEL is much faster than the OthefacT++ performance is also dependent on this inficat

reasoners, but can only be used when it is poswble-  pocqyse all these classes are also flagged as cylieh

factor the ontologies to b&.L+ compatible. The third gegrade the performance of these reasoners. Iriestir

analysis focuses on the changes in reasoner pemmen  samples, FaCT++ and RACER are also penalised by the
presence of large numbers of existential restrstited

4.1 Performance on Rector-Welty ontologies to small numbers of propertieshasFunction and

A detailed comparative reasoner performance amlysrllalerectPartsn Figure 6).

over the full set of ontologies derived from then&@ We have also noticed that FaCT++ performance is
Difficulty Reports is not presented here in detdilstead, significantly degraded for ontologies containingcleg

we provide an illustrative sample of the results vewe corresponding to modelling mistakes inherited frira
obtained, as shown below Figure 6 which illustrates original source: 02560 (on the far right Figure 6)

this analysis for the top 10 four-digit ontologid® get presents such a case with a classifying time ob@s.1

the top 10 four-digit ontologies, we have ordeteel 253

four-digit ontologies (see 3.1 for the definitiofh @ne, 4.2 Performance on re-factored ontologies

two and four-digit ontologies) according to the eiiar . )
following indicators in decreasing order of sigedfice: The re-factored ontologies correspond to a different

the number of classes and the number of existent@gneration method which suppresses the represemtati

restrictions folisLocusOfandhasDirectPart pattern N.4 from Rector & Welty and introduces eager
number of properties to manage relations between

Figure 6 uses a logarithmic scale to facilitate thecomponents and parts.

comparison between the classification time (in adsd . ) N o

and the numbers used to characterise the complekity Rector & Welty (2005) note that “the inability oXisting

We also used Protégéand Swoop to browse the
ontologies and check the classification results.

4  Results

the test samples describedTiable 3. classifiers to cope with ontologies mixingPartOf and
hasPart is a significant limitation”. The re-factored
1000 ontologies are designed to check if this staterisenalid
for CEL or not: for each type of relations definedtle
o hasFunction ontology, we have added the statements required to
100 4 ¢ _m hasDirectParts represent the inverse relation, but we have nod dise
Classes owl:inverseOfconstruct for this case because CEL cannot
Fact++ handle it. With this approach, the measured nunaber
10 | ~e— Equivi/inter classes involved in cyclic axioms signalled by RACER
—%-RACER almost equal to the total number of classes.
—+— Pellet (Direct)

In this configuration, CEL is roughly 10 times bettiean

1 ; Pellet, and Pellet is roughly 10 times better tR&ACER.
One of the main finding of this experiment is tRatlet is

S N S SN RN - i . L
PENF ISP less sensitive to the presence of cyclic TBox isicin

axioms than RACER and FaCT++. This also confirms
our previous analysis on the sensitivity of RACERI an
FaCT++ to cycles. The full results are showrkrigure 7

for the full set of 51 two-digit ontologies.

Figure 6: Results for the top 10 four-digit Rector-
Welty ontologies (117 to 196 classes)

Our empirical finding is that to avoid reasonerdonts, it
is recommended to limit the generated ontologyst the
Rector-Welty pattern less than 6 times, with lé&emnt40

® Protégé http://protege.stanford.edu
" Swoophttp://www.mindswap.org/2004/SWOOP/
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1000

—o— Fact++

-m— RACER

—o— Pellet(Direct)
CEL

Figure 7: Results for the 51 two-digit re-factored
ontologies (10 to 410 classes)

4.3 Performance on ontologies without cycles

To complete this analysis, we have modified the logto
generation instructions to create another semoho-

10
Dol
1 mo4
0 o6
0O o8
0.1 A
AR I B
KX X KX P
& Q O <
% <

Figure 8: Results for 4 one-digit R-W ontologies and
mono-dir. re-factored ontologies (43 to 327 classes

Figure 8 shows that the performance figures for FaCT++
and Pellet are a lot closer to what has been oéderv
previously. For the Rector-Welty ontologies, thenani

difference between FaCT++(1) and Pellet(1) is much

directional re-factored ontologies, simply by removingsmaller than the gap visible iRigure 6. The slightly
the statements corresponding to one of the invertgger difference between FaCT++(4) and Pellet(4)

relation pairs i§PartOf and hasPart, isFunctionOf and

contrasts with the large gap visibleRigure 7.

hasFunction etc.). This allows us to investigate the

sensitivity of CEL to cyclic axioms and to check hthe

performance of FaCT++ and Pellet varies for ontasgi

without cycles.

For CEL, we can use the totality of the ontologgble 5
provides the classification time in seconds, thmloer of
classes and the number of cycles for the mono-tibrea
and bi-directional re-factored ontologies compugsiall

4.4 Other lessons learned

We summarise here the lessons learned during this
experiment with respect to how to get the mostabuhe
DL reasoners.

Avoid duplicate superclass declarations.

With our method, it is not always easy to prevdrd t

ATA codes. The remaining cycle for the monoccurrence of duplicates, especially those linked t

directional re-factored ontologies (60 classes dtalt
signalled by RACER) are inherited from modellingoesr

existential restrictions which we do not handlelw€&he
capability to remove all types of duplicates, now

in the source data which are not suppressed by thgailable in Protégé 3.2, should be added to our

generation process.

Ontology CEL Number Number
of classes | of cycles

o w/o/ cycles| 40.640 3957 60

o w/ cycles 50.530 3957 3687

Table 5: CEL results for the mono-directional and k-
directional re-factored ontologies

The classification time for the ontology “with cyste(i.e.

the ones including both this[...]Of and thehas]...]

properties) is bigger than the result for the oméHout

cycles”. This increase is easily explained by thehtiog

in the number of existential restrictions in thewsw
ontology and suggests that cycles do not pose gy
for performance.

generation environment. To give an idea of the gfzbe
problem, more than 7 hours have been necessary for
Protégé to remove the duplicate definitions outthaf
largest ontology of this experiment, with a resgti
ontology one tenth of the size. Further analysigdgiired

to understand how the presence of duplicates may
influence reasoner performance in their variousetien
modes. This gain in simplicity is now available fibve
users of Protégé thanks to tih@plicate superclasses post
processoreveloped by H. Knublau&h

Beware of oversized content and of DIG server
behaviour.

Both execution modes for Pellet have been used for
evaluation to compare the direct execution of the
reasoning core to the one triggered through the DIG
interface. Our results show a significant gap betwthe
two modes and memory errors that are more likely to
occur through the DIG interface. FaCT++ also hasti®

For FaCT++, we focus on the four one-digit ontolsgiewith oversized input because it does not manage

(o1, 04, 06, and 08) for which no cycles are siguaiaby

RACER. Figure 8 shows the classification times for the
Rector-Welty ontologies (FaCT++(1) and Pellet(1)y an
ontologie$ DuplicateSuperclassesPostProcessor.java is aoleessi

for the mono-directional re-factored

(FaCT++(4) and Pellet(4)).

interrupted sessions adequately. RACER is probdigy t

through the Protégé source code repository hosted a
http://smi-protege.stanford.edficcessed 2Bug. 2006.
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most robust and stable DIG implementation we havg.2 The Rector-Welty guideline and CEL

used. The DIG capability for CEL has not yet been
evaluated. P y y We have discussed above that CEL cannot handle the

unionOf construct present in the Rector-Welty pattern.

5 Discussion For this case, an alternative approach should fieede

CEL does support a particular non-OWL feature called

5.1 Scalable ontology engineering guidelines role inclusion, a form of role composition that popts

. . ) ) declarations of transitive roles (also in OWL) atght
It is challenging to develop a best-practice desgre jgentity (not in OWL). Right identity is likely tde
which can be successfully applied for the genematd jnhortant for applications of aircraft configuratio
very large ontologies. To reach this objective, v&&d ntojogies: indeed it obviates the Rector-Weltytgrat
more precise guidelines and modularisation appemch,, explicit transmission of faults up thé&sPartOf
which acknowledge the practical limitations of r@@ers. hierarchy. We illustrate by example, following thntax

There is a lack of reference soalable modelling stylm ~ and style of the medical example of Horrocks anttle3a
the currently available guidelines from W3C listed (2003).

Table 2 Table 6 proposes four.categ(_)ries to better SCOPR/e assert the right-identity axiom,

the presently available advice with respect to the .

orientation of the users towards scalable TBox meiago hasLocus> isPartOf < hasLocus

or ABox rgasoning and to their reasoner preferencel% mean that something that is located in a pars also
Further refinement of these categories is likelyb® located in the places that P is a part of. This meéaat an

needed once the work on new tractable fragments [9,ession declaring a fault of the crankcase @ th
extend OWL from the OWL community (2006) isairgraft engine: g

finalised.
Fault N O hasLocuse (Crankcase N O isPartOf o
Enging
Scﬂaﬁ.le | TE’OX /'] Reasoner is inferred to be a fault of the engine itself. Tig the
modelling style Abox following can be inferred to hold, from the prevsotwo
SNOMED-like TBox CEL declarations:
ontologies (FaCT++) Fault N OhasLocug Engine
GALlEN,"'ke TBox FaCT++, Furthermore, assuming tigPartOfrole is declared to be
ontologies (RA”CER)’ transitive and the appropriate part and component
(Pellet) taxonomy is defined, a fault located in the aircid a
DOLCE and Wine- TBox /| RACER, whole is also inferred. Presently, we can apply the
like ontologies ABoOX Pellet, transitive isPartOf structure in the ontqlogigs we have
(KAONZ2) generateq (;ee section 6), but not the right-idefeature
- because it is not (yet) handled by tools basedhmn t
LUBM-like ABox (RACER), present versions of OWL and on DIG.
ontologies (Pellet),
KAON2 5.3 Scalability and modularisation
Table 6: Benchmark categories and reasoners The development of modularisation approaches to

) o managing the scalability of ontologies is in a vesrly
End users are Ilke'ly to be annoyed by pl_assmcallmes stage; and is typically applied from the point @w of
greater than 5 minutes for non repetitive tasks 80d he need for independent development of modules by

seconds or less for repetitive tasks. This is whg tknowledge engineers (Rector & Pan 2005).
present OEP guidelines also need to be augmentéd wit

more empirical advice on the number of times a ifipec There is certainly an opportunity to consider wheat be
pattern can be used and the number of classes &he in asemi-automated environment such as thiahw
existential restrictions which can be planned st the is offered by XO, where a combination of techniques
generated ontologies do not lead to excessive mempo related to modularisation and restrictions to dmeglage
delays. In the case of the Rector-Welty pattern, anay be achievable.

important requirement for potential users is towrow

many times it can be applied recursively. Furtherknis 5.4 Handling cyclic axioms through DIG

required because in the results presented her®ebior-
Welty pattern is acted upon over the ATA/JASC cod
hierarchy and not over the part-whole hierarchyefited
from the input.

The working environment we have defined allows us to
Fetrieve the cyclic axiom warnings reported by RACER
We have also manually monitored a similar type of
warning as reported by FaCT++. We would be intexbst
to get this type of information more seamlessly. A
possible approach would be to extend the DIG iatexf
with specific services providing the number of egchnd
the identity of the classes involved with as muelad as
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available. This would help users of tools such axégé Science, Dresden University of Technology, Germany,
to better understand how the reasoner performasce i2002.

affected by the choice of the ontology engineepagern Baader, F., Brandt, S, and C. Lutz, C.(2005): Migsh

and also to help them to fix possible modellingesr the EL Envelope, InProceedings of the Nineteenth

. International  Joint  Conference on  Artificial
6  Conclusion Intelligence (IJCAI-05) Edinburgh, UK, Morgan-
Reasoner performance over large ontologies witgelar Kaufmann .

TBox cpmponents is_highly V"’F”ab"? and dependent %Baader, F., Lutz, C. and Suntisrivaraporn, B. (3006
the choice of the ontology engineering patternartg  cg| A polynomial-time Reasoner for Life Science

from thg _published_ advice on part-whqle ontologies Ontologies (System Description). Rroceedings of the
been critical for this experiment, guiding us to#@@ 314 |nternational Joint Conference on Automated
much needed simplification of the generated oniekg Reasoning (IJCAR'0f)Seattle, WA, USA, Lecture
The main contribution of this paper is our experitaen  Notes in Artificial Intelligence 4130. Springer, .pp
analysis on the representation pattern recommefated 287-291.

the _propagation o_f properties along.the part'Wh()'Bameron, O., Rubin, D., and Musen, M. (2005):
relation. Our experience shows that this pattem & cpajenges in converting frame-based ontology  into

used on sub-modules of a size of less than aroBdd. G\ : the Foundational Model of Anatomy case-study.
200 classes. In Proceedings of the American Medical Informatics
We have also confirmed that avoiding or removing Association Annual Symposium (AMIAOBjashington
inadvertent cyclic axioms is critical for the perfmance ~ DC, pp. 181-185.

of some reasoners, especially for FaCT++. Thi,@AA (2002): Joint Aircraft S
. . . hg : ystem/Component Code
reinforces the W3C advice to avoid combinisgartOf e gera) Aviation Administration, Flight Data Sereic

relations and their inverses for part-whole ontasg http://av-info.faa.gov/isdr/documents/JASC_Code.pdf
CEL is less sensitive to terminological cycles, amdare ~ Accessed 25 Aug 2006.

confident i.t can be used to handle_ an .OntOIOngAA (2005): FAA Service Difficulty Reporting Service
corresponding to the whole aircraft configurationthw http://av-info.faa.gov/isdrAccessed 2Bug. 2006

4000 classes or more such as the one we havedfeate ' o ' '
this experiment. Gardiner, T., Horrocks, I., and Tsarkov, D. (2006):

| . hi Ki directi G Automated benchmarking of description logic
We plan to continue this work in two directions. rQist reasoners. InProceedings of the 2006 Description

priority is to expand the results of this study floe other Logic Workshop (DL 2006) Windermere, Lake
ontology engineering patterns authored by the OER ta District, UK, Parsia, B., Sattler. U. and Toman HBis.

force listed in Table 2 Our second priority is to CEUR Workshop Proceedings 189, CEUR-WS.org
investigate the scalability and modularity challesg ’ '

presented by the large medical ontology, SNOMEDGUO, Y.; Heflin, J; and Pan, Z. (2003): Benchmarking
Further work is required to validate and evaludte t DAML+OIL Repositories In The Semantic Web -
adaptation proposed to the present W3C part-wholeProceedings of the Second International Semantic Web
recommendation to match CEL capabilities. Conference (ISWC 2003%anibel Island, FL, USA,

Finally, this study illustrates the effectiveness o Springer, pp, 613-627.

modularisation approaches combined with the selecti Guo, Y., Pan, Z., and J. Heflin, J., (2004): An Eadion

of the appropriate modelling style to support the of Knowledge Base Systems for Large OWL Datasets.
generation of large ontologies out of existing tases. In Proceedings of Third International Semantic Web
More support from the existing tools is requirecotter ~ Conference (ISWC 20Q4Hiroshima, Japan, LNCS
align the published guidelines to the specificitidseach 3298, Springer, 2004, pp. 274-288.

reasoner and to help the user to elimina}te theeptes Haarslev, V., Moller, R. and Wessel, M. (2004):
causes of problems such as cycles or duplicatercaps Querying the Semantic Web with Racer + nRQL In

definitions which are more likely to occur in tlusntext. Proceedings of the Workshop on Description Logics
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Abstract

Domain ontologies and knowledge-based systems have
become very important in the agent and semantic web
communities. As their use has increased, providing means
of resolving semantic differences has also become very
important. In this paper we survey the approaches that
have been proposed for providing interoperability among
domain ontologies. We also discuss some key issues that
still need to be addressed if we were to move from semi to
fully automated approaches to provide consensus among
heterogeneous ontologies.

Keywords: Heterogeneous  ontologies,  semantic

interoperability, agent-based systems.
1  Introduction

Ontologies have become increasingly popular in a broad
range of applications and have moved away from
academic knowledge representation projects to the
commercial world. Early commercial ontologies were
primarily used as navigation aids as in the case of Yahoo
or Lycos and were simple taxonomies of class names. We
now see more complicated ontologies that are being used
in diverse applications ranging from smart search engines
[1] to intelligent agent reasoning. The increased effort in
ontology development has also brought about a greater
need for standardisation in order to provide highly
reusable, extensible structures that are viable over long
periods of time. Parallel to the need for standardising, is
the need for providing interoperability among multiple,
distributed ontologies. With the growing trend in
ontology based multi-agent systems this need has become
imperative.

Providing  interoperability = among  heterogeneous
ontologies can be broadly categorised into merging,
aligning and integrating, and for the purpose of the study

Copyright © 2006, Australian Computer Society, Inc. This
paper appeared at The Australasian Ontology Workshop (AOW
2006), Hobart, Australia. Conferences in Research and Practice
in Information Technology (CRPIT), Vol. 72. M.A. Orgun and
T. Meyer, Eds., Reproduction for academic, not-for profit
purposes permitted provided this text is included.

we have used these terms interchangeably. Merging
ontologies provides a single coherent ontology that
includes information across all the sources. Aligning
ontologies is the preferred approach when sources must
be separately kept consistent and coherent with one
another. Consensus ontologies are developed through
ontological alignment where the source ontologies are
physically separate but are hybrid forms of each other.
Integrating ontologies involves building new ontologies
by assembling, extending, specialising or adapting other
existing ontologies.

This paper discusses the various approaches to providing
access to multiple heterogeneous ontologies. The paper is
organised as follows: in section 2 we describe commonly
used terms and explain their relevance in understanding
the paper. Section 3 covers approaches for merging,
aligning and integrating ontologies. In section 4 we
discuss other work related to providing interoperability
across heterogeneous data sources, followed by a
discussion in section 5 and we conclude in section 6.

2  Commonly used terms and their significance

Domain ontologies represent abstract models of how
people think about concepts related to a particular area. In
this paper, we assume that ontology typically consists of
concepts or terms related to the domain arranged in a
hierarchical fashion. The concepts have attributes
associated with them defining their properties as well as
their relationships with other concepts. Concepts have
instances that capture their values. Whenever terms
different from those mentioned above are used in this
paper, we provide details as applicable.

One of the key problems in the development of consensus
ontologies has been automating syntactic and semantic
interoperability. Syntactic translation is easier to
automate and in [3] Dou et al. claim that semantic
translation cannot be fully automated. Syntactic
interoperability depends on determining equivalence of
two terms and only guarantees that two concepts each
have a structure with apparently similar attributes and
values but represented using different syntax. Syntactic
processing involves providing syntactic interoperability
across heterogeneous ontologies. Some approaches have
defined their own notions of syntactic interoperability
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which is different from ours and we will address these
individually as we discuss the various approaches.

Semantic interoperability on the other hand, provides
means to address the heterogeneity gap between
ontologies by identifying related concepts. Two data
types are semantically equivalent if they have the same
defining attributes and operations and the same set of
constraints on those attributes and operations.
Traditionally semantic mapping was undertaken by
human domain experts and only recently have approaches
been developed to automate this process. The resolution
of semantic interoperability is achieved through semantic
processing. We are more interested in the current
approaches to provide semantic interoperability.

3 Approaches for ontological interoperability

The key areas fuelling much of the ontological
interoperability research have been the semantic web
effort and multi-agent development. The Semantic Web
relies heavily on the formal ontologies that structure
underlying data for the purpose of comprehensive and
transportable machine understanding [5]. Information
mapping across different ontologies requires knowledge
of their semantic mappings. The use of ontologies in
multi-agent systems has also seen an increase in the last
few years. Some important research topics here are:
defining the semantics of agent communication
primitives, dealing with different vocabularies, and
specifying and verifying interaction protocols. Recently
agent-based approaches have also been used to serve as
mediators between multiple ontologies, supporting cross
system agent communication. In multi-agent systems,
languages such as ACL [6] and KQML [7] provide the
standard for agent communication. Since the ontologies
used in the communication are not standard, ontology
negotiation is crucial to enable cooperation among agents
that are based on different ontologies.

In this section we present a (fairly comprehensive) survey
of the various approaches based on their underlying
technology i.e. agent or non-agent, the degree of
automation and the use of intermediaries such as meta-
ontologies or lexicons. Information regarding ontology
language, whether the approach used tree or graph
structures, had instances related to concepts, provided
performance evaluation, and provided conflict resolution,
has been discussed when such information was
accessible. Deviations from our understanding of
ontology, syntactic and semantic interoperability as
discussed in section 2 are also identified as are any
known limitations.

31 Non Agent-based semi-automatic
approaches

In this section we discuss some non agent-based, semi-
automatic approaches that have been used to merge, map
or align different ontologies. The methods used range
from machine learning to simple heuristics in determining
syntactic and semantic equivalence of concepts.

3.1.1 ITTalks

ITTalks [8] [9] is a web-based system for automatic and
intelligent notification of information technology talks.
The ITTalks project was a case study in the application of
the DARPA Agent Markup Language (DAML) [10] /
DAML plus Ontology Inference Layer (DAML + OIL)
and agent interaction. DAML was developed to provide a
semantic mark-up language that provides sufficient rules
for ontology development and support intelligent agents
and other applications. Although ITTalks supports agent
interaction, the mapping resolution process is not agent-
based. Prasad et al. [11] were responsible for developing
the semi-automated ontology mapping sub system and we
describe their effort below.

The experiments for ITTalks were conducted using the
ACM Topic ontology and a small ITTopic ontology that
organised classes of IT related talks differently from the
ACM classification. The ontologies were treated as tree
structures with nods representing concepts. Sets of
exemplars (or URL’s pointing to locations of text based
abstracts of documents that belong to this concept) were
attached to each concept in the two ontologies. The
Rainbow text classifier [12] was used to build models for
all ontologies. The model has statistical information about
the exemplars of each concept and is represented as a
similarity matrix. Each concept in the first ontology is
mapped to one or more concepts of the second ontology
by comparing their exemplars and using the Rainbow text
classifier. The classifier returns raw similarity scores that
are used to produce a set of possible mappings by the
automated mapper. The user then specifies a set of
landmark mappings between concepts from the two
ontologies and then can select from either the heuristic or
the Bayesian approaches for classification undertaken by
the automated mapper. Experts evaluated the mapping
results, and found mappings generated by the Bayesian
approach to be better than the simple heuristic. No
conflict resolution mechanism was provided.

It is claimed that the use of greater number of exemplars
and exemplars that contained full-length papers rather
than just abstracts would help improve accuracy. It was
noted that a classifier other than Rainbow would produce
different results. This approach deals with semantic
interoperability only. Since both the ontologies being
mapped are in DAML or DAML + OIL format the need
for syntactic interoperability does not arise. The human
evaluation of the landmark mappings had potential for
possible misclassification. The assumption of mutual
exclusivity made for the Bayesian approach might not
hold true for all leaf nodes and could result in error.
Attributes associated with concepts were not utilised in
the mapping process and were left for future work.

3.1.2 Ontoprise - OntoEdit

Developed for enabling easy ontology development for
the semantic web community, the Ontoprise [13] suite of
products also consists of OntoEdit and Text-To-Onto.
Maedche et al. [5] described the underlying ontology
learning framework for OntoEdit. While the work focuses
primarily on facilitating the construction of ontologies, it



also incorporates the various phases of importing (and
reusing for merger), extracting, refining and evaluating
data from various sources including free texts, web
crawlers, legacy databases and existing ontologies.

The import and reuse phase draws upon various
components: a generic management component, a
resource processing component, an algorithm library and
a graphical user interface for ontology engineering. The
management component allows the user to select the
sources of data to be processed and processing methods
from the resource-processing component and relevant
algorithms. The resource-processing module transforms
the source data into the format required by the algorithm
that would process it further. In this phase the syntactic
processing of source data occurs over varied data sources
and source ontology languages. The import sources are
identified and their general content evaluated by domain
experts prior to import.

The merging of the imported conceptual structures is a
bottom-up approach that is also influenced by the source
data. The details of their approach for import and reuse
are not clearly outlined except to say that it depends
largely on the input data. Following the data acquisition
and merger, the ontology extraction phase is implemented
iteratively in the ontology learning environment Text-To-
Onto and exploit various type of web resources. The
techniques used in this phase include lexical entry and
concept extraction, hierarchical concept clustering,
dictionary parsing and data-mining based association
rules. At the end of this phase the user is provided
suggestions for changes that may or may not be
incorporated into the ontology. The next phase is the
pruning phase, where the pruning mechanism is based on
relative counts of frequency of terms. The proposed
approach is semi-automatic and the techniques used in the
import, reuse and extraction phases greatly vary with
input data. The phases from merger to pruning and
refinement are responsible for resolving semantic
interoperability between the various data sources using
various techniques, but the application of these
techniques is decided by the expert user in an ad hoc
manner. The ontology extracted in OntoEdit can be
exported in DAML-ONT, OIL as well as in F-Logic [14]
based extension of RDFS [15]. Constraint checking is
provided through other plugins to OntoEdit. The ontology
within OntoEdit is represented as a graph structure
corresponding closely to RDFS, with concepts arranged
in a hierarchy (a taxonomic structure that supports
multiple inheritances). The relations between concepts
can also be arranged in a heterarchy. Both concepts and
relations have instances associated with them. Details on
any evaluation criteria used are not provided.

3.1.3 OntoMerge (Ontology translation by
Merging ontologies)

OntoMerge is an online tool that provides a semi-
automated nexus [16] for combining notational
differences between ontologies with overlapping subject
areas. The OntoMerge project is part of the DAML [10]
program. Source and target ontologies represented in
DAML [17] or DAML + OIL [3] are automatically
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converted into a uniform internal representation, Web -
Planning Domain Definition Language (Web-PDDL)
[18]. After conversion into Web-PDDL the syntactic
differences related to organization of the concepts are
resolved and thus its use as the intermediary format helps
separate the syntactic and semantic operations. It is
important to note that the syntactic operations provide
syntactic interoperability as mentioned in section 2 by
providing a standard syntax for representing the
ontology’s structure. Web-PDDL uses a Lisp [19] like
syntax.

The Web-PDDL based ontology has a structure that is
different from the once described in section 2. A Web-
PDDL ontology contains vocabulary terms derived from
instances of concepts that existed in the DAML ontology,
term types or concept names, axioms that define the
relationships between instances of concepts, predicates or
attributes associated with concepts and set of facts
derived from instances of concept attributes that existed
in the DAML ontology. Human experts construct an
intermediary merged ontology containing the union of the
concepts and the axioms that form part of the source and
target ontologies. Experts add bridging axioms in the
merged ontology to relate terms in two ontologies.

The key features of OntoMerge are the use of an
intermediary language to resolve notational syntactic
differences, the use of intermediary merged ontology
built by domain experts; and the automated reasoning
engine for translation. Details on conflict resolution and
performance evaluation are not provided.

3.1.4 Prompt & Anchor Prompt

Prompt [20] previously known as SMART [21] is a
product of the Stanford Medical Informatics (SMI) Lab
and is available as a plug in for Protégé-2000 [2] the
ontology editor by the same lab. The knowledge model is
frame based and Open Knowledge Base Connectivity
(OKBC) [22] compatible. Since it is used in conjunction
with Protégé-2000, the input and output ontologies can be
in a wide variety of ontology languages. The conversion
facility in Protégé-2000 can be used to convert source
ontologies to a consistent language format thus providing
the syntactic conversion as mentioned in section 2. The
ontology is represented as a hierarchy of concepts.

The Prompt algorithm provides semi-automatic merging
and alignment of ontologies. Initial comparisons based on
syntactic and semantic matching of the content and
structure of the source ontologies are used to
automatically create a list of matches with which the user
is prompted. The syntactic matching being referred to
here is based on two concepts or attributes having
identical names and is different from our notion of
syntactic interoperability as mentioned in section 2.
Semantic matching utilises linguistic techniques details of
which are not provided.

Ontology merging operations include merging concepts,
merging attributes, merging bindings between concepts
and attributes, and deep and shallow copying of concepts.
Instances of concepts are not utilised in mapping
resolution. The types of conflicts that are identified
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include name conflicts (more than one concept or
attribute with the same name), dangling references (a
concept or attribute refers to another concept or attribute
that does no exist), redundancy in concept hierarchy
(more than one path from a class to a parent other than
the root) and attribute value restrictions that violate
concept inheritance. The decision to merge (create a new
ontology from multiple source ontologies) or align (add
the suggested changes to each one of the constituent
ontologies while keeping them as separate ontologies) is
made by the end user. In the tests performed as part of
Prompt’s evaluation [20], human experts followed 75%
of the conflict resolution and 74% of the merging
suggestions and Prompt had 30% more correct
suggestions than Chimaera [23].

Anchor-Prompt [24] is also a product of the Stanford
Medical Informatics (SMI) Lab and is OKBC [22]
compatible. It augments the earlier Prompt [20] algorithm
which matches terms form two different ontologies based
on names of classes and slots, subclasses, superclasses,
domains and ranges of slot values and the actions
performed by the user. The main difference between
Prompt and Anchor Prompt is that in the latter anchors
(or related concepts) are used to establish a link between
common terms in the source ontologies. The user can
input the set of anchors or these terms can be
automatically identified through lexical matching (based
on the use of a lexicon or morphemes to identify similar
words). Anchor-Prompt is also a plug-in to Protégé-2000
and can import and export ontologies in a wide variety of
ontology languages. Similar to Prompt [20] the
conversion facility in Protégé-2000 can also be used to
convert source ontologies to a consistent language format
thus providing the syntactic conversion as in Prompt.

In the evaluation tests on merging ontologies developed
independently by different group of researchers, 75% of
the results produced by Anchor-Prompt were deemed
correct by experts. The Anchor-Prompt algorithm
produces good results only if ontology developers link the
concepts in a similar fashion even though different names
are assigned to them. Information related to conflict
resolution is not provided.

3.15

Chimaera [23] is an interactive web based merging and
diagnostic tool based on the Ontolingua ontology editor.
It was developed by the Stanford University Knowledge
Systems Laboratory (KSL) and follows the OKBC [22]
standard. Chimaera takes knowledge base source files as
its input prior to merging them into a new or existing
knowledge base. The source files can be in a wide variety
of different source languages thus providing syntactic
interoperability (see section 2). In Chimaera ontology is
represented by concepts and attributes arranged in a
hierarchy. Child concepts of a concept can be disjoint
from one or more sub concepts or exhaustively cover all
the sub concepts of the concept in question. Instances
related to concepts and attributes are utilised in the
merging process. In contrast to Prompt , the Chimaera
environment supports the creation and editing of disjoint
partition  information, allows bringing together of

Chimaera

ontologies built using different formalisms like
Knowledge Interchange Format [25] and OKBC.
Ontologies can also be created and edited in OKBC
compliant Ontosaurus [26] and Ontoweb [27] before
being loaded into Chimaera. Possible merger candidates
are based on the outcomes of two tasks: (1) the automatic
identification of semantically identical terms from
separate ontologies that can be coalesced to provide a
new name for the newly merged concept and (2) the
automatic identification of subsumption, disjunction and
instance relationships.

Chimaera only addresses the merging of child concepts,
parent concepts and attributes of concepts. The merging
and evaluation consists of a name resolution list
generation and taxonomy resolution list generation. The
name resolution list generation suggests candidates from
the two ontologies that can be merged based on concept
or slot names. The taxonomic resolution suggests
taxonomy areas that are candidates for reorganisation.
Performance evaluation found Chimaera to be 3.46 times
faster than Ontolingua for merging substantial
taxonomies, and 14 times faster in name resolution.

316 GLUE

The GLUE [30] project utilises machine learning to find
semantic mappings across heterogeneous ontologies in
the semantic web. GLUE uses multiple learning
techniques thus exploiting different types of information
from the taxonomic structure or data instances in the
ontologies. The underlying notion of semantic similarity
in GLUE is based on the joint probability distribution of
the concepts involved using Jaccard’s coefficient [31]
and depends on the semantic content of the concepts and
not their syntactic specification. GLUE also incorporates
common-sense knowledge, domain constraints and
general heuristics in the mapping process using a
technique borrowed from the field of computer-vision
called relaxation labelling. Relaxation labelling is a
constraint optimisation technique and is used to exploit
different types of information either in the data instances
or the taxonomic structure of the ontologies represented
as tree structures. In GLUE, ontology consists of
concepts, attributes, instances of concepts and relations
modelled into a taxonomic tree. The concept instances are
also used in the mapping process. Details on the ontology
languages as well as how this approach caters for
syntactic interoperability are not provided.

Their experiments resulted in 60 — 97 % accuracy in
matching concepts from real-world domains. Limitations
include processing sophisticated mappings (i.e., non 1-1
mappings), exploiting constraints related to concept
attributes and their relationships.

32 Non Agent meta-ontology based semi-
automatic approaches

The use of a meta-ontology for providing ontological
interoperability has its analogue in the use of inter-lingua
for machine translation in natural language based
systems. This section covers some semi-automatic
approaches that use this technique.



3.21

The Ontolingua [33] ontology development environment
provides a suite of ontology authoring tools and a library
of modular reusable ontologies. The tools in Ontolingua
are oriented towards the authoring of ontologies by
assembling and extending ontologies obtained from the
library that contains a number of knowledge
representation ontologies, common-sense ontologies,
upper-level ontologies, generic ontologies that could be
reusable across domains, domain dependent ontologies,
etc. As is common in many efforts to build global
ontologies, such as Cyc [34], SUMO [35], Penman upper
model [36] and SHOE [37], Ontolingua ontologies form a
lattice with the most general purpose ontologies at the top
of the hierarchy and the more specific ones at the bottom.
The Ontolingua server provides tools for integration or
translation of two ontologies using the upper level
general-purpose ontology serving as an inter-lingua to
mediate the translation. The main drawback of this
approach is that there is no all-encompassing global
ontology available to date. Achieving consensus among
ontology experts to provide translators between their
ontology and this global ontology and maintaining
consistency among all the ontologies also make this
approach impractical. Ontolingua is OKBC [22]
compliant and supports querying in Java, C, Lisp and
Knowledge Interchange Format or KIF [25].

Ontolingua

322 CYC
The use of ontologies to enable heterogeneous agent
interaction draws upon systematic, multi-domain

modelling, with higher-level models providing the inter-
relations. Cyc [34], a large commonsense knowledge
base, is one of the first attempts at providing a near-
universal model. Over the last 15 years several ontologies
including SENSUS [26], MeSH [38], Snomed [39],
UMLS [40], large portions of WordNet [41], have been
mapped or integrated with Cyc [42]. Domain experts
using Cyc’s interactive-clarification-dialog based tools
achieved the mapping between different source
ontologies and Cyc. Majority of the work involved
mapping terms and the process varied with the ontology
being merged into Cyc. Other issues dealt with included
resolving simple and complex structural differences as
well as resolving fundamentally different representations.
The work was semi-automatic and required domain
expert level of knowledge for validation.

3.3 Non-agent based automatic approaches
using lexical tools

The use of lexical tools for providing ontological
interoperability in non-agent based systems has been used
frequently in natural language processing. This section
covers an automatic approach that uses this technique.

3.3.1 ODEMerge and WebODE

ODEMerge [43] [44] is a web-based client-server tool to
merge ontologies developed by the Ontology Group at
Technical University of Madrid. The approach for
merging ontologies [45] involves (a) syntactic
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transformation of formats of the ontologies to be merged,
(b) evaluation of the ontologies using rules, (c) merging
of the ontologies, (d) evaluation of the result and (e)
transformation of the format of the resulting ontology to
be adapted to the application where it will be used.
WebODE helps in steps (a), (b), (d) and (e) of the
merging methodology, and ODEMerge carries out the
merge of taxonomies of concepts in step (c) and caters for
attributes and relation level merging, and it incorporates
many of the rules identified in the methodology. The
inputs to ODEMerge include the source ontologies to be
merged, a table of synonyms, which contains the
synonymy relationships of the terms of the two ontologies
and a table of hyperonyms, which contains the
hyperonymy relationships of the terms of the two
ontologies. The output of ODEMerge is a newly merged
ontology. The tool merges the source ontologies using the
synonymy and hyperonymy tables. ODEMerge can be
used to merge ontologies in different ontology
implementation languages such as XML, RDF [15] or
CARIN [46], and allows exporting into XML, RDF [15],
DAML+OIL, CARIN [46], F-Logic [14], Prolog, Jess
[47], Java and HTML. Since explicit synonym and
hyperonym tables have to be provided, their contents
greatly influence and thus bias the end results.

3.4 Agent-based automatic approaches using a
lexical tool

Multi-agent systems require the ability to communicate
with other multi-agent systems that were built using
different ontologies. In this section we cover fully
automatic agent-based approaches that use a lexicon to
facilitate the mapping of concepts between the ontologies.

34.1

Bailin et al. [48] [49] proposed an ontology negotiation
protocol that allows agents to discover ontology conflicts
and through an incremental process of interpretation,
clarification, relevance evaluation and ontology
evolution, establish a common basis for communicating
with each other. Their approach aims at automating the
agent dialogue that leads to resolving ontology conflicts
by providing agents with a common language in which to
converse. While the proposed new message types were
implemented as KQML [7] primitives, the authors claim
that they can be easily adapted to the FIPA — ACL [6].
The ontology negotiation protocol is state-based with a
predefined set of available operations. Messages
exchanged between agents are sequences of keywords
describing the documents that are queried or found. In the
interpretation phase, message received is analysed to see
if its constituent keywords exist in the local ontology, the
WordNet [41] lexical database is also used at this stage to
find synonyms of the keywords. The clarification phase
involves querying the source ontology to retrieve further
information about any keywords that were not resolved
during the interpretation phase. The results of a query are
evaluated against the original query during relevance
analysis. A relevance measure for query results is
accumulated using the criteria specified as evidence of
relevance that includes tests for connectedness and

Ontology Negotiation Protocol (ONP)
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specialisation. ONP culminates in either one or both
agents modifying their ontologies thus evolving their
local ontologies. In the ONP API hierarchical information
contained in the ontology is in the form of term trees.
Terms are analogous to ontological concepts as specified
in section 2. Agents should be able to convert their
internal ontological representation into these term trees.
ONP allows heterogeneous agents developed within
different frameworks to communicate. However, in the
ONP approach resolving inconsistencies that may arise
from clarification of concepts by different agents have
been not dealt with effectively and are currently treated
by accommodating alternative interpretations of a term,
i.e. treated as synonyms of a term rather than as separate
concepts. No syntactic operations were undertaken and
details on performance evaluation are also not provided.

34.2

This approach proposed by Williams et al. [4] is based in
the B2B electronic commerce domain of web services.
When an agent is searching for a web service, its
ontology of the web service may not match the ontologies
of other agents listing their web services. Agents need to
form local consensus ontologies in order to find matches
between their needed services and those being provided
by another agent. This approach involves agents
autonomously merging ontologies to form relatively
small local ontologies between the agents they wish to
communicate and query. The experimentation was done
on 26 ontologies created for experiments in [50]. All
these ontologies were developed in DAML [10].
Similarity identification of concepts between ontologies
was based on determining syntactic equivalence using
edit distance [51] and semantic equivalence using
WordNet [41]. It is important to note here that the
syntactic equivalence mentioned here is not the same as
semantic interoperability mentioned in section 2 and
deals primarily with determining equivalence based on
the names of concepts, attributes and relations.

Consensus Ontologies for Web Services

3.5 Agent-based automatic approaches using a
meta-ontology

In this section we discuss the use of a meta-ontology for
providing ontological interoperability in an agent-based
system. The approach discussed is fully automatic.

351

Rosetta [53] is a middleware message translation system
that supports communication between heterogeneous
agents using ontology merging techniques. Agents
register their goal representations and planning
capabilities modelled as ontologies with Rosetta, which
creates a model for each agent. Rosetta acts as a
matchmaker between agents, matching requests with
required capabilities. Agents in Rosetta might use
different ontology languages to describe goals, operators
and plans and thus require translations between them in
order to communicate. Rosetta provides translations
between heterogeneous ontologies through the use of a
common overarching ontology called Planet [54]. The
Rosetta approach facilitates scalable agent architecture as

Rosetta

any agent can talk to any other agent as long as its
ontology can be mapped into the Planet ontology thus
requiring only a single interface. The main drawback is
that once the rewrite rules are written the translation is
automatic, but the generation of the re-write rules for
syntactic translation between agent ontologies and Planet
require input from a domain expert.

3.6 Other Agent-based automatic approaches

Agent-based approaches that do not rely on intermediary
meta-ontologies or lexicons and are fully automatic are
covered in this section.

3.6.1

The solution to the interoperability problem according to
Wiesman et al. [56] [57] lies in solving the structural and
semantic heterogeneity using language games [58] to
learn ontology mappings. Structural heterogeneity in this
context refers to representational conflict such as the
family name of a person could be “Van Der Herik” in an
ontology and “Herik, Van Der” in another. This type of
representational conflict should not be confused with the
notion of syntactic interoperability as mentioned in
section 2 which deals mainly with representation
differences in different ontology languages. In language
games, two agents try to communicate about a concept,
gradually building and modifying their private ontologies
and lexicon based on success or failure of the games. In
order to use language games for ontology mapping, an
assumption is made that agents wishing to communicate
about a concept share some instances of this concept, this
determines the joint attention of the agents. In order to
establish joint attention for a concept, one agent produces
an utterance, which is a unique representation of the
concept and an instance of the concept. The other agent
tries to match to a certain degree a concept and its
instance from the agent’s own ontology. For this the
agent measures the proportion of words (each concept in
an utterance contains the collection of attribute value
pairs or words associated with the particular instance of
the concept in question) the two instances have in
common. The instance with the highest proportion of
corresponding words, forms, together with the
communicated instance, the joint attention. Subsequently
a mapping is established between the two concepts. The
experimentation was limited to resolving database
mappings.

Language Games

3.6.2 Description compatibility

Description compatibility is another approach for agents
to find compatible services across communities
subscribing to differentiated ontologies (where terms
have formal definitions as concepts related to other
concepts, and local concepts inherit from concepts that
are shared, and that most or all primitives are shared) [59]
[60]. Ontological Concept definitions are converted to
description graphs [61] implemented in Very Basic
Description Logic (VBDL), an extension of the
Description Logic group of languages. Description
compatibility measures of the syntactic correspondence
(syntactic equivalence) between definitions of pairs of



terms are used to search for satisfactory mappings or to
bypass them altogether. Artificial ontologies are
generated based on the potential target services. Given
two terms, semantic overlap (semantic equivalence) of
their meanings is calculated using the intersection of their
denoted sets and is used for evaluating the accuracy of the
syntax (in this instance syntax refers to the structure)
based compatibility measures. The background of this
research is agent brokerage services where agents ask
brokers for service recommendations. The broker
recommends a service description that map most strongly
to the request. The service description is a modelled as a
concept in the ontology. Eight measures of description
compatibility between pairs of concept definitions were
proposed. The proposed approach has not been
implemented as a real-world application and testing has
been limited to simulated study without actual
differentiated ontologies. The proposed eight measures
provide varying degree of semantic overlap and require a
degree of discrimination in their application for specific
purpose tasks. Out of the eight measures, matching
structure (PMHR) is claimed to be the most accurate and
usable in realistic systems.

4  Additional approaches

In addition to the methodologies discussed in the previous
section, many other approaches address specific issues
with merging ontologies, knowledge bases or even
databases. These descriptions are not as comprehensive;
however, they provide valuable insight into related
techniques for developing consensus ontologies.

SHOE [37] is a web based knowledge representation
language that supports multiple versions of ontologies.
SHOE based ontologies are made publicly available by
locating them on web pages. Ontology reuse is
accomplished by extending general ontologies. Addition
or removal of categories, relations and / or axioms results
in revision of an ontology. Revisions may also extend a
new ontology. The primary purpose of SHOE is to
provide a common global ontology. There are three basic
methods to achieve ontology integration across different
versions of SHOE as proposed by Hefilin et al. [63].

The Semint (SEMantic INTegrator) system developed by
Li et al. [64] [65] uses machine learning to address
semantic heterogeneity in database schemas. Since
providing interoperability in databases is similar to
providing interoperability in ontologies, Semint is a good
candidate for automating semantic integration in
ontologies. Neural networks were used to identify
similarities between attributes (classes of data items, this
includes field names, data types, and any applicable
constraints) from two database schemas. Semint is used
to identify heterogeneity in databases and build mappings
in the form of equivalence relationship maps in the pre-
processor stage thus eliminating the need for mappings at
query time. The approach requires little human
intervention except for result evaluation at the end.
Semint is suitable only for specific frameworks of
localised problem domains as the means of determining
similarity is learned on a per-database basis.
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Loom [69] knowledge representation system is based on
description logics and has been used in natural language
processing [70], intelligent user interfaces, explainable
expert systems, diagnostic expert systems, and interfacing
to multiple expert systems [71]. The centre of the Loom
system is its inference engine called the “classifier”. The
job of the Loom classifier is to compute subsumption
(superset / subset) relationships between concepts and to
compute instance-of relationships between concepts and
instances which can be used for identifying candidates for
mappings between heterogeneous ontologies. The unique
property of the Loom classifier is its ability to
concurrently update its computations when modifications
are made to either concepts or instances of concepts.
Loom also provides multiple programming interfaces thus
facilitating the integration of multiple inference tools.
Albeit Loom is a single ontology classifier, the
techniques used can also be used in cross-classifying
ontologies for interoperability.

5 Discussion

Although there are considerable differences between the
methodologies described above, a number of points
clearly emerge. Some approaches cater more specifically
to ontology merging (OntoMerge, Prompt, Anchor
Prompt, and Chimaera), some others to ontology mapping
(ITTalks, OntoEdit, Anchor Prompt, GLUE, Rosetta) and
some others to aligning ontologies (Prompt).

Majority of the non-agent-based approaches (ITTalks,
OntoEdit, OntoMerge, Prompt, Anchor Prompt, and
GLUE) are semi-automatic (except for ODEMerge) as
opposed to agent-based approaches (ONP, work done by
Williams et al.) which provide automatic integration of
ontologies. In general syntactic translation has been
automated to a greater degree than semantic translation.
Most approaches to semantic mapping that consider
structural relationships between concepts, base their
analysis on studying concepts that are directly related to
the concept in question e.g., in the ITTalks approach
attributes associated with concepts were not utilised in the
mapping process. Prompt and Chimaera consider subclass
and superclass relationships and attributes directly
attached to a concepts. Prompt also considers concepts
being referred to by the attributes associated with the
concepts in question. Anchor Prompt claims to analyse
non-local context by considering even classes that are not
directly related to the concepts being analysed but the
details are not provided. Automatic agent-based
approaches that use some lexicon (Williams et al., ONP)
exploit simple one-to-one semantic relationships between
concepts as compared to semi-automatic approaches.

Most semi-automatic approaches rely heavily on input
from domain experts, but this can introduce bias as well
as potential for error e.g., in the case of ITTalks an
identified weakness of the approach was the potential for
possible misclassification due to the human evaluation of
the landmark mappings, which also applies to the Anchor
Prompt system. In OntoEdit various techniques were
utilised for extraction, but the application of those
techniques was undertaken in an ad hoc manner with the
expert user making all the relevant decisions. In
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OntoMerge experts add bridging axioms manually to
bridge terms in two related ontologies as well as to
prepare the newly merged ontology for further mergers,
choosing different bridging axioms or adding more
bridging axioms would result in different outcomes.

Few approaches for example Chimaera allow merger of
ontologies built using different formalisms like
Knowledge Interchange Format [25] and OKBC [22].
The ONP approach allows strange agents built using
different environment to communicate.

The quality and amount of descriptive text associated
with the concepts in the ontology also affected the
mapping results like in the case of ITTalks. Other factors
that influenced the results were: the assumption of mutual
exclusivity made for the Bayesian approach, which might
not hold true for all leaf nodes (and could result in error)
or using a classifier other than Rainbow would produce
different results. In OntoEdit the techniques used in the
import, reuse and extraction phases greatly vary with
input data. The Anchor-Prompt algorithm produces good
results only if ontologies had similar structures. The tools
used in pre-processing data also influence the mapping
results.

The use of global, overarching upper level ontology to
serve as an inter-lingua (Cyc, SHOE, Ontolingua, SUMO,
Penman upper model, Rosetta) is not practical because it
is not possible to build one that covers all possible present
and future ontologies. The agent-based approaches that
use the WordNet lexicon for determining semantic
equivalence among terms (ONP, work done by Williams
et al.) are also prone to error due to the inherent
inconsistencies within WordNet [52].

Few approaches (Prompt, Anchor Prompt, Chimaera,
GLUE, and Description Compatibility) give experimental
results on their quality and utility.

Currently there exist a variety of heuristics and other
techniques that can be utilised for semantic
interoperability as described in section 3, but there is still
plenty of scope for refinement and for providing fully
automated frameworks.

6  Conclusion

Providing semantic interoperability among heterogeneous
ontologies is still primarily a semi-automated process. If
ontologies for multi-agent systems and the semantic web
are to realise their full potential, it is important to fully
automate the semantic translation among ontologies. The
issues outlined above must be addressed in order to
establish a generic, domain independent, fully automated

approach for interoperability across heterogeneous

ontologies.
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Abstract

Ontologies are widely used in text technology and ar-
tificial intelligence. The need to develop large on-
tologies for real-life applications provokes researchers
to automatize ontology extension procedures. Auto-
matic updates without the control of a human expert
can generate potential conflicts between original and
new knowledge. As a consequence the resulting ontol-
ogy can contain inconsistencies. On the other hand,
even if the information extracted from the external
sources automatically is consistent with the original
ontology it can be generalized unsystematically and
conceptually wrong. This in turn can lead to mis-
takes in applications of the extended ontology. We
propose an algorithm that models the process of the
adaptation of an ontology to new information and re-
generalizes the resulting ontology in a more intuitive
way inserting additional knowledge where this is pos-
sible.

1 Introduction

There is an increasing interest in applying and us-
ing ontological knowledge in artificial intelligence.
Examples for applications of ontologies in Al are
expert systems, dialogue systems, robotics, reason-
ing systems, web services, and text technological
tools. In general, knowledge-based systems are pro-
totypical examples for using and applying ontolog-
ical knowledge. The interested reader is referred
to www.cs.utexas.edu/users/mfkb/related.html,
where a long list of different knowledge-based systems
and ontology projects can be found.

An important motivation for research in ontology
design is the fact that inference processes can be made
more efficient. For example, an ontology with a sub-
sumption relation based on a many-sorted logic al-
lows to restrict inferences to those rules that are in
accordance to the sortal constraints. A classical (and
famous) application in the field of theorem proving
is the steamroller problem (Walter 1985) where the
number of clauses that are necessary to solve the
problem can be significantly reduced by introducing
hierarchical constraints on these sorts. Besides such
technical aspects, there is a further very general rea-
son for the endeavor to develop models for ontological

Copyright (©2006, Australian Computer Society, Inc. This pa-
per appeared at the Australasian Ontology Workshop (AOW
2006), Hobart, Australia. Conferences in Research and Prac-
tice in Information Technology, Vol. 72. M. A. Orgun and
T. Meyer, Eds. Reproduction for academic, not-for profit pur-
poses permitted provided this text is included.

systems: ontologies are still one of the few possibilities
to explore the hard problem, whether machines can
assign meanings to symbols, i.e. whether machines
can develop an important aspect of human-level in-
telligence.

The most important new development motivat-
ing many researchers on focusing on ontologies is the
omnipresence of the world wide web together with
its numerous applications and its economic impor-
tance. It is often claimed that ontological (i.e. se-
mantic) knowledge about domains of interest is one
of the most important steps in order to develop
new and intelligent web applications (Berners-Lee,
Hendler &Lassila 2001). Examples for such services
are intelligent search tools for large archives of multi-
modal information, multi-modal resources for arti-
ficial agents and personal assistants (that are per-
manently connected with the internet), or intelligent
document management tools for libraries and com-
panies. But also e-commerce applications, the devel-
opment of portals, or geospatial applications could
benefit from ontological knowledge.

Since the manual development of large ontologies
has been proven to be a very tedious, time-consuming
and expensive task, automatic procedures for seman-
tic annotations of relevant resources (texts and web
content) and the possibility to automatically adapt
and extent such ontologies would be desirable. There-
fore one can find many current investigations that
are devoted towards a development of automatic on-
tology learning methods (Gémez-Pérez & Manzano-
Macho 2003).

During the last decades several formalisms have
been proposed to represent ontological knowledge. In
recent years the world wide web and its connection to
various economically important applications has been
provided the environment for dynamic developments
in representation language standards. Probably the
most important one of existing markup languages for
ontology design is the Web Ontology Language O WL
(OWL 2004) in its three different versions OWL Lite,
OWL DL, and OWL Full (W3C 2004). The men-
tioned OWL versions are hierarchically ordered, such
that OWL Full includes OWL DL, and OWL DL in-
cludes OWL Lite. Consequently they differ in their
expressive strengths with respect to possible concept
formations.

All versions of OWL are based on the logical for-
malism called Description Logic DL (Baader et al.
2003). Description logics were originally designed for
the representation of terminological knowledge and
reasoning processes. They can be characterized as
subsystems of first-order predicate logic using at most
two variables. Two points should be mentioned:
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e In comparison to full first-order logic, description
logics are — due to their restrictions concerning
quantification — rather weak logics with respect
to their expressive strength. Nevertheless they
are considered as appropriate representation for-
malisms for ontological knowledge.

e DL can be used to characterize the different
OWL versions. For example, OWL DL can be
logically characterized as a syntactic variant of
the description logic SHOZN (D) (Motik, Sat-
tler &Studer 2004). As a consequence of the clear
logical foundation of the OWL versions using de-
scription logics, important formal properties of
the different OWL versions can be specified, for
example, their decidability properties: whereas
OWL Full is undecidable (due to the lack of re-
strictions to transitive properties), OWL DL and
OWL Lite are decidable.

Although most of the tools extracting or extending
ontologies automatically output the knowledge in the
OWL-format, they usually use only a small subset
of the underlying description logic. Core ontologies
generated in practice consist of a set of concepts, the
subsumption relation defined on concepts (inducing
a taxonomy) and general relations (such as part-of)
defined on concepts. At present complex ontologies
making use of the whole expressive power and ad-
vances of the various versions of description logics
can be achieved only manually or semi-automatically.
Disadvantages of manual or semi-automatic appli-
cations of knowledge representation formalisms are
costs (expensive and time-consuming).

However, several approaches appeared recently
tending not only to learn taxonomic and general re-
lations but also to state which concepts in the knowl-
edge base are equivalent or disjoint (Haase 2005).
In the present paper, we concentrate on these ap-
proaches. We will consider only terminological knowl-
edge (called TBox in DL) leaving the information
about assertions in the knowledge base (called ABox
in DL) for the further investigation.!

Approaches of automatic ontology learning and
automatic ontology extension — in particular if they
are based on rather expressive logics — are often faced
with the so-called generalization problem.? The ap-
propriate level of granularity of an underlying ontol-
ogy is usually hard to achieve. Two major problems
can be distinguished:

e Inappropriate generalizations of concepts can
lead, in the worst case, to inconsistencies if on-
tologies are automatically extended. Assume a
concept C' in the ontology was overgeneralized,
then a new axiom that must be added to the on-
tology — due to new available information — can
represent an exception towards C' and can con-
flict with its definition. In this case C is too
coarse. Resolving inconsistencies in logic based
systems is well-known to be a hard problem.

e The undergeneralization of concepts in an ontol-
ogy does not provoke inconsistencies, but it can
lead to a loss of information by an ontology ap-
plication (Ceusters et al. 2003). In this case, the
underlying concept must be generalized because
in its original form it is too fine-grained.

In this paper, we provide an overview of the men-
tioned generalization problems in ontologies automat-
ically learned from external sources. Sections 3 and 4

! The formal definition of terminological knowledge coded in a
TBox is stated in Section 2.
2For a motivation compare (Haase et al. 2005).

discuss the overgeneralization problem, whereas Sec-
tion 5 deals with the undergeneralization problem.
We give algorithmic solutions for both problems, in
particular we specify how to resolve occurring con-
tradictions and get additional knowledge where this
is possible, and how regeneralizations of an ontology
can be achieved if some underlying concepts is too
fine-grained.

The paper has the following structure: In Section
2, we roughly summarize some important definitions
of the syntax and semantics of description logics and
we introduce the notion of least common subsumer.
Section 3 starts with a rough summary of classical
existing approaches to model inconsistent informa-
tion and presents some intuitive ideas how occur-
ring inconsistencies in ontology extension processes
can be resolved. In Section 4, we present the algo-
rithm AdaptOnto that allows the extension of ontolo-
gies with inconsistent information by an adaptation
process. Section 5 addresses the generalization prob-
lem in consistent ontologies and proposes an algorith-
mic solution of this problem by the algorithm Regen
as well as the prototype implementation. Last but
not least, Section 6 adds some remarks concerning
semantic issues and Section 7 concludes the paper.

2 Description Logic

2.1 Basic Definitions

In this section, we define the DL-logic underlying
the ontological knowledge representation considered
in this paper.® For a detailed presentation and
an overview of various description logics, including
their syntax and semantics, the reader is referred to
(Baader et al. 2003).

Given a set of concept names N¢ and a set of role
names Ng a TBoz (terminological box) is a finite set
of axioms of the form A; = As (equalities) or AT C
(inclusions) where A stands for a concept name and
C (called concept description) is defined as follows (R
denotes a role name):

C—A|-A|VRA

The symbol = denotes the syntactical equality of
concept descriptions. The concepts occurring on the
left side of an axiom are called aziomatized (az). In
an axiom with a concept A on the left side the concept
on its right side is called definition of A.

Concept descriptions are interpreted in a classical
model-theoretic sense (for details compare (Baader
et al. 2003)). An interpretation T is a pair (AZ,.T)
where A7 is a non-empty domain of individuals and
the interpretation function -Z maps concept names to
subsets of AZ and role names to subsets of A7 x AT,
Concept descriptions are interpreted as follows:

(ﬁA)I — AI\AI
(VR.A)? = {z € AT | Vy.(z,y) € RT — y € AT}

An interpretation Z is a model of a TBox 7 if for
every inclusion A C C in 7 it holds AT C C7 and for
every equality A; = Ay we have A7 = AZ. A concept
description D subsumes C' in T (formally represented
by 7 = C C D) if for every model Z of 7T cT c DT,
A concept C is called satisfiable towards T if there is

a model Z of 7 such that C? is nonempty. Otherwise
C is called unsatisfiable and it holds 7 = C' C L.

31In the following definitions we closely follow (Haase et al. 2005)
who present an approach using one of the most powerful DL-version
in ontology learning procedure.



Algorithms for checking satisfiability of concept
descriptions have been implemented in several reason-
ing systems.? For example, the FaCT system imple-
ments subsumption for a very expressive DL SHZQ
(Horrocks 1998). Most of these systems are based
on Tableau calculi. The idea is to use facts about
the world (coded in the ABox) in order to construct
a model for these facts (relative to the given TBox).
The construction is usually performed by so-called ez-
pansion rules decomposing underlying concepts until
no further application of a rule is possible or a contra-
diction is reached. It should be noted that the these
reasoners usually use the well-known correspondence
between the subsumption C' £ D and the unsatisfia-
bility of C M —=D.

2.2 Least Common Subsumers

Recent research in description logics is strongly
concerned with non-standard inferences (Baader&
Kiisters 2006) tending to support bottom-up con-
structions of knowledge bases. A knowledge engineer
introduces typical examples of a new concept and the
system tries to find commonalities between them and
generalizes it in a definition.

An important task for generalizing a new concept
is the computation of the least common subsumer for
a set of concepts (first mentioned in (Cohen et al.
1993)). Intuitively, the least common subsumer (Ics)
for two concept descriptions Cy and Cs is a concept
description that collects all common features of Cj
and Cy and is most specific towards subsumption.

Definition 1 A concept description E of DL L is a
least common subsumer (lcs) of the concept descrip-
tions C1,...,Cp in L (Icsg(Cy,...,Cy) for short) if

and only if the following two conditions are satisfied:
1. Vie{l,....,n}: C;C FE and

2.VE' e L:ifVie{l,...,n}:C; C E then
ECE

There are algorithms for computing lcs for differ-
ent DL logics (Baader & Kiisters 2006). All of these
algorithms work with logics allowing at least the ex-
istence of a top element. Because of the specificity
of the logic considered in this paper (no conjunc-
tion, no top and bottom elements, multiple definitions
for one concept) we define the set of the least com-
mon subsumers [css for the set of concept descriptions
Ci,...,C, towards a TBox 7 slightly differently from
the usual way.

First of all, let us recursively define the function
subsumers computing the set of all possible sub-
sumers (formulated in the DL under consideration)
for a concept C towards a TBox 7:

subsumersy(C)={D|D=C v CCDeT V
D' :CC D' €T AD € subsumerst(D’)} U
{-A| 34" : C=-A"NA € subsumersr(A')} U
{VR.A|3A": C=VR.A' N A’ € subsumerst(A)}

The definition can be summarizes as follows: For
every concept description C' the set subsumersy(C)
contains the following elements:

(a) C itself;

(b) Concept descriptions occurring on the right side
of the axioms in 7 that axiomatize C;

(¢) Concept descriptions that subsume the concept
descriptions from (b) (the subsumption relation
is transitive).

4Some of the DL reasoners are listed at
http://www.cs.man.ac.uk/~sattler/reasoners.html.
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If C is a negated atomic concept (C'=-A’), then
the set subsumerst(C) collects the negated subcon-
cepts of A’. Since general axioms (with concept de-
scriptions on the left side) are disallowed in our logic,
atomic concepts can subsume only atomic concepts
and no negations or value restrictions. Every value
restriction VR.A’ is subsumed only by the relational
restrictions VR.A where A subsumes A’.

According to this constructive definition the set
subsumers is exhaustive in our DL as stated explicitly
in Fact 1:

Fact 1 For every TBox T, for all concept descrip-
tions C,C":

C’ € subsumersr(C) & TECCC

Now we define the function lcss computing the
set of least common subsumers for a set of concept
descriptions C1,...,C, towards a TBox 7 according
to Definition 1.

Definition 2 A set L is the set of least common sub-
sumers of the concept descriptions C1, . .., Cy, towards
the TBox T (lcsst(Ch,...,Cy)) if and only if it is
specified as follows:

1. CS = Niequ,....nysubsumerst (C;) and

2. L={CeCS|YC"eCS: TEC' CC—
C'=C}

In the following sections, we show how the notion
of the least common subsumer can be used for regen-
eralizing a TBox.

3 Ontology Extension: Inconsistencies

3.1 Classical Approaches for Inconsistent In-
formation

Inconsistencies occurring in reasoning processes do
have a long history in artificial intelligence. Due to
the fact that many approaches in Al are based on one
or the other form of classical logic and inconsistencies,
for example, triggered by new information added to a
knowledge base, cannot be easily treated in classical
logic, researchers proposed many approaches to solve
this problem. The difficulties in modeling inconsis-
tencies in classical logic are strongly connected to the
monotonicity property of logic. This property can be
described as follows: for all sets A of first-order for-
mulas and all first-order formulas ¢ and ¥ it holds:

if AF¢ then AU ¢

In an application, based on classical logic, an up-
date of the set of premises A with v such that ¥ < —¢
the consequence ¢ is still provable, contrary to the
intuition that we have evidence for —¢. In order to
avoid this type of conclusion, so-called non-monotonic
reasoning techniques were developed and extensively
discussed in the literature (Bibel et al. 1993). We
mention three prominent approaches that were pro-
posed to model non-monotonicity.

o Default logic (Reiter 1980): A default theory
(W, A) distinguishes two types of rules. W repre-
sents a world description, i.e. strict background
knowledge, whereas A denotes a set of defaults,
representing revisable information. Intuitively
(and very simplified) this means: if we have no

evidence that a formula —6 is true, then assume
that 6 holds.
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e Answer set programming (Baral 2003): A nat-
ural idea of modeling inconsistencies is to intro-
duce a ranking order on rules that can be applied
in reasoning systems. Intuitively more specific
rules are higher ranked than very general rules,
i.e. general rules can be overwritten (revised) by
specific information.

e Circumscription (Lifschitz 1994): Based on the
idea of logical minimization, the circumscription
of a predicate P relative to a world description
W means that there is no other predicate P’
such that W still holds and the extension of P’ is
strictly smaller than the extension of P. In other
words, P is minimal with respect to W.

The listed approaches represent only a few exam-
ples of theories that were proposed to model inconsis-
tencies and non-monotonicity. Nevertheless no gen-
erally accepted solution for non-monotonic reasoning
seems to be available.

3.2 Inconsistencies and Ontologies

We want to consider inconsistencies in ontologies
more closely. An ontology based on description logic
can contain contradictions only if its underlying logic
allows negation. Ontologies share this property with
every logical system (like, for example, first-order
logic). For the approaches concerned with core on-
tologies no contradictions in the ontological knowl-
edge base is possible. But for approaches using more
powerful logics, the problem of inconsistency becomes
very important (Haase et al. 2005). In order to make
the notion of inconsistency of a TBox precise we give
the following definition.

Definition 3 A TBox T is inconsistent if there exist
a concept C € ax(T) that is unsatisfiable.

A number of approaches have been proposed
treating inconsistencies by extending the under-
lying description logic with additional syntactical
means. Some examples are extensions by default
sets (Heymans & Vermeir 2002), by planning sys-
tems (Baader et al. 2005), by belief-revision processes
(Flouris et al. 2005), or by epistemic operators (Katz
&Parsi 2005). Unfortunately, these approaches are
beyond ordinary description logics, i.e. they cannot
be coded in standard versions of description logic.
Therefore the application of classical DL reasoners
is impossible due to the fact that standard DL infer-
ences cannot be performed.

There are several theoretical approaches treat-
ing occurring inconsistencies for quite expressive DL-
logics, but — contrary to the cases above — do not go
beyond description logic. The following list summa-
rizes some of these approaches:

e (Ghilardi et al. 2006) suggests a characteriza-
tion of non-conservative extensions of an ontol-
ogy: If a concept description is satisfiable prior
to an extension, but becomes unsatisfiable after
the extension, then a witness concept descrip-
tion demonstrating this fact will be suggested to
the ontology engineer. Occurring inconsistencies
caused by an ontology extension can be consid-
ered as a special case of a non-conservative ex-
tension. This approach does not provide a gen-
eral solution of the inconsistency problem, but
can help the human expert to discover occurring
inconsistencies in certain cases.

e In (Fanizzi et al. 2005), the authors propose an
ontology refinement procedure based on positive

and negative assertions for concepts. If a con-
cept C' becomes unsatisfiable after an ontology
extension, then the axiom defining C' is replaced
by a new axiom constructed on the basis of the
positive assertions for this concept. Thus, the in-
formation previously defined in the TBox for the
concept C' gets lost.

e (Ovchinnikova & Kiithnberger 2006a) introduce
a procedure automatically changing the original
ontology if it conflicts with new information. The
changes in the conflicting axioms are performed
in order to achieve a resulting ontology that is
consistent. Additionally these changes can be in-
terpreted as an adaptation process, amalgamat-
ing previous knowledge to new data.

The listed approaches (and many others dealing
with non-monotonic and non-conservative extensions)
are concerned with quite expressive DL-logics and
tend to support a semi-automatic development of
ontologies. The situation with automatic ontology
learning seems to be different:

e First, there is no ontology engineer who super-
vises the procedure.

e Second, the changes in the ontology are supposed
to be relevant and possibly minimal.

e Third, the axioms extracted automatically from
the external sources can be inconsistent.

e Finally, the underlying logic tends to be rather
weak with respect to its expressive power.

In the next subsection, we consider some types of
examples for which an automatic adaptation process
can be implemented.

3.3 Resolving Occurring Inconsistencies in
Automatic Ontology Learning

An interesting approach towards an automatic on-
tology learning procedure was proposed in (Haase
et al. 2005). If the ontology under consideration is
provably inconsistent, then one or more axioms must
be deleted from this ontology. The axioms to be
deleted are chosen according to a confidence rating.
This rating is computed on the basis of the term dis-
tribution in texts used for learning.

Intuitively plausible is the consequence that in
some cases the removal of a whole axiom can lead
to a loss of relevant information. We consider an
example to make this point clear.

TBox: {Bird C Flying, Flying C Moving,
Canary C Bird,Penguin C Bird}
New axiom: Penguin C —Flying

By removing the information birds fly we will
obtain the proper generalization, but lose the knowl-
edge that all birds considered before the ontology
extension can fly (such as Canary - the subconcept
of Bird) and that all birds can move. We propose
the following solution of how to adapt the ontology
to the new information penguin cannot fly.

Adapted TBox:

{Bird C Moving, Flying C Moving,
FlyingBird C Bird,FlyingBird L Flying,
Canary C FlyingBird,

Penguin C Bird,Penguin C —Flying}

The proposed solution is simple: We want to
keep in the definition of the concept Bird subsum-
ing Penguin a maximum of information that does not



conflict with the definition of Penguin. The conflict-
ing information is moved to the definition of the new
concept FlyingBird, which is declared to subsume
all former subconcepts of Bird (such as Canary for
example).

Presupposing that the new axioms extracted from
external sources in order to be added to the ontology
contain true information we conclude that the incon-
sistency is provoked by overgeneralized concepts. In
the example above, the statement all birds fly is too
general for the described update, namely the intro-
duction of a counterexample.

The example below represents a case where
two overgeneralized definitions of the same concept
conflict with each other:

TBox: {Tomato C VhasColor.Red,
Red C Color,Red C —Yellow,
Yellow C Color,Yellow C —Red}
New axiom: Tomato C VhasColor.Yellow
Adapted TBox:
{Tomato C VhasColor.Color,Red C Color,
Red C —Yellow,Yellow C Color,Yellow C —Red}

In the example above, both definitions of Tomato
(VhasColor.Red and VhasColor.Yellow) are too spe-
cific. Red and Yellow being disjoint concepts produce
a conflict. It seems to be an intuitive solution to re-
place these concepts by their least common subsumer
Color. Furthermore it is plausible to claim that all
tomatoes have color without specifying this color pre-
cisely.

Unfortunately, not all types of inconsistency can
be resolved automatically. For axioms of the form
A C D and A C =D no other alternative can be found
to guarantee consistency, except to removing one of
the problematic axioms. Without appealing to exter-
nal knowledge (such as the confidence rating of the
axioms) one cannot decide which axiom need to be
removed.

We want to generalize the examples discussed so
far. If a concept X is defined in the TBox 7 by the ax-
ioms X C A and X C B such that A conflicts with B
in 7, then the following options can be distinguished:

1. A and B are disjoint concept descriptions having
common subsumers (the tomato example given
above):

The solution in this case is to replace the axioms
X C A, X C B with the corresponding defini-
tions taken from the set lesst (A4, B).

2. A € ax(T) and some definition D of A conflicts
with B (the penguin example given above):
This case can be considered as the overgeneral-
ization of A, because the concept X being sub-
concept of A represents an exception towards the
definition D. The definition D must be revised as
follows: a) D is replaced with its most specific su-
perconcepts that do not conflict with B; if there
is no such concept then A C D is just deleted;
b) a new concept A’ is added to the TBox as a
subconcept of A and D; A is replaced with A’ in
the definition of all its subconcepts except in the
definition of X.

3. A, B € ax(T), a definition D4 of A conflicts with
B, and a definition D of B conflicts with A:
In this case there is no automatic logical solu-
tion. Any of the definitions (D4 or Dp) can
be changed in the way described in the previous
option (2) in order to achieve a consistent ontol-
ogy. A confidence rating as suggested in (Haase
et al. 2005) can be used for a selection of the
axioms to be changed. For example, a function
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Teonf : Concepts — R can be used to assign a
confidence rating to every concept. In this pa-
per, we do not discuss this rating in more detail.

4. Otherwise:
One of the conflicting axioms (X C A or X C B)
must be removed from the TBox. A confidence
rating as suggested in (Haase et al. 2005) can be
used for the selection of the relevant axiom to be
removed.

In order to formalize the procedure described
above we need to introduce the notion of a conflict
in the following definition.

Definition 4 For every TBox 7T, two concept de-
seriptions Cy and Co conflict with each other in T
if and only if for every model M of T :

cMneM =0

If the underlying logic allows conjunction (what
is not true for our logic), then the definition above
is equivalent to the following statement: two concept
descriptions C7 and Cs conflict with each other in
TBox 7 if and only if

T = NG C L

The ontology adaptation algorithm described in
the next section is a modification of the ideas
that have been developed for the ALE-DL in
(Ovchinnikova & Kiihnberger 2006a), in order to
model the less expressive logic defined in (Haase
et al. 2005). This relatively weak logic seems to be
appropriate for an implementation of an automatic
ontology extension procedure.

4 Ontology Adaptation Algorithm

In this section, we describe the algorithm adapting an
ontology to a new axiom. Before applying the adap-
tation algorithm AdaptOnto to a TBox, all equalities
must be replaced by inclusions:

A=Ay — A C Ay AT A

The proposed algorithm AdaptOnto adapts a
TBox 7 to a new axiom X C Y. The algorithm re-
vises the definitions of the subconcepts of X because
the introduction of a new definition of a concept X
can have an influence on the semantics of its subcon-
cepts.

If a concept A is a subconcept of X, then every
two definitions D1 and Dy of A are checked whether
conflicts occur. If D; conflicts with D, and the set
of common subsumers for Dy and Dy is non-empty,
then D; and Ds in the definitions of A will be replaced
with their least common subsumers.

A definition of A (Dy or Ds) is overgeneralized
(and denoted by D,) if it is axiomatized in 7 and
some of its definitions conflicts with the alternative
definition of A®. The definition of D, will be changed.
The alternative concept taken from the set {D1, Do}
is denoted by D. and is called contradicting defini-
tion.

The set C. collects superconcepts of D, that con-
flict with D.. On the other hand, the set C,, denotes
non-contradicting concepts. As explained in Sec. 3,
the conflicting definitions of D, (from the set C;) are
removed from 7 and assigned to the new concept Ay
if they are minimal towards subsumption. Ay is de-
clared to be a subconcept of D,. Non-contradicting

5In the case of two overgeneralized concepts the axioms to be
changed are chosen according to the confidence rating.
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Input: a TBox 7, an axiom X C Y
Output: an adapted TBox 7’

T :=TU{XCY}

FOR Ac{A cax(T")|T'EAC X}

FOR {Dl,DQ}:AEDlGT’/\AEDQET’/\Dl#DQ

IF D; conflicts with Dy in 7’ THEN
IF lCSSTI(Dl,Dg) 7& <& THEN

T =T \{AC D1,AC Dy} U{AC C"| C' € less (D1, Ds)}

ELSE

IF 3i,j€{1,2}:3D}: D; C D, € T" AN D} conflicts with D; in 7’ THEN
IF 3D): Djz C D} € T" A D} conflicts with D; in 7' THEN
D, = Dk6{1,2} such that Tconf(Dk) < 7”conf(Dme{l,2},m;ék)

Dc S {D17D2} \ {Do}
ELSE D, :=D;,D.:= D

C. :={C € subsumerst/(D,) | C conflicts with D, in T'}

Q

n = {C € subsumersy(D,) | C does not conflict with D, in T'}

T — T\ ({D,CC|CeCYU{ZT D, | Z+# A}U
(D,CC|CeCyAVC €Cyy: T = C'C C = C'=CIU
{ANCC|CeC,AYC €C,:T' =C'CC — C'=C}U
{ANEDO}U{WEAN ‘ W%A/\WEDOGT/}

ELSE D, := Dk€{1,2} such that rcony(Dk) < Tconf(Dme{l,Q},mgék)

T =T \{AC D,}
END FOR
END FOR

Figure 1: The Algorithm AdaptOnto for adapting a TBox 7 to a new axiom given by a concept description.
The output is a new TBox 7" resolving overgeneralized definitions.

concepts from C,, that are minimal towards subsump-
tion are added to the TBox as definitions of D,. Pre-
vious subconcepts of D, are declared to be subsumed
by the new concept Ax that captures the original se-
mantics of D,,.

If the overgeneralization can not be defined then
the definition of A (D; or Ds) that has the least con-
fidence rating is removed from the TBox.

5 Generalization Problem in Consistent On-
tologies

5.1 The Problem

Even a consistent ontology can contain generalization
errors. Automatic ontology learning procedures often
rely on random facts that are extracted from exter-
nal sources and are not observed by a human expert.
Therefore the proper generalization of an automati-
cally extracted ontology is rather accidental than in-
tended.

We saw in the previous sections — particularly in
Section 3 — that definitions of overgeneralized con-
cepts can be detected and appropriately revised by
the appearance of exceptions. On the other hand,
undergeneralized concepts can sometimes be revised
without additional information. Let us consider a
simple example. Suppose that our ontology contains
the facts:

- Dogs are animals that breathe and drink water.
- Cats are animals that breathe and drink milk.
- Horses are animals that breathe and eat hay.

. and so on for other animals.

Probably we would like to conclude from such a
collection of facts that all animals can breathe and
reformulate the ontology in the following way:

- All animals breathe.
- Dogs are animals that drink water.
- Cats are animals that drink milk.
- Horses are animals that eat hay.

. and so on.

Undergeneralization does not lead to inconsisten-
cies of an ontology. But it is also not only a matter of
design. Suppose that by a further extension of an on-
tology or by an instantiation it will be derived that a
mole is an animal, but nothing else is known about it.
We would like to infer that a mole can also breathe
like other animals do. A proper generalization will
help us to do so.

In practical applications, the undergeneralization
problem is well-known and usually treated either
semi-automatically or by analyzing external linguis-
tic data. For example, in (Ceusters et al. 2003) it is
shown how cross-lingual information can be used to
detect undergeneralization in large ontologies.

In (Ovchinnikova & Kiithnberger 2006b), the au-
thors introduce an induction procedure designed for
the regeneralization of the axioms in an ALCN de-
scription logic. In the following sections we adapt this
procedure to the simple DL logic under consideration
in order to make it applicable in automatic ontology
learning.

5.2 Induction

The idea of an induction procedure proposed in
(Ovchinnikova & Kiithnberger 2006b) is simple. If all
subconcepts of a concept C' are also subconcepts of
some other concept G, then C is likely to be a sub-
concept of G. Such generalizations are very similar
to what is called upward inheritance in feature logic
or programming: if all subtypes of a type C share the
same feature, this feature should be inherited by C.

For practical applications it is useful to introduce
certain heuristics and generalize a concept only if it
has more than ¢ many subconcepts with the same fea-
ture, where t is considered as an empirical parameter.
In other words, statistical information can be used in
order to decide whether a concept should be general-
ized or not.

After the execution of inductions it can happen
that mistakes occur provided that more information
is available. For example, if only bird species occur
in a certain context and we apply induction it could



happen that we end up with an ontology where all
animals can fly. All inductions can be checked and
adapted during the next steps of the ontology ex-
tension by applying the procedure described in the
previous sections.

In Subsection 5.3 and Subsection 5.4, we will con-
sider the algorithmic details of induction: first, we
discuss the algorithm Regen in Subsection 5.3. Sec-
ond, we add some remarks concerning the prototype
implementation of this algorithm in Subsection 5.4.
The following definition specifies the induction pro-
cedure:

Definition 5 For every TBox T, for every concept
name A the induction function Ind : TBor x A —
T Box is defined as follows:
Leaves(A) := {concept name L | T = LC AN

Y concept name B : L=BVT [~ L C B}

LCS =lcesst(Au, ..., Ay) where
Ay, ..., A} = Leaves(A)

Ind(T,A)=TU{ACC|CeLCSA
VO € LOS: T = C' C C — C'=C}

In Definition 5, the induction function Ind is de-
fined for a TBox 7 and a concept name A. The set
Leaves collects all the subconcepts of A that have
no further subconcepts. The set LCS represents the
least common subsumers of the leaves of A. The in-
duction function returns the TBox 7’ extending 7
with axioms that are minimal towards subsumption
concepts taken from LC'S.

In order to make the induction procedure more
transparent, we give a simple example® of the
application of the induction function to the TBox
below and the concept Person:

TBox:
{Woman C Personl1VhasSpouse.Man,
Man C Person 1 VhasSpouse.Woman}

Regeneralized TBox:
{Person C VhasSpouse.Person,
Woman C Person[1VhasSpouse.Man,
Man C Person/1 VhasSpouse.Woman}

In the example above, new information is added
to the definition of the concept Person. From the de-
finitions of its leaves Man and Woman it can be induced
that every spouse of a person is also a person.

In the next section, we introduce the algorithm re-
generalizing a TBox formalized in the DL logic under
consideration.

5.3 Ontology Regeneralization

This section presents the regeneralization algorithm
Regen inducing new definitions for concepts in the
TBox 7 on basis of the definitions of their subcon-
cepts.

The algorithm proposed in Figure 2 tries to re-
generalize every concept A in 7. The set of leaves
Leaves(A) is computed for A. If the cardinality of
this set exceeds the empirical parameter ¢ (for ¢t € N),
then the set of the least common subsumers LCS is
computed relative to the concepts in Leaves(A). If
the set LC'S is non-empty, then the concept A will be
regeneralized as follows:

a) Concept descriptions from the set LC'S will
be declared to subsume A;

51n the following examples we use the symbol M for abbreviation:
{C C Dy N D3} stands for {C C D1,C C D>}.
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Input: a TBox 7, a parameter ¢
Output: a regeneralized TBox 7’
T':=T
FOR concept name A
Leaves(A) := {concept name L|T E L
Y concept name B:L=BV7T {= B
IF |Leaves(A)| >t THEN
LCS =lcsst(Ay, ..., Ay) where
A1, ..., Ap} = Leaves(A)

-
C

AN
A’}

FOR C € LCS
IF 7' AC C AND
VC'e LCS:T'=C'"CC — C'=C
THEN 7' :=T'U{AC C}

FOR A':T' = A'C A
T =T'\{A'CD|T ECC D}
END FOR
END FOR

END FOR

Figure 2: Algorithm Regen for the regeneralization of
a TBox 7. Regen resolves undergeneralized concept
definitions.

b) The definitions of the subconcepts of A that
subsume concepts from LCS will be removed
(since they become redundant).

The algorithm Regen computes the construction
specified in Definition 5 by computing the gener-
alization of a given TBox. The following example
illustrates the application of the Regen algorithm:

TBox:
{Cat C Animal MBreathingMVdrink.Milk,
Dog C Animal [ Breathing[1Vdrink.Water,
Man C Human M Breathing,
Milk C Liquid,Water C Liquid}

Regeneralized TBox:
{Animal C Breathing M Vdrink.Liquid,
Cat C Animal MVYdrink.Milk,
Dog C Animal N Vdrink.Water,
Man C Human 1 Breathing,
Milk C Liquid, Water C Liquid}

In the example above, new definition is generated
for the concept Animal. The redundant information
about breathing is removed from the definitions of
Cat and Dog.

5.4 Prototype Implementation

The prototype implementation of the regeneraliza-
tion procedure has been tested successfully on an
example ontology automatically extracted with the
tools developed in the framework of the ASADO
project (www.cogsci.uni-osnabrueck.de/~ASADO).
The basis of the ASADO project were scanned doc-
uments (a majority of them taken from the aviation
industry). In the project, standard tools mainly taken
from computational linguistics research were applied
to make these documents electronically available. Ex-
amples of such tools were an OCR-software, a tagger,
or a state-of-the-art statistical parser. Based on the
resulting electronically enriched documents an ontol-
ogy for these documents was automatically extracted.
For cross-evaluation purposes other document cor-
pora were also used.

The ASADO ontology contains only the taxonomy,
general relations and as logical connective conjunc-
tion. Here is an example of a concept definition in
the RDF format:
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<rdfs:Class rdf:about="o:telephone-account">
<rdfs:subClassOf rdf:resource="o:account"/>
</rdfs:Class>

According to this definition the concept telephone
account is a subconcept of the concept account having
the property to be "telephone”. In description logics
this information can be formalized as follows:

telephone-account T attribute_telephone I
account

The considered ASADO ontology contains approx-
imately 3000 concepts. Among them we have found
20 undergeneralized concepts. It is clearly a mat-
ter of discussion if all regeneralizations proposed by
the system are relevant for the thematic area under
consideration. But the discovered undergeneraliza-
tion cases can give the ontology engineer important
hints of how to refine an ontology extracted automat-
ically. Furthermore the undergeneralization cases can
serve as an additional evaluation criteria of the ontol-
ogy learning procedure.

Let us consider a quite simple and obvious exam-
ple of an undergeneralized concept. The ASADO
ontology contains several concepts using the con-
cept hong in the definitions: epson-hong-kong, epson-
hong-kong-limited, epson-hong-kong-ltd, hong-kong-
phone, hong-kong-user. It is obvious that hong never
occurs in the ontology without the concept kong. The
system suggests to unite the concepts hong and kong
in one concept.

In the near future, we plan to test the proposed al-
gorithm on ontologies formalized in more expressive
description logics. Nevertheless, the described proto-
type implementation already supports the claim that
the presented induction procedure is relevant for on-
tology engineering.

6 Semantic Issues

Although we do not focus in detail on semantic issues
in this paper, some remarks concerning the semantics
of a regeneralized TBox are added in this subsection.
We postpone a thorough discussion of this important
issue to another paper.

Let us consider the regeneralization of just one
concept A axiomatized in a given TBox. By slightly
simplifying things, we get the following situation: If
A is undergeneralized, then its definition will be ex-
tended by the Regen algorithm. In the case of an
overgeneralization some concept descriptions will be
removed from the definition of A by AdaptOnto. It
is easy to show that in both cases only the seman-
tics of A itself changes, whereas the semantics of its
subconcepts remains unchanged. Obviously, the two
processes change the semantics of A in two different
directions. Whereas the induction procedure narrows
the semantics of A by adding further constraints, the
adaptation procedure AdaptOnto extends it by re-
moving removing constraints on A. The following
Fact is a direct consequence of the considerations so
far.

Fact 2 For every TBox T, for every interpretation
Z, and for every axiom Ax the following two claims
hold:

(i) If T models T, then it holds T models the adapted
TBox AdaptOnto(T , Ax).

(1) If T models the regeneralized TBox Regen(T),
then it holds T models T .

Assuming that the function subsumers(C) intro-
duced above computes all possible concept descrip-
tions subsuming C' in the DL under consideration
(Fact 1), we claim that the induction procedure com-
putes "the best” regeneralization for A relative to a
chosen heuristics. In other words nothing more can
be induced about A in the induction process relative
to the chosen heuristic.”

Fact 3 For every TBox T, for every concept name
A, and for every concept description C' the following
equivalence holds:

Tk ACA—-TEACO &
Ind(T,A) = ACC

In the adaptation procedure, the choice of the
overgeneralized concept is based on a heuristics.
Therefore it is impossible to prove strictly logically
that the AdaptOnto algorithm guarantees the mini-
mality of changes® of an inconsistent ontology. But
once the overgeneralized concept has been chosen,
then it is quite obvious that AdaptOnto removes a
minimum of information from its definition. This
claim follows directly from the definition of the sub-
sumers function (Fact 1). For an overgeneralized con-
cept A the sets C. and C,, of conflicting and non-
contradicting concept descriptions subsuming A are
computed on the basis of the subsumers function.
Therefore these sets are exhaustive in the description
logic under consideration.

7 Conclusion and Future Work

In this paper, we presented an approach for dynami-
cally resolving conflicts appearing by automatic ontol-
ogy learning. We have adopted ideas firstly presented
in (Ovchinnikova & Kiithnberger 2006a) for the subset
of description logics corresponding to the logic prac-
tically used in systems for ontology learning (Haase
et al. 2005). The main contributions of this paper are
the specification of an algorithm for ontology adapta-
tion for the mentioned weak logic practically used in
systems and the specification of an algorithm gener-
alizing ontologies (based on the same logic). Whereas
ontology adaptation is strongly connected to non-
monotonicity and the problem of handling inconsis-
tencies, generalizations are strongly related to induc-
tive reasoning.

The two algorithms AdaptOnto and Regen can be
embedded into an overall architecture amalgamating
ontologies automatically if new information about the
original TBox is available. Figure 3 represents dia-
grammatically how these two algorithms can be em-
bedded into an ontology framework. The following
list summarizes some important steps in this integra-
tion process.

e Starting with a given ontology O new informa-
tion (represented by axioms) updates the logical
description of O. The result is a new (updated)
ontology OV, i.e. the underlying TBox is up-
dated by these new axioms.

e In a second step, a standard reasoning system
checks the consistency of Ot.

"Recall that the heuristics is based on the chosen natural num-
ber t of leaves of A with the same feature.

8Due to a long history of non-monotonic reasoning in AI where
minimality conditions play an important role, the formal definition
of the notion of minimality in this context requires an additional
investigation. In this section, we use this term informally just to
give an idea of how to evaluate the proposed procedures from the
semantical point of view.
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Figure 3: The diagrammatic representation of inte-
grating the algorithms described in this paper into an
ontology system. The resulting circle is permanently
updating ontological knowledge with new information
in a consistent way and keeps the ontology as compact
as possible.

e If an inconsistency occurs, the presented algo-
rithm AdaptOnto generates a new consistent on-
tology Own If no inconsistency occurs no adap-
tation is necessary.

e Finally the algorithm Regen rewrites the ontol-
ogy O}, into an ontology representing knowl-
edge in a more compact way by rewriting under-
generalized concepts.

e The circle starts again by an update given of new
axioms.

In the near future, we plan to develop a proto-
type implementation of the proposed architecture by
combining the presented algorithms and test them on
existing ontologies. It is of particular interest to see
to what extent statistical information about the dis-
tribution and co-occurrence of concepts in texts can
help to improve the adaptation procedure for mak-
ing it more adequate to human intuition. Similarly,
generalizations defined on ontologies are also depen-
dent on statistically relevant information as can be
seen in Figure 2 where generalization is only possible
if a concept has more than ¢ subsumers with the same
feature.

Last but not least, an important theoretical issue
concerns the complexity of the proposed algorithms.
In the future, we plan to show characterization results
specifying the complexities classes of the algorithms
AdaptOnto and Regen, in order to prove theoretically
the practical relevance and the tractability of the pro-
posed architecture.
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Abstract

This paper discusses the manner in which SNOMED
CT (SCT) has confused the metonymic role of some
class labels as holonyms and has inappropriately
assigned property inheritance down a holonymic chain
due to its transitiveness. The notion of emergent
properties is introduced as the only form of property
that can exist on a holonym and its use in a hypernymic
inheritance hierarchy is discussed. The consequences of
this modelling approach for SCT are discussed and the
use of metonymic substitution for holonyms at the
point of care is presented as a source of confusion for
causing the modelling of inheritance in holonymic
hierarchies for clinical care. The mathematical
modelling of the metonymic substitution is discussed
but left as future work."

Keywords: ontology, metonymy, holonymy, emergent
properties

1. Introduction

SNOMED CT (SCT) is a very large scale ontology
used for the description of certain classes of medical
and health community knowledge. We are interested in
its value for the functional purposes of computation at
the point of care and the issues in maintaining and
delivering it for those purposes. SCT is maintained by
the College of American Pathologists (CAP) and not
necessarily fit for purpose for all health and medical
domains. Although very wide ranging with over
360,000 concepts and 1.2 million relations it lacks some
fundamental facets of a full ontology. It is not an
ontology in the strictest sense of the word as it contains
a great deal of knowledge that is compositions of
fundamental elements within the system. That is, it is
possible to express the same collection of ideas with
multiple strategies either as a single concept (if
sanctioned) or as a group of individual concepts, for
example, fracture of neck of femur (concept 591300) vs
{fracture (concept 72704001) | neck of femur (concpept
29627003)}. Also, classes do not have attributes but
rather they are expressed through relations between
“characteristics’ and “concepts”. SCT although
maintained using the Protégé logic engine is released as

! Copyright (c) 2006, Australian Computer Society,
Inc. This paper appeared at The Australasian Ontology
Workshop (AOW 2006) Hobart, Tasmania, Australia.
Conferences in Research and Practice in Information
Technology, Vol. 72. Mehmet Orgun & Thomas
Meyer, Eds. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

a set of 3 files prepared as comma separated values
(CSV) and so fails to come with a logic engine to
preserve its logical structure and constraints. Lastly the
modelling has been performed over more than 40 years
and in the late 1990s it was merged with another large
ontology the Reed codes developed in the UK. This has
blended together two different modelling paradigms so
that SCT has a significant admixture of concepts and
relations which have lead to redundancy, rival
explanatory theories, and confused modelling.

Ontologies to be useful for computation for practical
tasks need to be precise in two ways; firstly, they need
to match as closely as possible our understanding of the
natural world we wish to deal in. Ontologies need to be
accurate and closely follow human understanding
otherwise they create confusion in their design and their
use. This means the ontology needs to be constructed
with very close attention to the meanings of the terms
used in it. Hence the names used in the ontology need
to represent closely the understanding we have of the
real world.

Secondly the variety of linguistic usage of those
terms needs to be explored to uncover the diversity of
semantic roles of the terms and ensure that only those
roles that are useful are included in the ontological
modelling, and to remove ambiguity in the use of those
roles. Precision of definition is particularly important
in establishing the relationships between elements and
identifying the fundamental atomic elements and how
they combine together systematically to make more
complex semantic concepts.

Ontologies also consist of abstractions with each
level of the ontology being more abstract as one moves
up the hierarchy. This structure allows us to talk about
the world at the different levels of abstraction. In using
an ontology for computation there are two basic forms
of abstraction available, aggregation and generalisation.
Generalisation hierarchies are used throughout SCT as
the basic mechanisms for relating content. Aggregation
hierarchies on the other hand have not been used
properly but rather transposed so that they appear like
generalisation  hierarchies. We investigate this
replacement for a proper aggregation hierarchy and
argue that it comes from a misunderstanding of both the
linguistic use of terminology at the point of clinical care
and the logic arguments developed for its justification.
In particular in SCT the holonymic (or hypernym) role
of an aggregating concept is used as a source of
inheritance which is clearly incorrect. Our explanation
for this SCT modelling strategy is that the role of such a
holonym has undergone the process of metonymic
substitution, which is substitution of the authentic word
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for one that serves as a metaphor for the original. The
assignment of attributes and relations of the meronymic
(sub-part) members of the holonym (super-part) to be
one of the holonym itself can at best be called
metonymic inheritance. Importantly, if it is allowed to
operate at all, it must operate from the bottom up, that
is the attributes move from the part to the whole, that is,
in reverse to what we normally think of as the direction
of inheritance, from the top down.

2. The Meaning of
Generalisation.

The discussion of Aggregation and Generalisation is
drawn from the database literature so as to emphasize
their computational aspects. Smith & Smith make the
basic statement “aggregation and generalization are
independent activities” (Smith & Smith, 1977, p116).
Although they are two fundamental means of
organizing the knowledge about the relationships
between concepts or entities, they specify knowledge
that is independent of each other. Generalisation is a
hierarchy of classes and subclasses in a subtype
relationship, usually referenced as IS_A. Aggregation is
a hierarchy of components sometimes called a
PART_OF or PART-WHOLE relationship.
Generalisation and Aggregation are relationship types
And hence cover many instances of different
hierarchies of these fypes found in natural language.
The similarities and differences between these two
types of relationships are fundamental to understanding
how ontologies are organised and the limitations to
their processing.

Generalisation is a hierarchy of classes and sub-
classes where each subclass has a transitive relationship
with its parents and children, that is, properties are
carried from subclass to subclass down the hierarchy,
but also the properties introduced into a subclass that
are separate to the inherited properties are not inherited
back up the hierarchy.

Aggregation is the idea that individual types of parts
are brought together into a hierarchy to make a whole,
such as in the assembly of a motor car. Hence, a
sparkplug is part of a motor, is part of a car.
Importantly there is a transitive relationship between
the parts, that is, the sparkplug is part of the car.
However, there are no inherited properties, so red
wheels do not make the car a red car, nor does a red car
make the wheels red. Furthermore, the relation is
irreflexive, that is, an entity cannot have a part-of
relationship with itself, so a car is not part of a car.

Algebraically the transitive property can be
expressed as:

If aRb, bRc, then aRc, where R is a defined relationship
such as IS_A_SUBCLASS_OF, or IS_PART_OF.

Aggregation and

In this example the relation IS_A_SUBCLASS_OF
is defined to be of the relationship type Generalisation,
while the relation IS_PART_OF is relationship type
Aggregation. So whilst both relations are transitive and
we can apply that algebraic function to their
hierarchies, the meaning content of the relationship
names are different and the relationship types are
different.

3. Linguistic Terminology

In linguistics the Generalisation relationship is
known as a  hypernym-hyponym  relationship.
Aggregation is known as the holonym-meronym
relationship. A further linguistic concept, metonym, is
needed to complete the explanation of the problems
with the SCT structures. A metonym is a word used in
place of the correct word because it is associated with it
in some way, so the word “dish” can be used in place of
“roast beef” when talking about the evening meal. This
is a very common linguistic strategy and in one of its
extreme forms it is called a euphemism.

4. Processing with Ontologies

In SCT there are 19 generalisation hierarchies such
as Organism, Body Structure, Clinical Finding, etc. The
concept “part-of” is defined in the Attribute
generalisation hierarchy. It has a means of representing
part-whole concepts by using SEP structures based on
the ideas created in Schulz, Romaker & Hahn (1998)
which in turn claims its heritage in the GALEN project
Rector, Bechofer, Goble, Horrocks, Nowlan &
Solomon (2000) and Rogers, J. & Rector (2000). These
papers present the problem of part-whole reasoning as a
problem of differentiating it from reasoning for
subsumption. They point out that some systems, MESH
for example, treat reasoning for generalisation relations
and part-whole relations the same way producing
inconsistencies such as blood being a hypernym for
both foetal blood ( a type of blood) and blood plasma (a
part of blood). They point out that a different logic is
needed to compute over a part-whole hierarchy which
consists of the features transitivity and part-whole
specialisation.

5. Transitivity

A key issue for Schulz et al. is the notion of whether
the meronymic relationship (IS_PART_OF) is
transitive as in the relationship IS_SUBCLASS _OF (or
IS_A). The example provided is

appendix IS_PART_OF colon

colon IS_PART_OF intestine
as this is manifestly true for common sense knowledge
then it must be true that

appendix IS_PART_OF intestine
hence transitivity is demonstrated.

However Schulz et al. do not deal with the issue of
inheritance of properties in either a modelling or a
linguistic sense for a Generalisation hierarchy.
Importantly later in their paper they assume that given
the transitivity of both relationship types (that is
generalisation and aggregation) that any property is also
inherited between types. This is manifestly untrue. Take
the example of a motor car and its wheels. A blue motor
car does not necessarily have blue wheels and a car
with a set of racing wheels is not necessarily a racing
car. Hence the characteristics of each part are not
necessarily inherited either up or down a holonymic
hierarchy, in fact that is the point of differentiation
between the two types of relationships, hyponyms have
inheritance of characteristics and meronyms don’t have
inheritance. Furthermore red upholstery in a red car are



not instances of the same red characteristic, they are
merely coincidental facts about the car. While it is
possible to assign algebraic symbols for all these
phenomena and then to perform computational
manipulation that doesn’t mean that any computation is
sensible. Moderation of what is sensible to compute
must lie with the meaning intention of the symbolic
representation.

The misconception of the sharing of inheritance due
to the equivalence of transitivity between the two
relationship types needs to be investigated both from a
linguistic perspective and from an historical perspective
to understand how their interpretation arose.

6. The Usefulness of the “Part-Whole
Specialisation”

Schulz et al. take holonymic specialisation from
Horrocks et al. (1996) and call it part-whole
specialisation. This phrase creates a warning sign of
future difficulties. Specialisation is the inverse of
generalisation, and generalisation-specialisation are
distinctly different to part-whole relationship, so the
term part-whole specialisation appears to be a
contradiction in terms.

Schulz et al. produce a holonymic example with
“shaft of femur” is PART_OF “femur” (Fig 1), in a
parallel structure they produce the pair “fracture of
shaft of femur” IS_A “fracture of femur” as a
specialisation. They then assert that not only are the
structures related by the relationship
“FRACTURE_OF” (relations R1 and R3) but the
hyponym “fracture of shaft of femur” is related to the
holonym “femur” by the same relation, R2, that is
“fracture of shaft of femur” is a FRACTURE_OF
“femur”.

There are a number of difficulties with the
configuration in Fig 1 and the line of argument
presented in Schulz et al. The logical deduction follows
these lines:

Premise: the “femur” and “shaft of femur” have a
holonym-meronym relationship,

Deduction:

If the hyponym to meronym have a relationship, in this
case FRACTURE_OF,

then the hyponym to holonym
relationship (R2),

and thereby the meronym is a specialisation of the
holonym.

furthermore by asserting the premise that the
hypernym has the same relationship to the
holonym(R3) as the hyponym has with the meronym
(R1), that a hypernym-hyponym relationship is thereby
verified.

have the same
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Fig 1. Part-Whole Specialisation as represented by
Schulz et al. R1, R2, R3 are the relationship “fracture
of”. R2 is a relationship from the hyponym to the
holonym.
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Fig 2. Structure of S-node for modelling Part-Whole
Specialisation (after Schulz et al).
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A general form of this argument is embodied in the
SEP structure as used to model an ANATOMICAL-
PART-OF relation for the relationship between physical
parts of an organism (op cit). It consists of three nodes:
S, E and P nodes. S is a structure node which subsumes
the E-node and the P-node and there is an
ANATOMICAL-PART-OF relation from the P-node to
the E-node (fig 2).

The E-node denotes the whole anatomical part being
modelled and the P-node denotes any part of the E-node
entity. The P-node is then the parent of the same
structure repeated down a generalisation hierarchy, so:

the intestine-structure (S-node) has an intestine (E-
node) and intestine-part (P-node) which has a colon-
structure (S-node) which has a colon (E-node) and
colon-part (P-node)which has a caecum-structure (S-
node) which has a caecum (E-node) and caecum-
part(P-node) which has an appendix-structure(S-node)
which has an appendix (E-node).

Schulz et al justify this structure in saying “by
introducing a special data structure for part-whole
encoding we build up specifically structured IS-A
hierarchies which support the emulation of inferences
typical of transitive PART-OF relationships. The same
formalism allows for conditioned part-whole
specialization”. They have in effect created a data
structure that masks the PART-OF relationship between
anatomical elements on the argument that they don’t
have a transitive relationship (whereas they are
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transitive) so as to allow for inheritance (which is not
permissible).

However they concede that the inheritance of the
specialisation relationship down the holonymic
hierarchy is not always found to be consistent with
medical knowledge. The cited contrary example is:
While
Perforation of Appendix IS_A_SUBCLASS_OF
Intestinal Perforation is true,
it is not true that,

Inflammation of Appendix (Appendicitis)
IS_A_SUBCLASS_OF Intestinal inflammation
(Enteritis).

Their arguments for introducing specialisation into
the Aggregation hierarchy are not convincing and do
not account for a number of matters and introduce the
possibility of significant errors of reasoning. It is
appears that two other motivations for this
configuration exist:

that “part-of” is meant to provide for referencing a
portion of a body part that has no individual label, for
example where the portion of the lung (say 35%) is
removed (Spackman, personal communication), and
also,

the logic engine used to verify the hierarchies only
provided for transitivity verification through the
implication operator in the generalisation hierarchy and
not through the aggregation hierarchy (Schulz, personal
communication).

Both of these explanations provide some reasoning
for the structure and also create a motivation for
wanting to review the solution to get a representation
closer to a satisfactory ontological form. Considering
the problem from another perspective we can say,
firstly, a “fracture to the shaft of femur” is not a type of
“shaft of a femur”, that is, it is not a subclass of either a
“femur” or “shaft of femur”. To make an analogy, a
broken car is not a broken wheel and a broken wheel is
only a broken car through a metonymic substitution
where the correct word, “wheel” is substituted by a
word associated with it, “car” in this case. If the “shaft
of the femur” is broken then it is not the “femur” that is
broken but rather the “shaft” and on the basis of non-
inheritance between holonym and meronym the one is
not the other. The key confusion occurs because the
term “femur” which is a holonym in the hierarchy is
used as well as a metonym, that is, as a substitute for
the correct word by virtue of association with it.

One weakness in the argument lies in the nature of
the modelling of the physical world. A fracture to
anything is not an entity of itself but a CHANGE OF
STATE of an entity and is better modelled that way. No
doubt clinicians at the point of care speak about “a
fracture to the shaft of the femur” without paying
attention to the linguistic structure. The “fracture to” is
really serving as a descriptor of the entity as in “a
fractured shaft of the femur” where the participle
“fractured” is clearly serving in the epithet role.

Turning to the logic of the argument for the part-
whole specialisation, there is no credible basis for any
steps in the deduction. The argument hinges on the

notion that “specialisation” exists because a hypernym
has the same relationship to each of the members of the
holonym-meronym pair, that is R1 and R2 are the same
in Fig 1. However the argument relies on deducing that
the relationship between hyponym and holonym is
created by virtue of the relationship of hyponym to
meronym, then meronym to holonym, that is, because
R1 and R2 are true and there is a transitive relationship
between the hypernym and hyponym then R3 is true —
this is a specious argument.

Our analysis questions the applicability of the SEP
model to a holonymic structure and demonstrates that it
is not applicable at least in the scope of the examples
used so far. The explanation for the justification used
by Schulz et al. is shown to be flawed because they
shift from defining a term in a holonymic role and then
change the role in usage of the holonym to a metonym.

Schulz et al. use another example to discuss the
generalisation of their SEP model where their process is
also manifest. They assert that if INTESTINE-
STRUCTURE is an S-node then a PERFORATION-
OF-APPENDIX is also a PERFORATION-OF-
INTESTINE as Appendix IS-A-PART-OF Intestine.
This is the same faulty reasoning. It is true that if the
holonymic tree is only defined as far as “intestine” then
there is no such thing as a PERFORATION-OF-
APPENDIX and any perforation of anywhere in the
Intestine is a PERFORATION-OF-INTESTINE.
However if the holonymic tree is further described in
all of its parts then the word “intestine” can only be
used in a metonymic role and as such does not have any
of the characteristics of the real perforated part, that is,
it is acting as a surrogate. Taking the example of a car-
motor-spark_plug meronomy, if the spark plug is
cracked then the motor won’t work and the car won’t
work, but neither the motor nor the car is cracked. Both
the motor and the car have emergent properties, that is
properties they have by virtue of being a “whole” that
none of their parts have, e.g. a motor runs and a car
runs or works or can be driven (in some contexts). In
English we have words that differentiate between a
cracked spark_plug and a motor that doesn’t work and
car that’s broken down that help create the separation of
metonymy from meronymy - we would not (normally)
say “My car is cracked” or “My motor is cracked”.

This argument does not discount the legitimate use
of the PERFORATION-OF-INTESTINE when the
meronymic component is unknown as might well
happen at point of care. But that situation is as above
where the word is being used in the role of a metonym
and not as a holonym. This issue leads into the further
example used by Schulz et al. where they have at the
top of a diagram an example of the S-node Intestine
structure which descends down an IS_A hierarchy
successively to colon, caecum, and appendix. They
assert  that “enteritis” has the  relation
INFLAMMATION-OF with “intestine”, and
“appendicitis” has the relation INFLAMMATION-OF
with “appendix” yet “appendicitis” cannot be classified
as a type of “enteritis”, even though the “appendix” is a
PART_OF the “intestine”. Importantly they argue that
each of these are attached to E-nodes and thereby do
not automatically have a subsumption relationship as is



true in real life, whereas they claim the Perforation
example is a true subsumption and is attached to the P-
nodes.

In such a structure if one where to assign to the
intestines a property of 8metres long, as might well
happen in an operational information system, we would
have a colon, caecum and appendix all 8 metres and a
very crowded pelvic zone. In terms of diseases in this
diagram Enteritis is attached to the Intestine and
Appendicitis to the Appendix, both attached by the
relationship INFLAMMATION-OF. Apart from the
convention that enteritis is a condition of the small
intestine and colitis of the large intestine, the naming
convention does not match any sensible characterisation
of the real world. Furthermore the weakness in the SEP
model is exposed. If the correct level of granularity is a
match of the disease instance level to the anatomical
location, that is Appendicitis
IS_AN_INFLAMMTION_OF Appendix, then
Appendicitis is a specialisation of the class
INFLAMMATIONS_OF_THE

_INTESTINAL_TRACT, that is the correct level of
generalisation of the terminology that must match the
correct level of meronymy, but nevertheless
importantly they are independent of each other. So to
say a patient has “intestinal inflammation” is
holonomically correct, but to say they have an
“inflamed small intestine” is a metonymic use of
“inflamed”, the merynomically correct expression being
“enteritis of the small intestine”. Hence on Schulz et
al.’s diagram the correct entry for Enteritis should be
Intestinal_inflammation a sub-class of inflammations
that has members {enteritis, colitis, appendicitis} each
of which are DISEASES _OF the anatomical
components of the Intestine (small intestine, large
intestine and appendix} respectively.

7. A Confluence of Aggregation and
Generalisation of Hierarchies

A useful example to analyse the confluence of
holonymy and metonymy hierarchies is the case of the
“intestine” where each part supposedly inherits the
characteristic of “hollow structure”.

The principle parts of the intestines are the small
intestine (duodenum, jejunum and ileum), and the large
intestine (appendix, caecum, colon and rectum). At the
common sense level each of these structures is indeed
“hollow”, but more relevantly open at both ends and so
rightly can be assigned that characteristic, although the
appendix is open only at one end. However common
sense should be the last refuge for constructing
descriptions in building an ontology. Importantly the
intestine components are contiguous, that is they abut
one another and they are open at each end and so form a
continuum, which might lead one to presume that the
intestines really do have the attributes of a hollow
structure and open at both ends, that each component
inherits. However a closer inspection shows a different
story. We can say that the appendix does have a hollow
structure, but is not open at both ends and so would that
then negate the assertion that the intestines have a
hollow structure open at both ends? The answer is
clearly no, as the intestines would continue to perform
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as expected allowing food to pass through. So in fact
the components do not inherit the characteristic from
their holonym superior. Rather the “inheritance” is in
the other direction and is not a true inheritance at all.
The intestine has a hollow structure by virtue of its
components all having the same structure (hollow and
open) AND because they exist in a contiguous
configuration. The meaning of the expression ‘“the
intestine has hollow structure” is a shorthand for the
saying each of the components have a hollow structure
open at both ends and they are contiguous, and is in fact
a metonymic use of the concept “intestine” not a
holonymic use.

A more transparent example can be found from
common experience. If I say “I have a red car” then the
most common interpretation is the paint colour of the
car exterior is mostly red. It is most unlikely that a
listener would interpret that the wheels are red. On the
other hand if I say “my car is completely red” then the
listener is likely to assume the car body and interior
decoration are red, with greater uncertainty as to
whether the wheels are red or not. The listener would
certainly not expect the engine or the underbody to be
painted red. So in the car example the components are
red by virtue of a truth statement about each component
individually, but the red of each component is not
inherited from the holonym (whole car), but rather they
are each individually red. This interpretation is more
easily recognised with the car example as there is no
ready metonymic equivalent usage available in English
as there is in the case of “intestines”. Hence it is much
more difficult to construct the fallacy of inheritance by
holonym-meronym transitivity.

Although ontological modelling does not allow
inheritance in a formal sense we can define the concept
of metonymic inheritance, which is inheritance by
virtue of metonymic substitution of the whole for the
parts, and is thereby a linguistic usage phenomena
rather than an intrinsic ontological construct. In the
intestines example this form of inheritance is from all
of the parts to the holonym but we cannot rule out the
possibility of metonymic inheritance from a single
meronym rather than all parts of the holonym. It
remains to be determined when such a construct would
be useful and what sort of an algebra might be suitable
for describing operations on it.

The modelling consequences for this metonymic
interpretation is that devices such as SEP are not useful
in modelling as they create redundant features and
distort the picture as to what is identical but not
inherited, that is replicated, from what is identical
because it is inherited, that is duplicated.

The argument presented herein leaves an open
question as to what might be an intrinsic property of a
holonym given that they cannot be inherited. The only
possibility can be an emergent property, that is a
property that exists because of the intrinsic wholeness
of the holonym and not a property of any of its
meronyms. Such properties are common, for example,
the human body is mobile or can move under its own
power as we understand with a motor car. Emergent
properties cannot be inherited by their nature and hence
cannot be inherited down an aggregation hierarchy but
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may well be inherited throughout a generalisation
hierarchy. They exist because there is some aspect of
the whole which is greater than the sum of the parts and
so are attached to holonyms. Hence the confluence of
aggregation and generalisation hierarchies occurs at the
point of a holonym which has emergent properties. The
emergent properties carry down the inheritance
structure of the generalisation hierarchy but not down
the aggregation hierarchy.

It remains a task for this model to be used to frame
an algebra so as to provide a formal computational
mechanism for applying metonymic substitution for
logical deduction along the lines of Padgham &
Lambrix’s (1994) work for holonym-meronym
relationships. It is not immediately evident how such an
algebra would function but it must provide for any rank
shift in holonymy to trigger the same in any attached
relationships, and for emergent properties to be
definable but inheritable only in a generalisation
hierarchy. Under such circumstances it is also likely
that a rank shift of the attributes has to be made for
accurate modelling, that is movement from Appendix to
Intestinal Tract requires the descriptor of disease to
make a likewise rank shift up an aggregative
terminology, for example from Appendicitis to
Inflammation. In this manner we avoid saying
Appendicitis is an inflammation of the intestine, but
rather aggregate all the types of inflammation of
intestinal parts under a single rubric “Inflammation of
the Intestine” the members of which are { Appendicitis,
Colitis, Enteritis...}. Then their use as a descriptor of a
disease of the intestine can be identified as a
metonymic use and the deduction that the true referent
is a meronym, perhaps some distance down an
aggregation hierarchy, can be computed reliably, and
lead subsequently to semantically sensibly responses
and prompts from an operational decision support
system.

8. Meronymy and Metonymy at Point of Care

The difference between using words in a holonymic
role and metonymic is important and context
dependent. If a patient attends a clinic and reports “I
have a broken leg” the clinician will say “we need to X-
ray that and find out what is broken”. On the return of
the X-ray the clinician will say to the patient “the femur
is broken” however to an attending surgeon they will
say “the shaft of the femur is broken” this being an
important distinction to the ‘“neck of femur being
broken” as they have two entirely different treatment
requirements. Once that definition is established they
can readily revert to talking about the “fractured femur”
without any risk of misunderstanding because they
know they are really talking about the “shaft of the
femur”. The expression “femur” is thereby being used
as a metonym and not a holonym.

The question remains as to the level of granularity a
meronymic hierarchy needs to be referenced in the
point of care. The answer is resolved clearly by the
detail at which the care regime is determined. If the
difference in care is defined by differentiating between
“shaft of femur” and “neck of femur” then the
clinician(s) need to establish their reference

terminology to that level, and use of the terminology at
the level is literal and meronymic, however references
to terms above that meronymic level are not holonymic
but metonymic, unless otherwise asserted within the
context, and hence the metaphorical role of the
metonym needs to be accounted for.

None of these arguments are meant to deny the need
for clinicians to talk at various levels of abstraction for
different listener communities. Rather the arguments
are intended to direct the need for the ontology to catch
all aspects of the language variations in systematic
ways that exploit not only our knowledge of medicine
but our knowledge of language and our tools of logic
(and sometimes statistics).

9. Conclusions

We have argued that the SEP model creates
contradictions to common sense knowledge. What has
been provided as a computational function in Cyc has
been taken as a generally applicable principle in
GALEN and then applied without consideration of its
semantic constraints.

A consequence of this analysis is that the SEP
model is not needed to model the transitivity
relationship in a holonymic-meronymic hierarchy as it
is intrinsically transitive and such usage sets a
dangerous precedent of allowing attribute inheritance in
a holonymic-meronymic hierarchy which can readily
lead to nonsensical assertions.

The identification of the appropriate level in the
holonymic-meronymic hierarchy for clinical reference
needs to be at the point at which clinical care is
determined, and references to holonyms at that point
are literal. References about that point are to be
considered metonymic unless otherwise resolved.

The confluence of generalisation and aggregation
hierarchies occurs at the point at which a holonym has
an identifiable emergent property that is inheritable by
its sub class members in its generalisation hierarchy.
Any application of properties of meronyms to
holonyms can only be in the use of the holonym name
in a metonymic role and hence the property is not a true
property of the holonym but rather a pseudo property or
a “metonymic property”.
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Abstract

One of the most successful Healthcare Information
Models is version 2 of the Health Level 7 (HL7)
standard. However, this standard has various prob-
lems, mainly its lack of semantic interoperability.
This shortfall was addressed in HL7 Version 3, a
newer standard which has been designed to solve this
problem. Total semantic interoperability cannot be
achieved without defined terminology, and to this end
the use of the Systemised Nomenclature of Medicine
- Clinical Terms (SNOMED-CT) is proposed. The
difficulty arrives when deciding how to integrate the
information model and the terminology. The line be-
tween where one ends and the other begins is often
indistinct. This paper describes a proposal for nor-
malising the two using ontology mapping and basing
HL7 message models on SNOMED-CT concepts and
their relationships, in an effort to further total se-
mantic interoperability and seamless communication
between healthcare entities.

Keywords: Ontology Mapping, Interoperability, HL7,
SNOMED-CT, Health Informatics

1 Introduction

Information in the Healthcare domain is enormously
complex, covering many different types of data. Pa-
tient administration, organisational information, clin-
ical data and laboratory/pathology data are different
but must be compensated. Add to this the integration
of all of these areas, and storage in Electronic Health
Records. As a result of this diversity and richness of
the data, and also due to the fragmented nature of
Health Informatics’ implementation and research ef-
forts, many different models have been designed to
represent information in this field.

This publication includes SNOMED CT, a copyrighted work
of the College of American Pathologists. (©2000, 2002 Col-
lege of American Pathologists. This work is also protected
by patent, U.S. Patent No. 6,438,533. SNOMED CT is
used by permission of, and under license from, the College.
SNOMED CT has been created by combining SNOMED
RT and a computer based nomenclature and classification
known as Clinical Terms Version 3, formerly known as Read
Codes, Version 3, which was created on behalf of the U.K.
Department of Health and is a crown copyright. SNOMED is
a registered trademark of the College of American Pathologists.

Copyright (©2006, Australian Computer Society, Inc. This
paper appeared at the Australasian Ontology Workshop
(AOW2006), Hobart, Australia. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 72. M. A.
Orgun and T. Meyer, Ed. Reproduction for academic, not-for
profit purposes permitted provided this text is included.

One of the most successful of these information
models is version 2 of the Health Level 7 (HLT) stan-
dard. However, this standard does not achieve plug-
and-play interoperability (Huff, Bidgood, Cimino &
Hammond 1998, Klein 2005). In fact, any kind of in-
teroperability between communicating HL7 systems
can be time-consuming to establish and require care-
ful attention to detail, especially between existing sys-
tems that have not been set up to communicate by de-
sign. Also, because HL7 was first developed in 1987
to suit technology at that time, it is in an out-dated
format of different fields separated by “pipes” (|) and
“carets” (A), where precision in the number of fields
is a must - a single missing pipe could convert an oth-
erwise meaningful message into a meaningless stream
of text. The HL7 Organisation says this about the
version 2 messaging standard:

These messages evolved over several
years using a “bottom-up” approach that
has addressed individual needs through an
evolving ad-hoc methodology. There is nei-
ther a consistent view of that data that HL7
moves nor that data’s relationship to other
data (HL7 2006).

As such, no semantic inferences of the information can
be determined automatically.

To overcome these problems, Version 3 of the HL7
standard was developed (HL7 2006). This standard
incorporates a new paradigm for information repre-
sentation and messaging in comparison to HL7 version
2 in terms of a new information model and intrinsic
extensibility. This newer version is geared towards se-
mantic interoperability between systems and is consis-
tent with the technology developments, purpose and
recommendations emerging from the Semantic Web.
As such, implementing HL7 version 3 can be seen as
a platform for the implementation of modern distrib-
uted systems standards, not just in Health Informat-
ics, but as a platform to experiment with emerging
distributed systems standards more generally.

The difficulty arrises when trying to represent clin-
ical concepts and constructs within the HL7 frame-
work. One of the biggest obstructions to communica-
tion occurs when there are multiple ways of describing
a single concept. For example, one person may write
potassium as “pot” and another may write potassium
as “K”, which can make inferring semantics a complex
problem. To overcome this, a standard vocabulary is
needed to populate the model with meaningful data.
If there existed a standard list of codes to represent
many different clinical concepts, both people in the
previous example could look up the code for potas-
sium and use it, thus not allowing misunderstanding
to occur. Huff et al. (1998) say “it is only by inte-
grating the structure of a message with the vocabulary
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sent in the message that unambiguous information ex-
change between systems can be acheived.”

To this end, there has been suggestions of HL7
consulting with domain experts to create standard
vocabulary tables. In the same way that there exists
many different information models for healthcare, this
has already been done many times by domain experts
who have created different terminologies for clinical
and other healthcare data. Rather than repeating
this time-consuming and exhaustive process, an ex-
isting terminology created by domain experts could
be integrated with the HL7 information model.

In light of emerging Health Informatics standards
use in Australia (NEHTA 2006), The terminology cho-
sen to use in this project is the Systemised Nomen-
clature of Medicine - Clinical Terms (SNOMED-
CT). SNOMED-CT is a result of a combination by
the College of American Patholigists and the U.K.
Department of Health of two existing terminologies
(SNOMED RT and Clinical Terms Version 8) to
create a unified terminolgy with a greater depth
and coverage of healthcare data (SNOMED 2006).
SNOMED-CT is widely regarded as the most compre-
hensive clinical healthcare terminology in the world
and is even multilingual, covering both English and
Spanish language concepts. The idea of using this ter-
minology within the HL7 information model is not as
simple as it sounds, as SNOMED-CT has its own rich
information model. This paper outlines a strategy for
normalisation between the two models involving map-
ping of concepts and relationships in SNOMED-CT to
classes and attributes in HL7.

2 HL7 version 3

HL7 Version 3 uses an object-oriented development
methodology and a Reference Information Model
(RIM) to create messages (HL7 2006). The RIM is

a UMIEI-style diagram based around six core types of
classes and rules governing how they relate to each
other. These rules, as well as further restrictions on
allowable attributes for each class, make up the in-
formation model of HL7 version 3. Cardinality and
optionality constraints also exist on relationships be-
tween classes and on attributes.
The six core classes of the RIM are:

e Act - an action of interest

e Entity - a class or instance of a specific thing
capable of participating in Acts

e Role - An Entity, in a particular Role, can par-
ticipate in an Act

e Participation - an association between a Role and
an Act

e ActRelationship - an association between a pair
of Acts

e RoleLink - a connection between two roles ex-
pressing a dependency

Three of these classes — Act, Entity and Role —
are further represented by a set of specialized classes,
or sub-types. E.g. specialisations of the Act class
include Observation, Procedure and Substance Ad-
ministration. As can be seen by the nature of the
RIM classes, the HL7 information model takes an
act-centred view, with processes and information in
healthcare represented primarily in terms of the acts

1Unified Modeling Language - http://www.uml.org/

perfo)rmed within an organisational context(Vizenor
2004).

Acts, Entities and Roles all have an attribute
called code. This attribute could be populated with
a SNOMED-CT code corresponding to the kind of
Act, Entity or Role it is. This is a current subject
for discussion by the TermInfo Project, sponsored by
the HL7 Vocabulary Technical Committee(HL7 2006,
SNOMED 2006). This will be taken into account as
part of the ontology mapping process.

3 SNOMED-CT

SNOMED-CT is made up of concepts and their at-
tributes, which consist of relationships to other con-
cepts. As such, relationships in SNOMED-CT are
modelled as a triple of (concept, attribute, concept).
For example, Figure [I| shows the concept “O/E -
Blood Pressure Reading 163020007 in the centre
with arrows to other concepts showing its attributes.
“O/E” stands for On Examination, and belongs to the
concept group Clinical Finding. The number after the
name of the concept is the SNOMED-CT Concept ID
(SCTID). The SNOMED-CT relationships from Fig-
ure [[l have been tabulated in Table [l

Some examples of concept groups in SNOMED-CT
are as follows:

e (Clinical Findings - the results of a clinical obser-
vation, assessment or finding

e Procedures - purposeful activities performed in
the provision of health care

e Body Structures - normal and abnormal body
structures

e Substances - active chemical constituents of drug
products, food, chemical allergens, toxicity infor-
mation, etc

e Physical Objects - natural and man-made objects
e Events - occurences that result in injury

e Observable Entities - procedures or questions
which, when combined with a result, constitute
a finding

e Qualifier Values - concepts not contained else-
where in SNOMED-CT which are required for
attributes e.g. open, left, right, etc

These “concept groups” are concepts themselves
and are the top-level concepts in SNOMED-CT, as
SNOMED-CT is structured as a multiple-inheritance
hierarchy of concepts. Top-level concepts are con-
cepts that are the direct children of the root concept.
The root concept is the single, topmost concept in
SNOMED-CT and is “SNOMED CT Concept” and
has the SCTID 138875005.

SNOMED-CT models concepts and their relation-
ships to each other in clinical constructs. As can be
seen from the example concept groups, in particular
Observable Entities, this can involve information on
procedures which do not necessarily have to occur.
This is in contrast to the HL7 act-centred view of
healthcare information, where a procedure will only
be recorded if it is intended to occur, or has occured.
The impact of this will be assessed in the mapping
process.
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Figure 1: Blood Pressure Reading Concepts and Attributes in SNOMED-CT
Concept Attribute Concept
O/E - blood pressure reading Finding site Structure of brachial artery
Structure of brachial artery Laterality Left /Right

O/E - blood pressure reading

Finding informer

Performer of method

O/E - blood pressure reading

Finding method

Measurement of blood pressure

using cuff method

O/E - systolic BP reading Is a

O/E - blood pressure reading

O/E - diastolic BP reading Is a

O/E - blood pressure reading

Table 1: SNOMED-CT relationships shown in Figure Relationships in SNOMED-CT are modelled as a

triple of (concept, attribute, concept).

4 Ontology Mapping

An ontology O is defined by its set of Concepts C' with
a corresponding subsumption hierarchy He. Rela-
tions R exist between single concepts, which also have
a corresponding hierarchy Hp (Ehrig & Staab 2004).
Both the HL.7 and SNOMED-CT information models
can then be said to be ontologies.

Ontology mapping takes two ontologies as in-
put and creates a semantic correspondence between
the entities in the two input ontologies (Rahm &
Bernstein 2001). Ehrig and Staab(2004) define on-
tology mapping:

Given two ontologies O; and Oy, map-
ping one ontology onto another means that
for each entity (concept C, relation R, or
instance I) in ontology O, we try to find
a corresponding entity, which has the same
intended meaning, in ontology Os.

There are two kinds of conflicts between heteroge-
neous ontologies (Tang, Liang & Li 2005). The first
conflict occurs when ontologies for the same domain
knowledge have different semantic structures, which
has been shown to occur between HL7 and SNOMED-
CT in at least one respect - HL7’s act-centred view
and SNOMED-CT’s main aim of modeling clinical
constructs. This is to be expected as the two infor-
mation models have different aims and purposes.

The second conflict occurs when either the same
concept has different names in both ontologies, or the
same name refers to different concepts in both on-
tologies. Both of these situations occur between the
HL7 and SNOMED-CT information models. For ex-
ample, one of the concept groups in SNOMED-CT is

‘Event’, referring to an occurrence which results in in-
jury. Examples of this are “Accidental Fall”, “Flood”
and “Motor Vehicle Accident”. HL7 also contains an
‘Event’, but this time it refers to an Act which has oc-
cured. This could be that a patient’s blood pressure
was taken, or that a patient was admitted to hospital.
In SNOMED-CT, a patient’s blood pressure that has
been taken is a Clinical Finding. These situations and
conflicts will have to be taken into account during the
mapping process.

Because SNOMED-CT models actual clinical con-
structs, the HL7 models will be based on existing
SNOMED-CT models and the mapping will be in the
direction of SNOMED-CT — HLT7.

As an example, the blood pressure reading con-
cept from SNOMED-CT in Figure[I]has been mapped
manually to HL7. Figure [1] could be represented in
HL7 as shown in Figure

The mapping of SNOMED-CT concepts to their
container fields in HL7 for blood pressure reading
is shown in Table Pl The first five rows show a
relatively straightforward mapping between the two.
E.g., the SNOMED-CT attribute Finding site is
captured within an attribute of a similar name in
HL7 (targetSiteCode), and the SNOMED-CT con-
cept will become the data to populate this field.
The last three rows in the table refer to attributes
in SNOMED-CT which are mapped to classes in
HL7- ComponentOf and Informant. This mapping
is almost a reversal of the first mappings, with the
SNOMED-CT attributes mapped to HL7 classes and
the SNOMED-CT concepts mapped to an attribute
in a separate HL7 class.

Another example, this time of the cannula inser-
tion procedure, is shown in Figures [3] and [@] This
example is more complex than the blood pressure
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Figure 2: Blood Pressure Concept and its attributes from SNOMED-CT represented in HL7

SNOMED-CT HL7
Concept Attribute Class Attribute
O/E - blood pressure reading n/a Observation code
Structure of brachial artery Finding Site Observation targetSiteCode
Left Finding Site - | Observation targetSiteCode
Laterality
Right Finding Site - | Observation targetSiteCode
Laterality
Measurement of blood pressure | Finding method Observation methodCode
using cuff method
Performer of method Finding Informer | Informant Person::code
O/E - Systolic BP reading Is a ComponentOf | Observation::code
O/E - Diastolic BP reading Is a ComponentOf | Observation::code

Table 2: Mapping from SNOMED-CT to HL7 in Figures [I] and

reading example and raises new issues. Blood pres-
sure reading is an observation, and was relatively sim-
ple to model. Cannula Insertion is a procedure, and
the differences in modelling between an observation
and a procedure suggest that different considerations
will have to be taken into account for every type of
HL7 Act. The mapping of SNOMED-CT concepts
to their container fields in HL7 for cannula inster-
tion is shown in Table Note that the mapping in
this case is mostly in the form of SNOMED-CT codes
fitting into different code attributes of the one HL7
Act subclass (procedure). The SNOMED-CT con-
cepts marked with an asterisk (*) denote higher level
concepts in the SNOMED-CT hierarchy. In the blood
pressure example, all concepts were at the lowest level,
so no further choices or specialisations of the con-
cepts could be made. For cannula insertion this was
not possible, so the concepts shown in the diagram as
“choice” are specialisations of the SNOMED-CT con-
cepts shown in Table|3] This suggests that automatic
mapping of this concept to HL7 may not be acheiv-
able, as some decisions will need to be human-made.

As can be seen from these simple examples, care-
ful thought and study of the SNOMED-CT dataset
will have to be put into the mapping process. To fur-
ther complicate matters, HL7 has some vocabulary

tables of its own, used in fields such as classCode
and moodCode. One suggestion that has been made in
trying to draw the terminology and the message struc-
ture together is the inclusion of the HL7 vocabulary
terms and concepts as an addition to SNOMED-CT.

5 Conclusion

The HL7 RIM and SNOMED-CT are ontologies which
need to be able to work together, so what is needed is
a mapping from one ontology to the other. The results
of this mapping could facilitate the automatic genera-
tion of HL7 messages from the structure of SNOMED-
CT’s concepts and relationships. If fully automated
generation of HL7 messages cannot be achieved, it
may still be attainable with only a few human-made
decisions, which would be as acceptable in a real world
setting.

In trying to achieve this goal, the question of
whether HL7 Version 3 can effectively model clinical
concepts and their relationships can also be answered.

The ultimate goal of this research is to create a
model for combining messaging and terminologies in
a seamless way that promotes total semantic interopa-
bility between systems and ease-of-use for healthcare
systems developers and users.
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SNOMED-CT HL7
Concept Attribute Class Attribute
Peripheral venous cannula inser- | n/a Procedure code
tion - forearm
Insertion - Action Method Procedure methodCode
Structure of superficial forearm | Procedure Site Procedure targetSiteCode
sk
vein
Priorities® Priority Procedure priorityCode
Surgical access values™® Access Procedure approachSiteCode

Table 3: Mapping from SNOMED-CT to HL7 in Figures [3] and
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Abstract

In this paper we present a user friendly approach to an-
notate websites with machine-processable information in
controlled natural language. The controlled natural lan-
guage serves as a high-level specification and knowledge
representation language which allows human annotators
to summarise individual web pages of a website and to
express domain-specific ontological knowledge about that
website in an unambiguous subset of English. The annota-
tion process is backed up by an intelligent text editor
which supports the writing process of the controlled natu-
ral language with the help of text- and menu-based pre-
dictive interface techniques. The text editor runs as a Java
applet and is connected over the Internet to a controlled
natural language processor and to a reasoning service
(consisting of a theorem prover and a model builder). The
controlled language processor translates the summaries of
web pages and the ontological knowledge about a website
into first-order predicate logic and the reasoning service
combines this information into a set of micro theories for
consistency and informativity checking as well as for
question answering. Specification texts written in con-
trolled natural language are both human-readable and
machine-processable, and can be easily exported and dis-
tributed as web feeds.

Keywords: Knowledge Representation, Ontologies, Con-
trolled Natural Languages, Theorem Proving, Model Buil-
ding, Question Answering

1 Introduction

It has been argued that the current architecture for the
Semantic Web, with its strong emphasis on RDF for syn-
tactic and semantic compatibility, has severe problems
when expressive Semantic Web (reasoning) languages are
incorporated (Patel-Schneider 2005). An alternative ap-
proach is to use conventional first-order logic as the se-
mantic underpinning for the Semantic Web. First-order
logic is well understood, and well established subsets of
first-order logic offer tradeoffs with respect to expressive
power, complexity and computability (Horrocks and
Patel-Schneider 2003). For example, the direct mapping
of description logic-based ontology languages and Horn
rule languages into subsets of first-order logic provides

Copyright (c) 2006, Australian Computer Society, Inc. This
paper appeared at the Australasian Ontology Workshop (AOW
2006), Hobart, Australia. Conferences in Research and Practice
in Information Technology, Vol. 72. M. A. Orgun and T.
Meyer, Eds. Reproduction for academic, not-for profit purposes
permitted provided this text is included.

immediate semantic interoperability and builds the pre-
requisite for efficient reasoning (Grosof, Horrocks, Volz,
and Decker 2003). Instead of relying on RDF, we suggest
using a machine-oriented controlled natural language
which is based on first-order logic as an interface lan-
guage to the Semantic Web. To promote our approach,
we will introduce a prototype application, which uses a
controlled natural language to summarise web pages and
to augment these summaries with domain-specific onto-
logical knowledge. The result is a web feed which is easy
to read by humans in contrast to other formal languages
and as easy to process by a machine as other formal lan-
guages.

The rest of this paper is structured as follows: In Section
2, we briefly explain what controlled natural languages
are, for what they can be used, and what kind of problems
they can solve. In Section 3, we present PENG, a ma-
chine-oriented controlled natural language that looks
seemingly informal, but can be unambiguously processed
as a formal specification language. In Section 4, we in-
troduce PENG Online, an intelligent text editor, which
supports the writing of web page summaries and the
specification of ontological knowledge in controlled natu-
ral language. In Section 5, we look at some details of the
controlled natural language processor which is used by
PENG Online to translate the controlled natural language
into first-order predicate logic. In Section 6, we touch on
the reasoning service which accomplishes several rea-
soning tasks. In Section 7, we show that a web feed speci-
fication in controlled natural language can directly be
exported as an RSS feed, and finally in Section 8, we
conclude and summarise the advantages of our approach.

2  Controlled Natural Languages

In general, a controlled natural language is a subset of a
full natural language with explicit restrictions on the
grammar, lexicon, and style. These restrictions usually
have the form of writing rules and help to reduce (or even
exclude) ambiguity and to cut down the complexity of
full natural language. Traditionally, controlled natural
languages fall into two categories: human-oriented and
machine-oriented controlled natural languages. Human-
oriented controlled natural languages (for example ASD
Simplified Technical English (ASD 2005)) aim at im-
proving text comprehension for human readers while ma-
chine-oriented controlled natural languages (for example
Common Logic Controlled English (Sowa 2004)) focus
on improving text processability for machines. An im-
portant difference between human-oriented and machine-
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oriented controlled natural languages is that the writing
rules for machine-oriented controlled natural languages
must be precise and computationally tractable (Huijsen
1998). However, as a rule of thumb, simplification works
in both ways: human-oriented controlled natural lan-
guages are also easier to process by machines and ma-
chine-oriented controlled natural languages are also easier
to understand by humans compared to full natural lan-
guage.

3  PENG (Processable ENGlish)

PENG is a machine-oriented controlled natural language
designed for writing unambiguous and precise specifica-
tion texts for knowledge representation (Schwitter 2002,
Schwitter 2004, Schwitter 2005). PENG covers a strict
subset of standard English and is precisely defined by a
controlled grammar and a controlled lexicon. Specifica-
tion texts written in PENG are incrementally parsed using
a unification-based phrase structure grammar and then
translated into first-order predicate logic via discourse
representations structures (Kamp and Reyle 1993,
Schwitter and Tilbrook 2004). In the general case, the
result is a logic theory which can be checked for consis-
tency and informativity as well as be used for question
answering. In contrast to other machine-oriented con-
trolled natural languages (Pullman 1996, Fuchs,
Schwertel and Schwitter 1999, Holt, Klein and Grover
1999, Sowa 2004), the author of a PENG text does not
need to know the grammatical restrictions of the language
explicitly. The text editor of the PENG system dynami-
cally enforces these restrictions while the text is written
and displays the interpretation of a sentence in the form
of a paraphrase in controlled natural language.

3.1 The Philosophy of PENG

The language PENG can be used as a high-level specifi-
cation and knowledge representation language. Specifi-
cation texts written in PENG look seemingly informal on
the surface level, similar to full English, but in contrast to
full English the language is designed to bring about the
same precision and formality as a formal specification
language. All sentences in PENG are correct English but
only an unambiguous subset of English sentence struc-
tures and verb form-types are allowed in PENG. For ex-
ample, PENG restricts the use of verb form-types in con-
trast to full natural language. In PENG verbs can only be
used in their active voice, in their indicative mood, and in
their simple present tense. Furthermore, modal verbs
(such as can, must, should, etc.) and intensional verbs
(such as believe, seek, want, etc.) are not allowed, since
the underlying formal language does not immediately
support modalities or intensional contexts. All seemingly
ambiguous constructions in PENG are interpreted in a
principled way and the interpretation is reflected in an
unambiguous paraphrase. In summary: PENG has been
carefully designed to be easy for humans to read and to
write and easy for machines to process.

3.2 The Grammar of PENG

The grammar of PENG defines how words and their con-
stituents combine to form simple sentences, complex

sentences and questions. In our scenario simple and com-
plex sentences are used to summarise web pages and to
specify ontological information about a website. Ques-
tions are then used to interrogate various aspects of the
resulting micro theories, for example to query the exis-
tence of a situation or to find specific entities which are
part of a situation.

321

Simple sentences have a hierarchical structure consisting
of words and constituents whereas each word is itself a
constituent. Several constituents can be joined together in
a controlled way to form simple PENG sentences. Con-
stituents can be distinguished according to their function
and their form. In the subsequent sentence:

Simple Sentences

1. Bill Smith reboots the webserver on Monday.

the constituent Bill Smith functions as the subject of the
sentence and its form is a noun phrase. The constituent
reboots the web server on Monday functions as the predi-
cate of the sentence with the verb reboots as predicator
while the constituent’s form is a verb phrase. The func-
tional dependents of the predicator within the verb phrase
are of two kinds: complements and adjuncts. The con-
stituent the webserver functions as a necessary comple-
ment of the predicator and its form is again a noun
phrase. Finally, the constituent on Monday functions as
an optional adjunct of the predicator (since the sentence is
syntactically well-formed without this constituent) and its
form is a prepositional phrase.

At the highest level, simple PENG sentences are com-
posed of the following functional units:

subject + predicator + complements + adjuncts

Instantiations of this functional pattern are, for example,
sentences such as:

2. Bill Smith works.

Bill Smith maintains Apache.

3

4. Bill Smith works at Macquarie University.

5. Bill Smith is a diligent research programmer.
6

Bill Smith who is a diligent research program-
mer works at Macquarie University.

7. The supervisor of Bill owns a BMW.
8. The research programmer owns a Sony laptop.

Sentence (2) shows the simplest possible structure of a
PENG sentence consisting of a noun phrase (Bill Smith)
in subject position and an intransitive verb (works) in
predicator position. In sentence (3), a transitive verb
(maintains) subcategorizes for a noun phrase (Apache)
which occurs in complement position. In sentence (4), a
prepositional phrase (at Macquarie University) occurs in
adjunct position and modifies the verb (works) or better
the underlying verbal event. In sentence (5), an adjective
(diligent) occurs as a pre-nominal modifier of a complex
noun (research programmer). In sentence (6), a relative
sentence (who is a diligent research programmer) occurs
as a post-nominal modifier of a proper noun (Bill Smith)



and constitute together a noun phrase. In sentence (7),
the of-construction marks the noun (supervisor) as a rela-
tional noun with two arguments. In sentence (8), the noun
phrase (the research programmer) in subject position is
definite and the noun phrase (a Sony laptop) in comple-
ment position is indefinite. Definite noun phrases can be
used to refer to previously introduced objects and indefi-
nite noun phrases introduce new objects into the universe
of discourse.

3.2.2

In PENG, complex sentences are built from simpler con-
stituents and sentences with the help of a small number of
constructors (coordinators, subordinators, quantifiers and
negation markers). The subsequent sentences are exam-
ples of complex sentences:

Complex Sentences

9. Bill Smith works at Macquarie University and
maintains a webserver.

10. Bill Smith owns a Sony laptop or an Apple iPod.
11. Bill Smith is not a staff member.

12. No research programmer is a staff member.

13. Every research programmer owns a laptop.

14. If X is a research programmer then X is a pro-
grammer.

15. If X'is a research programmer then X is not a
staff member.

16. Every research programmer is a programmer.
17. If X buys Y then X acquires Y.

In sentence (9), two verb phrases are coordinated by
means of the conjunctive coordinator and. In sentence
(10), two verb phrases are coordinated by means of the
disjunctive coordinator or. In sentence (11), the negation
marker not negates the entire verb phrase in complement
position and in (12) the negation marker no negates the
entire noun phrase in subject position. In sentence (13),
the universal quantifier every is used to speak about all
objects which belong to a specific class. In sentence (14),
(15) and (17), the subordinator if introduces the antece-
dent of a conditional statement. Note that sentence (14)
and sentence (16) are logical equivalent. The only differ-
ence between these two sentences is that the universally
quantified variable (X) is made explicit in sentence (14)
on the surface of the controlled natural language. This is a
powerful mechanism to generate class hierarchies (see for
example (14)) and property hierarchies (see for example
(17)) in controlled natural language. As we will see later,
this mechanism allows us to also — among other things —
specify domain and range restrictions of properties.

3.2.3 Questions

In PENG, questions can be used to query the content of a
specification text. Questions are systematically derived
from simple and complex sentences to extract informa-
tion from the constituents of these sentences and to guar-
antee wide coverage for question answering. Formally,
yes/no-questions are built via subject-operator inversion
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and wh-questions are built by moving the interrogative
word (e.g. where, when, how) to the initial position in the
sentence, and where needed, by inserting the dummy do
operator after the interrogative word. The following are
examples of questions which can be used to interrogate a
specification text written in PENG:

18. Does Bill Smith work?

19. Who maintains a web server?

20. Where does Bill Smith work?

21. When does Bill reboot the webserver?

22. Is Bill Smith a programmer?

23. Is every research programmer a programmer?
24. Who maintains a web server and owns a laptop?

Yes/no-questions such as (18), (22) and (23) allow us to
check whether a specific situation is true or not and wh-
questions such as (19), (20), (21) and (24) allow us to
interrogate a specific aspect of a situation (for example
finding a person who is involved in an event, a specific
location or a point in time).

3.3 The Lexicon of PENG

The controlled lexicon of PENG consists of a base lexi-
con and a user lexicon. The base lexicon contains the
most frequent content words of English (proper nouns,
common nouns, verbs, adjectives, and adverbs) and pre-
defined function words (determiners, prepositions, coor-
dinators, subordinators, negation and disambiguation
markers) which build the syntactic scaffolding of the
controlled natural language. The base lexicon also con-
tains illegal words (which cannot be processed by the
PENG system). The user lexicon can be extended with
domain-specific content words by the annotator while a
text is written in controlled natural language.

4  PENG Online

PENG Online implements the web-based version of the
PENG editor. The editor features built-in browser func-
tionality for viewing web pages. It also provides a layout
for expressing ontological knowledge about a website and
for summarising the content of individual web pages
which belong to that website. The editor can be used to
create and update machine-processable descriptions of
websites and to export them as web feeds in RSS format.

4.1 Architecture

PENG Online is based on a client-server architecture
which consists of three main components: an intelligent
text editor, a controlled natural language processor, and a
reasoning service.

The web-based editor is implemented as a Java applet
which runs in a web browser and communicates with a
Prolog server via a socket interface. The Prolog server
implements the controlled natural language processor and
the reasoning service.
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The controlled language processor incrementally trans-
lates specification texts into first-order predicate logic via
discourse representation structures and generates predic-
tive look-ahead information for the text editor as well as
paraphrases for the input text.

The reasoning service makes use of SRI’s Open Agent
Architecture (OAA) where a facilitator coordinates a
number of agents (Martin, Cheyer, and Moran, 1999,
Cheyer and Martin, 2001). In our case, the reasoning in-
terface agent fuses the summaries of web pages and the
ontological knowledge about the website into a set of
micro theories. These micro theories are sent to the fa-
cilitator which utilises a model builder agent and a theo-
rem prover agent. These two reasoning agents comple-
ment each other and can check the micro theory for either
consistency or informativity. These can also be utilised as
a starting point for question answering.

The ontological knowledge about a website and the tex-
tual summaries of the individual web pages can be ex-
ported as a web feed in RSS format. Since the informa-
tion is available in controlled natural language and fully
human readable, any RSS feed aggregator can subscribe
to such a web feed. However, the full benefit of having a
machine-processable controlled natural language can only
be brought into effect by a PENG-compliant tool which
can reprocess these web feeds.

4.2 The PENG Editor

The PENG editor provides a standard mode and a web
feed mode. The standard mode can be used to write nor-
mal specification texts in controlled natural language. The
web feed mode is specially designed to annotate websites
in controlled natural language. When the annotator selects
the web feed mode, the text editor asks if the current user
lexicon should be used for the new task or if a new user
lexicon should be created. Once selected, the editor dis-
plays the interface of the feed mode as shown in Figure 1:

=loj x|

File Edit Wisw Tools Mode Help

Question:

_OF'tD'E"JV_I Summary[l]l Tab Management
Title:

Link: http: it

Lexican;  [hktp:f

Figure 1: The PENG Editor in Web Feed Mode

This interface has a tabbed pane containing an ontology
pane for the specification of the ontological knowledge
about a website and one or more summary panes for the
description of those individual web pages which are part
of the website. Below the tabbed pane there is a message
field for the system feedback and above the tabbed pane
is a question field for asking questions about various as-
pects of a feed specification. The annotator can view a
website using the built-in browser of the text editor which
is available form the tools menu in the menu bar.
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In Figure 1, the ontology pane is active but still empty.
This pane contains a title field for the name of the web
feed, a link field for a URL to the HTML web page that
corresponds to the channel, a lexicon field for a URL that
points to the (exported) user lexicon of the controlled
natural language, and a description field for the specifi-
cation of the domain-specific ontological knowledge
about a website. For example, the following complex
PENG sentences express ontological knowledge about a
website:

The Ontology Pane

25. If X'is a research programmer then X is a pro-
grammer.

26. If X'is a research programmer then X is not a
staff member.

27. If X is a staff member then X is not a research
programmer.

28. If X maintains Y then X is a programmer and Y
is a webserver.

29. If X maintains Y then X looks after Y.

Sentence (25) specifies a hierarchical class relationship
between the subclass research programmer and the su-
perclass programmer. The two sentences (26) and (27)
specify that the two classes research programmer and
staff member are disjoint. In Sentence (28), the verb (=
property) is restricted in its domain by the class pro-
grammer and in its range by the class webserver. That
means that only individuals that belong to the class pro-
grammer can occur in the subject position and only indi-
viduals that belong to the class webserver can occur in the
complement position. Finally, in sentence (29), a hierar-
chical property relationship between the transitive verb
maintains and the prepositional verb looks after is speci-
fied. Please note that all these sentences fall under the
description logic subset of the controlled natural language
(for details see Schwitter and Tilbrook 2006).

4.2.2 The Summary Pane

In Figure 2, the summary pane is active. This pane con-
tains a title field for the name of a web page, a link field
for the URL which points to the original web page and a
description field for the summary of a web page in con-
trolled natural language:

File Edit Wiew Tools Mode Help

~loi x|

Queskion:

Ontology _S'-lmmﬂf!"[l]_l Tab Managementl

Title: Homepage of Eill Smith

Linke: hkkp: ffvwics, ma. edu,auf~bsmith

Bill Smith is a research programmer. Bill works at the Centre for Language
Technology which is located at Macguarie University.

Lookahead Categories: ﬁ’
[ proper_noun , determiner , cardinal , connective :[i] ]

Figure 2: The Summary Pane



As this example illustrates, the annotator already added
the title of the web page to the title field and the URL of
the original web page occurs in the link field. The de-
scription field so far contains the following two sen-
tences:

30. Bill Smith is a research programmer.

31. Bill works at the Center for Language Technol-
ogy which is located at Macquarie University.

These sentences describe parts of the original web page
(see Figure 3) that is currently open for annotating in the
browser. Note that the message field in Figure 2 contains
look-ahead information that informs the annotator about
how the current specification text can be continued (for
details see Section 4.2.3).

£ Homepage of Bill Smith ]
Address httpzivwaics.ma.edu.aw~rolfs bill.html

Welcome to the homepage
of Bill Smith

T | 4 ||

Hello, my name is Bill Smith. [ am currently
working as a Research Prograrormer at the Centre
for Language Technology at Maciuarie University, =

Figure 3: Excerpt of the Original Web Page

Note that not all of the information in the original web
page can be represented in controlled natural language.
The idea is to produce a machine-processable summary of
a web page that can be easily read by humans and effi-
ciently processed by a machine. This requires a careful
tradeoff between expressiveness and processability of the
controlled natural language.

4.2.3 Writing in PENG

The form of the input to the description field of both the
ontology pane and the summary pane is restricted by the
language processor of PENG. The language processor
generates look-ahead information for each word form that
the annotator enters while the specification text is written.
This look-ahead information consists of syntactic catego-
ries which predict what kind of input can follow the cur-
rent word form. The look-ahead categories are imple-
mented as hypertext links. By clicking on a look-ahead
category the author is able to access help information.
The author composes a sentence either by typing the
word forms which fall under the look-ahead categories or
by selecting word forms from a cascade of menus
(Schwitter, Ljungberg and Hood 2003, Thompson,
Pazandak and Tennant 2005).

Please note that the look-ahead categories are generated
on the fly and use linguistic information produced by the
incremental chart parser of the controlled language proc-
essor. The processing of these look-ahead categories does
not slow down the author significantly while typing the
text and happens in near real-time (ca. 140 milliseconds
on average per word form).

The look-ahead categories in Figure 2 indicate that the
author can continue the specification text, for example,
using a proper noun as in (32), a determiner as in (33), a
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cardinal number as in (34), or a specific subordinator as
in (35):

32. ... at Macquarie University. Bill ...
33. ... at Macquarie University. The ...
34. ... at Macquarie University. Two ...
35. ... at Macquarie University. If ...

Instead of typing an approved word form into the de-
scription field of the editor, the author can alternatively
select a word form from the currently active look-ahead
categories via the context menu as Figure 4 illustrates:

Add Word |
Paste |

Clear Question Window

Proper Moun |

Lookshead Categories

Accessible Moun Phrases b Determiner

E
Cardinal » e
n

Connective Pk

Figure 4: Active Look-ahead Categories

Once such a word form has been selected, it will be im-
mediately inserted into the text at the current cursor posi-
tion and the processing of the text is automatically re-
sumed. Not only can approved word forms be inserted in
this way, but also all noun phrases which are accessible in
the specification text. Accessible noun phrases occur in
the context menu and can be selected from there. Figure 5
shows that after the processing of sentence (30) and (31)
the following three noun phrases are available in the
context menu:

Paste

Clear Question Window

Lockshead Categories  » |
Bill Srnith

Macquarie University

Accessible Moun Phrases »

The Centre for Language Technology

Figure 5: Accessible Noun Phrases

Please note that the noun phrase a research programmer
is not accessible here, since it forms a property together
with the copulative verb be and cannot be referred to by a
definite noun phrase.

4.2.4 The Message Field

The message field displays a paraphrase for each sentence
and clarifies the interpretation of the input — if this option
is selected. The paraphrase indicates, for example, if
synonyms or anaphoric expressions have been used in the
text. Let us assume that the author added the following
two sentences to the description field:

36. Bill has a homepage.

37. The page contains a picture of Bill.

And let us further assume that the noun page has previ-
ously been defined as a synonym of its main form home-
page in the user lexicon. After processing this informa-
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tion, the paraphrase in the message field will indicate — as
Figure 6 illustrates — that the noun phrase the homepage
and the proper noun Bill are two anaphoric expressions
which have been previously introduced in the text and
that the synonym page has been replaced, respectively
normalized, by its main form homepage.

Paraphrase: ﬂ
Bill has a homepage. <anaphora= The <synonym> homepage </synonyms
<fanaphora> contains a picture of <anaphora= Bill <fanaphora=.

=

5 The Controlled Language Processor

When the author types a word form into the text editor,
this word form is immediately sent to the incremental
chart parser of the controlled language processor. The
chart parser uses a unification-based phrase structure
grammar as syntactic scaffolding (Schwitter 2003,
Schwitter and Tilbrook 2004). As Figure 8 shows, the
phrase structure rules of the grammar are highly param-
eterised.

Figure 6: Paraphrase in Controlled Natural Language

Additionally, the message field displays the syntax tree
for the last input sentence, the actual discourse represen-
tation structure for the entire text and its representation in
first-order predicate logic. Furthermore, the message field
shows the output of the reasoning engine (the proof or the
model) and the specific result (for example the answer to
a question). Not all of this information is relevant for the
annotator and parts of this information can therefore be
selectively removed.

4.2.5 The Question Field

The purpose of the question field is to interrogate a web
feed in controlled natural language. As Figure 7 illus-
trates, the question field uses the same kind of look-ahead
mechanism to guide the writing process as the description
fields of the ontology and the summary pane.

LT PENG Demo

File Edit “iew Tools Mode Help

=]

Question:

Where does Bill [ negation :[not] , proper_noun :[[Smith]] ,
relative_pronoun :[wha) , verh ]

Figure 7: Question Field with Look-ahead Categories

Once a question is completely formulated, it is translated
into first-order predicate logic via discourse representa-
tion structures (similar to simple and complex sentences),
combined with the micro theories, and answered with the
help of PENG’s reasoning service.

4.2.6 The Lexical Editor

Part of the text editor is a lexical editor for adding user-
specific content words. If the author enters a content word
(i.e. proper noun, common noun, verb, adjective or ad-
verb) into the text editor which is not yet available in the
lexicon and is not in the list of illegal words, then this
content word needs to be added to the user lexicon of the
PENG system. The interface to the lexical editor has been
designed in such a way that only minimal linguistic
knowledge is required by the author to add a new content
word to the lexicon. As soon as a new content word is
available in the lexicon, the parsing process is resumed.
User-defined content words can also be deleted from the
user lexicon, but the author cannot delete words in the
base lexicon of the PENG system which contains the
most frequent 3000 words of English as well as all prede-
fined function words. Note that the existing user lexicon
(or a new user lexicon) is exported once the web feed is
complete.

3([ coord:no, drs:D, para:P1-F4, tree:[s,T1,TZ],

gap:%, styp:decl, snum:lN, sana:M1-H3 1)

-

n3 ([ coord: , arg:I, spec:Q, ana:i, drs:D,
sco:3, para:P1l-P2, tree:T1l, gap:n3:[]1-[].
styp:decl, snuwml, sana:M1-M2 1),

v3i[ coord: , vform:fin, arg:I, drs:3, para:P2-P3,
tree:TZ, gap:&, styp:decl, snum:l, sana:M2-M3 1),

pr ([ catipm, para:P3-FP4, snum:lN ]).

Figure 8: A Phrase Structure Rule

The beauty of this approach is that it allows us to deal
with syntactic, semantic and pragmatic information con-
currently and in the same logic-based framework. The
grammar currently consists of about 150 such phrase
structure rules. During parsing the incremental chart
parser generates a chart which can be used to harvest the
look-ahead information for the text editor. The other im-
portant information in the chart is the discourse repre-
sentation structure which represents the meaning of the
text. For example, the two sentences (36) and (37) re-
peated here as (38) and (39)

38. Bill Smith has a homepage.
39. The page contains a picture of Bill Smith.

result in the following (simplified) discourse representa-
tion structure:

[4,B,C,D,E]
okbj([kill,smich] &),
pred(c, [hawve] 4, EB),
ob] ([homepage] , B) .
pred(E, [contain] , L4, D),
obj{[picture] ,D,4).

Figure 9: Simplified Discourse Representation Structure

whereas the variables A, B, ¢, and D represent discourse
referents and the predicates conditions which hold for
these discourse referents. Discourse representation theory
(Kamp and Reyle 1993) allows us to deal in an elegant
way with anaphoric references between sentences. Such
discourse representation structures can be translated in
linear time into a set of first-order logic formulas. These
first-order logic formulas can then be further processed
by the reasoning service of the PENG system as we will
describe in the next section.

6 The Reasoning Service

One possible setting of the reasoning service is to use the
theorem prover Otter (McCune 2003a) in combination
with the model builder Mace4 (McCune 2003b) for con-
sistency and informativity checking as well as for ques-
tion answering (Bos 2003, Blackburn and Bos 2003,
Blackburn and Bos 2005). Another interesting option we



are currently exploring but that we will not further dis-
cuss here is to use Satchmo instead of Otter and Mace4 as
reasoning service (see Manthey and Bry 1988 and in par-
ticular Fuchs and Schwertel 2003 for a discussion).

The idea of using a theorem prover and a model builder
in combination has been explored for other (natural) lan-
guage processing tasks, for example for solving logical
puzzles (Schwitter 2002, Lev, MacCartney, Manning, and
Levy, 2004) and as a spoken language interface to a robot
and in an automated home environment (Bos 2006).

6.1 Otter and Mace

Otter is an automated theorem prover for first-order logic
with equality that searches for a refutation of a set of
formulas and is designed to detect inconsistency (or un-
satisfiability) of a theory. Mace4 is a model builder that
searches for finite models of first-order formulas for a
given domain size and its task is to check for satisfiability
of a theory.

Otter and Mace4 can work on the same problem at the
same time and complement each other. If Otter can find a
proof for the negation of a set of formulas, then Mace4
has to do an exhaustive search that does potentially not
terminate. In this case, Otter can inform Mace4 to stop
searching for a model as soon as it found a proof. In a
similar way, if Mace4 can build a finite model for the
formulas, then Otter has to do an exhaustive search that
does potentially not terminate. In this case, Mace4 can
inform Otter to stop searching for a proof. Of course, the
problem of detecting whether a set of first-order formulas
is valid is not decidable and therefore we have to assign a
time limit on the search for both Otter and Mace4.

The input to Otter and Mace4 can be specified with first-
order formulas or first-order clauses or a combination of
both. If the input consists of non-clausal first-order for-
mulas, then the input is immediately further translated
into first-order clauses involving negation normal form
conversion, skolemisation, quantifier operations, and
conjunctive normal form conversion. In contrast to
Mace4, Otter has an interactive and an autonomous mode
for selecting search strategies and provides more options
to control the processing, but both accept similar input
files.

6.2 Otter and Mace in PENG

The PENG system translates the discourse representation
structures (which have been derived from the ontological
knowledge), the summaries, and the questions, into first-
order formulas. These formulas in turn are combined in
various ways depending on the reasoning task. In PENG,
we distinguish three reasoning tasks: consistency check-
ing, informativity checking and question answering. Each
task requires a specific preparation of the formulas which
results in a micro theory to be processed by Otter and
Mace4.

In our case, Otter runs in the autonomous mode and takes
a micro theory as input, translates the input into clauses,
scans the clauses and automatically decides on inference
rules and a search strategy. Mace4 takes the micro theory,
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translates the input first into clauses and then into an
equivalent propositional problem which is then given to a
satisfiability procedure.

Before we discuss the various reasoning tasks in more
detail, let us assume that @ is a set of first-order formulas
derived from the text in controlled natural language
which summarises a web page; X is a set of first-order
formulas derived from the text in controlled natural lan-
guage which describes the ontological knowledge about a
website; W is a first-order formula derived from a new
sentence; and & is a first-order formula derived from a
question stated in controlled natural language, and finally
A is an answer literal. Answer literals record instantia-
tions of variables during Otter’s search for a refutation
proof and can be used to answer wh-questions.

6.2.1

A micro theory (X A @) is consistent if and only if all
formulas can be satisfied together in some model with the
same variable assignment. In the case of Otter we need to
find out if —(X A @) is valid and in the case of Mace4 we
need to find out if (X A @) is satisfiable.

Consistency Checking

If we give the negation of the micro theory —(X A @) to
Otter (thus we give it —— (X A ®@)) and it finds a proof for
this input, then we know that (X A @) is not consistent. If
a micro theory is not consistent, then a theorem prover
like Otter will always succeed in finding a proof.

If we give the micro theory (X A @) to Mace4 and it suc-
cessfully builds a finite model for this input, then we
know that (X A @) must be satisfiable (= consistent). If a
micro theory is consistent and satisfiable on a finite
model, then a model builder like Mace4 will always suc-
ceed in building a model.

6.2.2

A new formula ¥ is informative with respect to a context
(X A @) if and only if it is not a logical consequence of
this context (or not satisfiable in all models).

Informativity Checking

If we give the negation of the micro theory (X A ® —» ¥)
to Otter and it finds a proof for this input, then we know
that ¥ is not informative. If a new formula is not infor-
mative, then a theorem prover like Otter will always suc-
ceed in finding a proof.

If we give the micro theory (X A ® A —¥) to Mace4 and
it builds a finite model, then we know that W is informa-
tive. If a new formula is informative, then a model builder
like Mace4 will always succeed in building a model.

6.2.3

The simplest type of questions are yes/no-questions
which do not contain free variables. However, wh-ques-
tions contain free variables which need to be bound to
specific values during a proof. In order to accomplish
this, the translation of interrogative words in the case of
Otter results in answer literals which can be used to re-
cord instantiations of variables during a search for refuta-
tion. Mace4 does not provide such a mechanism, since

Question Answering
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Mace4 is in fact a model builder and not a model checker
which could tell us wether the model satisfies a query or
not. However, Mace4 builds minimal models which are
not redundant and answers to questions can be looked up
immediately in the model once such a model exists.

If we give the micro theory =8 A (X A @) to Otter and it
finds a proof for this input, then we know that & results in
a positive answer to a yes/no-question.

If we give the micro theory —(5 A A) A (X A @) to Otter
and it finds a proof for this input, then we know that the
variable bindings in the answer literal A are results for a
wh-question.

If we give the micro theory (X A @) to Mace4 and it
builds a finite model, then we can start searching for an-
swers to the question & in this model. However, this proc-
ess requires a simple transformation of the model which
Mace4 generates into a model which corresponds to the
formal signature of the question.

6.2.4 An Example

We will now illustrate the reasoning abilities of the
PENG system by a few examples. Let us assume that @,
represents the two sentences:

e  Bill Smith is a research programmer.
o Bill works at Macquarie University.
@, represents the two sentences:
e Bill Smith is a research programmer.
e  Bill Smith is not a programmer.
Y, represents the new sentence:
e  Bill Smith is a programmer.
X, represents the ontological background information;

e If X'is a research programmer then X is a pro-
grammer.

e If X'is a research programmer then X is not a
staff member.

e If X is a staff member then X is not a research
programmer.

Furthermore, let us assume that 33, 8,, 83, 84 and s repre-
sent the five subsequent questions:

e Does Bill Smith work at Macquarie University?
e s Bill Smith a programmer?

e Is Bill Smith a staff member?

e  Who works at Macquarie University?

e Where does Bill Smith work?

If we want to check the micro theory (X; A ®,) for con-
sistency and feed the negation of —(X; A ®,) to Otter and
(X1 A @) to Mace4d, then Mace4 will find a satisfiable
model and we can stop Otter searching for a proof. That
means we know that the micro theory is consistent.

If we want to check the micro theory (X; A ®,) for con-
sistency and feed the negation of —(X; A ®,) to Otter and
(X1 A @,) to Mace4, then Otter will find a proof and we
can stop Maced looking for a finite satisfiable model.
That means we know that the micro theory is not consis-
tent.

If we want to check the formula W, for informativity with
respect to the context (X; A @) and feed the negation of
(X1 A @1 — Y¥,) to Otter and (X; A ©; A —¥,) to Maced,
then Otter will find a proof and we can stop Mace4 look-
ing for a model. That means we know that the theory is
not informative.

If we want to answer questions such as 6;-8s, then we
have to negate the formulas derived from the questions,
before we combine them in a micro theory and feed them
to Otter, since Otter conducts a resolution proof. This is
not necessary for Mace4, since we can extract answers to
questions from the model in a separate step. Figure 10
shows the input to Otter for the question (theorem)

o  Where does Bill Smith work?
given the information (axiom)
e  Bill Smith works at Macquarie University.

without any additional background knowledge.

Zet (auto) .

asgign (wmax_sfeconds, 5 .
aggign(wmax_proofs, -1 .

set (prolog style wvariables) .

formula list(sos).

[ f{exists L lexists
jexists C [exists
(prop (&, [at] B, C)
jrole (i, location)
{pred(E, [work] ,D)
jewtl(E,event) &
{obhj([macquarie, universicy] ,C) &

[struc (C,atomic) &
(ohi([bill,smith] DI £
struc (I,atomic) il &
-l (exlists E (exists F (exists &
jexists H (exists I (exists J (exists K
(prop (E,F, G, H) £
jrole(E, location)] &£
(oh3 (I, H) &
[struc (H, J) £
[pred(G, [work] K] &£
[evtl (G, event) £
(ohi([bhill,smith] Kl £
struc (K,atomic))iill) &
—§answer ([[vhere] ,F, I,E,HIJ)110010000.

R 2m

end of list.

Figure 10: Input to Otter with Answer Literal

As the input to Otter shows the question has been negated
and an answer literal has been added. The answer literal

e -$answer([[where],F,1,E,H]).

retains the interrogative word and records the variable
bindings during the proof for the subsequent answer gen-
eration.



7 RSS Export

A web feed written in controlled natural language can be
exported as an RSS feed. RSS is a family of XML-based
web feed formats designed for sharing and aggregating
web content (RSS 2002). RSS feeds provide summaries
of web content together with links to the full versions of
the content. In our case, the specification texts written in
the web feed mode can be exported as an RSS feed.
Basically, an RSS feed is an XML document consisting
of an <rss> element with a single <channel> element,
which contains meta information about the channel and
its content, and any number of <item> elements, which
store the summaries of individual web pages. Let us have
a closer look at the general structure of an RSS feed that
is generated by PENG Online system;

<?xml wversion="1.0"7%>
<rssz wversion="zZ.0":»

<channel:
<languge> x-peng </ language>
<generator> PENG Online «</generators
<title> ChannelTitle </title>
<link> Cheannellirnk </link>
<descriptions> Ontology </descriptions>
<oategory domain=URILexicon> </categorys

<item:>
<titler WebPageTitle </titler
<link» WebPagelURT </ link»
<description> WebPageSummary
</descriptions

</ item>

</channels
</rss>

Figure 11: Structure of RSS Feed

In our case the <channel> element uses six different
subelements for storing the meta information and one or
more <item> elements for storing information about
individual web pages. The first subelement of the <chan-
nel> element is the <language> element which stores the
information about the language the channel is written in.
In our case, the value x-peng denotes an experimental
language tag for the controlled natural language PENG.
The second subelement is the <generator> element
which indicates that the program used to generate the
channel is PENG Online. The third subelement is the
<title> element and specifies the title of the channel.
The fourth subelement is the <link> element which
contains the channel’s URL. The fifth subelement is the
<description> element which stores the ontological
knowledge about the web feed. The sixth subelement is
the <category> element which is empty in our case but
uses an attribute with a URL as value. The URL points to
the exported user lexicon which needs to be accessed
when the RSS feed is reloaded by the PENG system. In
our case, a <channel> element may contain one or more
<item> elements - one for each summary of a web page
which is part of the web site. The <item> element has a
<title> element as subelement which stores the title of
the web page and a <link> element which points to the
full version of the web page. Finally, the <description>
element of the <item> element stores the summary of the
web page in controlled natural language.
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8 Conclusions

In this paper, we presented a new approach that allows
non-specialists to annotate individual web pages of a
website with machine-processable information in con-
trolled natural language and to augment these descrip-
tions with domain-specific ontological information in
controlled natural language. The writing process of these
specification texts is supported by a text editor which
uses predictive interface techniques. The text editor is im-
plemented as a Java applet and communicates over the
Internet with a language processor and a reasoning ser-
vice. The language processor provides look-ahead infor-
mation for the text editor and translates a specification
text into first-order predicate logic via discourse repre-
sentation structures. The resulting first-order formulas
can be combined for various reasoning tasks into micro
theories. These micro theories are processed by a rea-
soning service which combines a theorem prover together
with a model builder. The theorem prover provides a
negative check on consistency, informativity and ques-
tions, and the model builder provides a positive check for
the same inference tasks. It is important to note that Web
feeds written in PENG are both human-readable and ma-
chine-processable and can be maintained by non-special-
ists with the help of the PENG editor. Any RSS aggre-
gator can subscribe to such a "seemingly informal™ web
feed, but the full processing power is only available via
PENG Online or another PENG-compliant tool.
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Abstract

A number of ontology-based approaches have been
suggested for the description of service behaviors to
be used in service composition and matching in ser-
vice oriented architectures. We examine an approach
based on classical software engineering notation and
compare it to other approaches.

1 Introduction

Semantic Web technology has been a significant
driver of recent research in a number of related areas
such as data and application integration, distributed
business process management, and service oriented
architectures, all areas where declaratively describ-
ing the behavior of pieces of software can be used
for the management, combination, and sometimes ex-
ecution control of these pieces. These approaches
typically build on approaches used in particular sub-
communities, such as the use of OWL-S ! as a lan-
guage for specifying various ontologies used within
Web Service based applications. Past work has ex-
amined the similarities and analogies holding between
these domains and languages and classical OO prin-
ciples used in software engineering (Koide, Aasman
& Haflich 2005, Djuric, Gasevic & Devedzic 2005).
In this paper we try to build the bridge back into
Model Driven Architecture (MDA) territory by us-
ing the types of descriptive semantics employed in
Semantic Web service technology, in the guise of clas-
sical OO design notations. We describe services in the
style of Semantic web specifications, but use classical
software engineering notations and sublanguages, in
the shape of UML and OCL, and we reason directly
on these service specifications.

Web Services are programs that can be remotely
accessed using the protocols of the World Wide Web,
with communications based on standards such as Sim-
ple Object Access Protocol(SOAP)2. The Web Ser-
vice Description Language (WSDL)? is the current
standard to describe Web Services. WSDL describes
a service in terms of multiple ports, each of which
defines sets of ingoing and outgoing messages that
can be used to communicate with the service through

Copyright (© 2006, Australian Computer Society, Inc. This pa-
per appeared at the Australasian Ontology Workshop (AOW
2006), Hobart, Australia. Conferences in Research and Prac-
tice in Information Technology, Vol. 72. M. A. Orgun and
T. Meyer, Eds. Reproduction for academic, not-for profit pur-
poses permitted provided this text is included.

1OWL-S Version 1.1
http://www.daml.org/services/owl-s/1.1/

2SOAP 1.1 - http://www.w3.0org/TR/2000/NOTE-SOAP-
20000508/

SWSDL
20010315

Specification -

1.1 -  http://www.w3.org/TR/2001/NOTE-wsdl-

that port. A message is an XML structure that con-
tains the parameters (called parts) necessary for exe-
cution of the service, or passes back the result. WSDL
defines four operation modes, notifications, one-way,
solicit-response, and request-response, each of which
corresponds to a particular combination of output
and input messages (e.g., solicit-response generates
an output message and receives a return message).
In addition, a WSDL description gives a binding for a
service, specifying the actual communication protocol
(e.g., SOAP, HTTP, or MIME) and its settings.

The service matching counterpart to WSDL’s ser-
vice descriptions is UDDI (Universal Description,
Discovery and Integration). UDDI describes busi-
nesses in terms of physical attributes (name, address,
and lists of services), plus extended attributes called
TModels that describe services by reference to stan-
dard taxonomies such as NAICS (North American In-
dustry Classification System). However, UDDI has
been recognized to be severely limited in practice due
to the fact that it solely supports keyword searches (in
effect, string matching) on its attributes and does not
permit any description of actual service semantics.

On the other side, WSDL has also been found
too weak to fulfill the higher level tasks that were
envisioned for it (Petrie, Genesereth, Bjornsson,
Chirkova, Ekstrom, Gomi, Hinrichs, Hoskins, Kassoff,
Kato, Kawazoe, Min & Mohsin 2003). It does not
provide semantics for its operations in any machine
interpretable way, merely specifying their names, nor
does it specify the relationship (sequences) between
different operations.

From this standpoint, WSDL and UDDI are there-
fore perfectly matched; both rely on correct naming
and interpretation of names. As a result, UDDI and
WSDL-related technologies descriptions are consid-
ered insufficiently powerful to capture the informa-
tion required for effective tool support for combining
services, and extensive research on other methods is
being conducted.

Semantic Web (Berners-Lee, Hendler & Lassila
2001) technology offers the vision of Web of resources
where each resource is annotated with machine in-
terpretable descriptions. This capability would en-
able development of intelligent applications to per-
form a variety of different tasks on the resources au-
tomatically. Like any other resource that are part
of the Semantic Web, Web services should also be
annotated with machine interpretable descriptions -
service descriptions that provide insight into the se-
mantics of the service rather than just the standard
port/parameter information described above, are re-
ferred to as Semantic Web Service. Figure 1 shows
the descriptive associations of such a service. Rep-
resenting the semantics of Web Services and utiliz-
ing the described semantic knowledge to develop and
use within intelligent applications is an active re-
search domain. Automatic composition of Web Ser-
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# Description of inputs and outputs.

# Name of the method, endPointURL,
SOAP action.

# Natural Language description of
the service.

Web Service

( - # Description of input and output
ontologies.

# Composition of composite services.

# Machine Interpretable semantic
description of the service.

. > Semantic
Descriptions

Figure 1: Semantic Web Service

vices and reconfiguration of composed Web Services
are some of the likely functions the intelligent appli-
cations ought to be performing by exploiting the se-
mantic descriptions of services. In contrast to the
standard WSDL description, at this time there exists
no official standard for representing semantic descrip-
tions, but, OWL-S is the leading approach for repre-
senting the semantic descriptions of Web Services.

1.1 Matchmaking Example

The primary aims of semantic Web service descrip-
tions are to facilitate automated discovery by se-
mantic matchmaking, as well as to provide auto-
mated support for Web service composition (Albert,
Henocque & Kleiner 2005, Medjahed, Bouguettaya
& Elmagarmid 2003, Wu, Parsia, Sirin, Hendler &
Nau 2003). Matchmaking is the process of selecting
a set of candidate services that matches a given re-
quest. Figure 2 shows a simple example of a syntactic
and semantic matchmaking process. In this paper we
mostly concentrate on the matchmaking process for
ease of exposition.

The syntactic candidate selection is the process
of finding services with input and output data types
matching the request. The syntactic matching pro-
cess only takes into account the data types of in-
puts and outputs while making the selection. It may
not always be the case that services exist that ex-
actly match the request. Under those circumstances,
the matchmaker can be allowed to make non-exact
matches such as 'Plug-In’ and 'Relaxed’ (Kawamura,
Blasio, Hasegawa, Paolucci & Sycara 2004). As a con-
sequence, the matching process may result in a num-
ber of false positives. For example in Figure 2, the
"bookInfo’ service is selected as a match for a request
which intended to find a dictionary. The undesired re-
sult was returned because the input and output data
types of the service matched with the request.

Semantic matchmaking processes take into con-
sideration the functionality of the service while se-
lecting candidates. The semantic matchmaking pro-
cess shown in Figure 2 works under the assumption
that all services in the directory are semantically de-
scribed. For example, even though the input and out-
put data types of the service 'bookInfo’ matched with
the request, the service is not selected because the
functionality of the request did not match with the
functionality of ’bookInfo’.

1.2 Motivation

Most of the approaches for semantic service defini-
tion and composition use OWL-S to define the ser-
vice description and to define the ontologies within
the service description. However, when applied to
practical application scenarios, direct use of OWL-
S is still subject to a number of restrictions due to
the in-progress nature of the approach (Balzer, Liebig
& Wagner 2004), with issues arising during profile

Service Directory

N:SERVICENAME, I:[(INPUT,DATATYPE),...], O:{(OUTPUT,DATATYPE),...]

N:booklnfo, I:[(bookName,string)], O:[(info,string)]

N:dictionary, I:[(word,string)], O:[(definition,string)]
N:germanDictionary, I:[(word,string)], O:[(germanDefinition,string)]
N:thesaurus, I:[(word,string)], O:[(synonyms,string)]
N:zipCodelnfo, I:[(zip,decimal)], O:[(info,string)]

1 1

Syntactic Candidate Selector

Semantic Candidate Selector

'
4 REQUEST ' REQUEST A
MATCHES # A dictionary to H # A dictionary to
# booklInfo find description find description MATCHES
# dictionary of words. H of words. # dictionary
# germanDictionary # Input: string. # Input: string. # germanDictionary
# thesaurus # Output: string. # Output: string.
'
\ 4 H A 4
'

Planner or Configurator Planner or Configurator

'
Syntactic H Semanttic

Figure 2: Syntactic and Semantic Matchmaking

matchmaking and process execution. Rather than
suggesting local workarounds to counter these issues
we approach this problem from a model based soft-
ware engineering perspective. In this paper, we exam-
ine an approach based on classical software engineer-
ing notation and justify the aspects of our approach
that addresses the issues raised in (Balzer et al. 2004).

Albert et al. (Albert et al. 2005) used a constrained
object model, which was based on the configuration
framework by Mailharro (Mailharro 1998), to devise
work flow composition as a configuration problem.
The constrained object model had a meta model of
the components in the work flow, an ontology map-
ping of data types and a set of composition con-
straints such as ’at least one of the inputs of the
choice node should be active to pass control to the
next node’. Their work demonstated the effectiveness
of using configuration based approaches for composi-
tion of services whereas our approach is towards mod-
eling the service descriptions using standard software
engineering practices.

1.3 Example Scenario

A fictitious HotelKroneBookingProcess was defined
in (Balzer et al. 2004). The booking process in Fig-
ure 3 was used to investigate the pitfalls of OWL-S in
a practical situation. In this paper we use the same
application scenario to examine the aspects of the lan-
guages in our approach that addresses the issues. We
assume objects, both parameters and intermediate
objects, involved in the process can have relationship
between them. For example the objects CreditCard
and Customer may be linked with belongsTo relation-
ship. We also assume inheritance hierarchies between
the objects in the process. For example ShippingAd-
dress inherits from Address.

The rest of the paper is organized as follows. Sec-
tion 2 is an account of the relevant related work about
the role of UML and OCL on the Semantic Web. Sec-
tion 3 outlines our examination of the aspects of our
UML/OCL based approach that addresses the draw-
backs of OWL-S identified in (Balzer et al. 2004). In

Section 6 we summarize our observations.



ArrivalDate
DepartureDate

FindVacantHotelRoom

Customer

Login

VacantRoomDescriptionSet

ifCondition:
Customer is a
HotelKroneCustomer

RegisterAsCustomer

ChooseRoom

Fo)

VacantRoomCode

e I o Gliii) D
' '
'
effect: H H -
RoomBooked T WAL P»{  BookingCode

Figure 3: Example Scenario from (Balzer et al. 2004)

2 TUML, OCL and the Semantic Web

The Object Constraint Language (OCL) is a part of
the UML specification provided by the Object Man-
agement Group (OMG). OCL was introduced in UML
to define constraints on the objects in a model based
architecture and plays a crucial role in expanding the
scope of UML models, by expressing complex rela-
tionships that are not easily captured through the
various UML diagram notations. In some cases, OCL
is also used to define business rules within the model.
UML and OCL are widely accepted as a part of
the object oriented software engineering approach by
both the academic and industrial community.

The feasibility of using UML as a graphical defi-
nition language in a Semantic Web context has been
investigated in (Falkovych, Sabou & Stuckenschmidt
2003), where the focus is placed mainly on solving the
modeling problem and the transformation of UML di-
agrams to Web ontology languages. Drawbacks such
as the absence of variables to represent procedural
knowledge and the additional type mapping require-
ments discovered in (Balzer et al. 2004) were not ad-
dressed. Composition of services has been discussed
in (Skogan, Grgnmo & Solheim 2004) where UML Ac-
tivity diagrams with minor modifications are applied.
UML diagrams were used as a graphical paradigm to
assist human comprehension but the service seman-
tics were defined in OWL-S.

2.1 Ontology Representation

Djuric developed a meta model to represent systems
centered around ontologies in a standard UML for-
mat (Djuric 2004). A UML profile for ontologies en-
ables the modeling of semantic services within the
MDA framework. A feasibility study and an approach
for translating UML profiles defined in MDA to OWL-
S is detailed in (Gasevic, Djuric & Devedzic 2005).
A composition approach was proposed in (Grgnmo,
Jaeger & Hoff 2005) based on the UML profiles de-
fined in (Djuric 2004). The main focus of the work
mentioned here is to examine transformation between
UML models and languages such as OWL-S. We in-
vestigate an approach based on UML and OCL in
a practical application scenario, and consider how
the approach addresses some of the issues raised
in (Balzer et al. 2004).
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OCL Grammar Process Instance

prePostOrBodyDeclICS ::=
"pre’ (simpleNameCS)? "' OclExpressionCS
| 'post’ (simpleNameCS)? "’ OclExpressionCS

Context <<Process>>

pre: <<condition>>

post: <<condition>>

Modified Process Ontology

cond:Condition

=1 derivedFrom
xsd:Boolean

=1 mustEvaluateTo

Precondition

hasPrecondition hasEffect

Equivalent
< ARy

Figure 4: Modified Process Ontology(Balzer et al.
2004) and OCL Equivalents

3 OWL-S vs. UML/OCL

OWL-S does not yet provide means for expressing
semantic properties in a standardised way. In par-
ticular, the description of effects and pre and post
conditions rely on external languages such as Knowl-
edge Interchange Format (KIF) and Semantic Web
Rule Language (SWRL). This diversity adversely af-
fects the integration and reuse of formal descriptions,
as translation between formalisms in general implies
loss of information. In this paper, however, our focus
is only to examine a parallel approach for describing
Semantic Web Services. In this section, we examine
how the use of UML/OCL would address these issues
raised in (Balzer et al. 2004).

3.1 Conditions in the Process Model

The absence of variables in OWL-S is a disadvan-
tage (Balzer et al. 2004). Critical procedural knowl-
edge such as the conditions and parameter instance
bindings cannot be expressed in OWL-S. Integrating
additional concepts to the OWL-S process ontology
would bring in to OWL-S the ability to express con-
ditions (Balzer et al. 2004).

Figure 4 shows a part of the modified process
model proposed in (Balzer et al. 2004). The modified
process ontology has a reified concept cond:Condition
to represent process preconditions and effects. Fig-
ure 4 also shows a snippet of prePostOrBodyDeclCS
expression from the OCL grammar and process in-
stance template. As counterparts to the hasPrecon-
dition and hasEffect properties in OWL-S, OCL has
the pre and post aspects that enable qualifying a
process described in OCL with Boolean constraints.
Generally conditions are strictly bound to a specific
instance of parameters. Variables in OCL can be used
to identify specific parameter instances. For exam-
ple a specific instance of the parameter Customer in
the HotelKroneBookingProcess (see Figure 3) can be
mapped to a variable currentCustomer and conditions
such as currentCustomer.isMember() can be evaluated
within condition expressions. The target of the pro-
cess effect can also be effectively expressed using OCL
variables. For example assume accountCharged to be
an effect of the HotelKroneBookingProcess (see Fig-
ure 3). The target of the effect can be expressed
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WSDL Snippet

name=" gl L.
xmins:MYNS="http://localhost:8080/xsd">
<types>
<schema xmins="http:/www.w3.0rg/2001/XMLSchema"
g 080/xsd">

<complexType name="Customer":
<complexContent>
<sequence>
<element name="birthDate" type="xsd:date" />
<element name="sAddress" type="ShippingAddress" />
</sequence>

<
Y

</complexContent>
</complexType>
</schema>
<ltypes>

ge name=" gl >
<part name="customerDetails" type="MYNS:Customer"/>
</message

</definitions>

Figure 5: OWL Datatype Mapping to WSDL

as a variable account where account is a specific in-
stance of CreditCard which is in turn linked to a spe-
cific instance of Customer class. OCL variables can
hold specific parameter instances which does away
with the limitation that preconditions should implic-
itly be modeled with the inputs. If the preconditions
are modeled with the inputs then conditions involv-
ing multiple input objects cannot be expressed. Un-
like (Balzer et al. 2004) where the preconditions are
modeled with inputs, OCL expressions give the free-
dom to express conditions such as ’(Customer credit
card is valid) or (Customer is a frequent visitor and
Customer has positive credit history)’. Unless rei-
fied concepts proposed in the modified process on-
tology (Balzer et al. 2004) are introduced, OWL-S
will not have the expressiveness to represent critical
procedural knowledge. On the other hand, OCL has
sufficient expressiveness to represent procedural for-
malisms such as conditions and parameter instances
(if desired).

3.2 Grounding

Balzer et al. noted that a different XSLT sheet would
have to be developed for every serialization of an
OWL type into XML Schema, making serialization
of the OWL types into XML Schema using XSLT
problematic (Balzer et al. 2004). They developed a
semantic RDF mapping ontology to overcome this.
In the mapping ontology an RDF class XSDType is
used to map the corresponding OWL type. Com-
plexType, SimpleType and ArrayType are the three sub
classes of XSDType class. The attributes of the OWL
types are mapped using the mapsTo property of Sim-
pleType class. UML can be used as a intermediate
transformation language while transforming OWL to
WSDL (Ha & Lee 2006). However, the transforma-
tion of OWL types into UML also suffers the earlier
mentioned XSLT serialization problem.

Figure 5 shows a snippet of the OWL types Cus-
tomer and ShippingAddress. The figure also shows,
in our approach, the UML equivalents of these OWL

Instance '

Service Defintion XM Constraint KB |< | CSP Solver!
Constraint Reasoner|

layer ¢ buyingProcess

customer: Customer

/' oModel.add(
’.‘ ©oModel.forAll(buyingProcess,
+  (accountisValid() or "\
(customer.isRegularCustomer() and 3,
customer.isCreditHistoryPositive()))) %

context buyingProcess
pre: (account.isvalid() or \
(customer.isRegularCustomer() and %,

eg.
K ILOG JConfigurator,
customer isCreditHistoryPositive()) %, '

€——> Transhation <G——p> Accessing

Figure 6: System Architecture

type definitions. XML Metadata Interchange (XMI)*
is the standard XML-based format to interchange
metadata such as class schema information. Strict
serialization of UML classes can be configured in
XMI. Once configured, for a given UML type there
could possibly only be one serialization. This seri-
alized structure can be mapped to either its equiv-
alent RDF class or it can be mapped to a complex-
Type in XML schema. Figure 5 also shows our map-
ping of UML type Customer into a complexType Cus-
tomer. This type definition in XML schema can be
incorporated into WSDL types and eventually into
WSDL messages. The message buyingProcessInput in
Figure 5 consists of a part whose data type is com-
plexType Customer. Djuric developed a profile at the
UML meta layer to encompass various ontology re-
lated operators, demonstrating the capabilities of the
UML language to represent ontologies defined using
OWL (Djuric 2004). This work provides evidence
that OWL data type definitions with complex char-
acteristics can be expressed using UML.

4 System Architecture

Existing processes can be adopted to synthesize
knowledge base for configuration from UML and OCL
specifications (Felfernig, Friedrich, Jannach & Zanker
2002). Information derived from UML diagrams can
be used to create knowledge bases for configuration
on the Semantic Web (Felfernig, Friedrich, Jannach,
Stumptner & Zanker 2002q, Felfernig, Friedrich, Jan-
nach, Stumptner & Zanker 2002b). Figure 6 shows
our system architecture based on afore mentioned
findings. The 'Meta layer’ in the diagram shows the
key components of the system. The ’Instance layer’
shows some examples of the instances that fall un-
der specific category. The ArgoUML® open source
UML modeling tool is used to model the service de-
scriptions. Figure 6 shows the complex constraint (in-
troduced in Section 3.1) modeled in OCL. The con-
straint instance in KB, shown in the figure, is mod-
eled using ILOG JConfigurator syntax (as specified
in (Albert et al. 2005), (Felfernig, Friedrich, Jannach
& Zanker 2002)). The translation from UML/OCL
models to XMI can be achieved using the "Export’
feature of the ArgoUML tool. The OCL expres-
sions are contained in the XMI file in OCL syntax,
which can be easily converted to the input language
of a constraint reasoner such as ILOG JConfigura-
tor (Albert et al. 2005). The actual composition
is then found by the configurator as demonstrated
in (Albert et al. 2005).
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5 UML/OCL and Semantic Web Protocol
Stack

Earlier work has shown the possibility of transforming
UML models into particular styles of Semantic Web
specifications. For example, Djuric et al. have inves-
tigated the vision of Modeling Spaces (MS) (Djuric
et al. 2005) and subsequently established the over-
lap of Technological Spaces (TS) (Gasevic, Djuric,
Devedzic & Damjanovic 2004) between the Model
Driven Architecture (MDA) and the Semantic Web.
A transformation map between the UML Meta Ob-
ject Facility (MOF) and RDF(S) within their respec-
tive MS was provided in (Djuric et al. 2005). This
transformation can be used to map UML models
into RDF. RDF Schema can then be used to inte-
grate component specifications (Korthaus, Schwind &
Seedorf 2005) defined using UML. However, RDF(S)
is too restricted to represent the semantics such as
constraints. OCL of course, along with UML are the
OMG’s intended standard for component specifica-
tion and can do this with clarity and consistency.

In our approach, the UML Profile defined
in (Djuric 2004) is used to define the structural and
non-functional properties of a Web Service, while
OCL is used for developing semantic descriptions of
the functionality, pre conditions, effects of Web Ser-
vices. The position of UML/OCL in the Semantic
Web protocol stack is shown in Figure 7. In Sec-
tion 3 we examined the aspects of UML and OCL
that exhibits better expressiveness, in comparison
with OWL-S under certain circumstances, of proce-
dural knowledge and datatype mapping. UML and
OCL have sufficient expressiveness to represent crit-
ical knowledge that cannot be expressed in OWL-S
unless significant changes are adapted in OWL-S on-
tologies. However, in terms of ontology representa-
tions and reasoning capabilities OWL-S clearly shows
potential. We acknowledge that OWL-S with suit-
able modifications will be a front runner for semantic
web service descriptions. On the other hand, UML
and OCL are widely accepted as a part of the object
oriented software engineering approach by both the
academic and industrial community. We expect that
using standard practices, which have been actively
used in software development, will ease the effort for
development of ontologies and semantic descriptions
for Web Services thereby encouraging development of
more ontologies for the Semantic Web by businesses.

4XMI is an OMG specification -
bin/apps/doc?formal/05-09-01.pdf
5ArgoUML - http://argouml.tigris.org/.

http://www.omg.org/cgi-
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6 Conclusion

In this paper, we have examined the use of UML and
OCL for the semantic description of service speci-
fications. We compare the approach to the widely
suggested use of Semantic Web technology to sup-
port or automate composition or matching tasks in
a service-oriented environment. Our approach is
based on existing proposals to use UML as an on-
tology language (Djuric 2004, Gasevic et al. 2005)
but the extension to include OCL specifications re-
sults in higher expressiveness than traditional Seman-
tic Web formalisms that have shown to exhibit a num-
ber of drawbacks (Balzer et al. 2004). The result-
ing specifications also lend themselves directly to the
composition task with constraint-based reasoning en-
gines (Albert et al. 2005, Felfernig, Friedrich, Jannach
& Zanker 2002). They therefore combine ease of use,
familiarity with traditional notation, and expressive
power in one approach.
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Abstract

Matching (or mapping) between heterogeneous on-
tologies becomes crucial for interoperability in dis-
tributed and intelligent environments.  Although
many efforts in ontology mapping have already been
conducted, most of them rely heavily on the mean-
ing of entity names rather than the semantics de-
fined in ontologies. In order to deal with seman-
tic heterogeneity, we enrich the semantics of ontolo-
gies for content-based matching. In this paper, we
propose a semantically-enriched model of ontologies
(called MetaOntoModel) where the semantics of con-
cepts are enriched by adding concept-level knowledge
(called meta-knowledge) based on three philosophical
notions: identity, rigidity, and dependency. Then, we
develop a MetaOntoModel-based ontology matching
method. Our novel idea is that if two concepts are se-
mantically equivalent, then they have the same meta-
knowledge. On the contrary, if two concepts possess
different kinds of meta-knowledge, then they cannot
be matched. We prove that meta-knowledge can de-
termine not only the scope of matches, but also the
closest corresponding properties between two similar
concepts.

Keywords: Ontology Model, Semantic Enrichment,
Ontology Matching, Semantic Heterogeneity, Inter-
operability

1 Introduction

Today, ontologies have become a silver bullet not only
in the development of the Semantic Web, but also in
several collaborative application areas such as intel-
ligent environments (or smart spaces), e-commerce,
social networks, multi-agent systems, etc., because
they are respected as a means of consensus for in-
telligent reasoning and sharing capabilities. Since a
single global ontology is no longer enough to support
the variety of tasks pursued in distributed environ-
ments, the Web involves a proliferation of ontologies,
and faced a trade off between interoperability and het-
erogeneity.

In order to keep a balance between heterogene-
ity and interoperability, ontology matching has be-
come a plausible solution in various tasks, such as
ontology merging, query answering, information re-
trieval, exchange, and integration, etc. Heterogeneity
is generally distinguished in terms of syntactic hetero-
geneity and semantic heterogeneity. Syntactic hetero-
geneity is caused by using different ontology modeling

Copyright (©2006, Australian Computer Society, Inc. This
paper appeared at Australasian Ontology Workshop (AOW
2006), Hobart, Australia. Conferences in Research and Prac-
tice in Information Technology, Vol. 72. M. A. Orgun and T.
Meyer, Ed. Reproduction for academic, not-for profit purposes
permitted provided this text is included.

paradigms (e.g., RDF-based model or Frame-based
model) and different ontology languages (e.g. DAML
or OWL), while semantic heterogeneity is created by
conceptualization divergence in describing the seman-
tics of ontological classes. Research on resolving syn-
tactic heterogeneity has been undertaken by many re-
searchers so far (Bowers 2000, Chalupsky 2000). In
this paper, we focus on the semantic heterogeneity be-
tween ontologies. Dealing with semantic heterogene-
ity is a recurrent issue for ontologies, like the problems
related to information integration of heterogeneous
databases and systems (Batini 1986, March 1990).
Ceri and Widom listed four categories of semantic
conflicts concerning schema matching: naming con-
flicts, domain conflicts, meta-data (or datatype) con-
flicts, and structural conflicts (Ceri 1993). Visser
and colleagues classified ontology mismatches into
two levels: conceptualization mismatches (class mis-
matches and property mismatches) and explication
mismatches (abstraction level mismatches and cate-
gorization mismatches) (Visser 1997). According to
the above works, we classify semantic heterogeneity
in ontologies into four categories. For two semanti-
cally similar or equivalent classes, there is (a) termi-
nological heterogeneity if they have different names
or labels; (b) tazonomical heterogeneity if they have
different subsumption structures; (c) schematic het-
erogeneity if they have different sets of properties
and constraints; and (d) instantiation heterogeneity if
they are interpreted using different sets of instances.
Most mapping tools are mainly intended to solve
terminological heterogeneity between lightweight on-
tologies like Yahoo directories, by applying Natu-
ral Language Processing (NLP) techniques (Mitra
& Wiederhold 2002, Doan, Madhavan, Domingos
& Halevy 2002, Ehrig & Stabb 2004). In prac-
tice, a matching process between formally axioma-
tized ontologies with a variety of heterogeneities is a
highly complex process, and a considerable amount
of expert-interaction is still involved in verification.
For ontology matching, our underlying assumption
is the more explicit semantics is specified in ontolo-
gies, the feasibility of matching will be greater. Hence,
an important step in handling semantic heterogeneity
should be the attempt to enrich the semantics of con-
cepts, with adequate conceptualization consistency.
The semantic enrichment techniques use a variety
of knowledge sources, such as shared thesaurus like
WordNet!, linguistic knowledge, and intensional and
extensional knowledge (Su 2004). However, Mitra
and Wiederhold claim that full automation for map-
ping using linguistic knowledge is not feasible, due to
the inadequency of today’s NLP technology (Mitra &
Wiederhold 2002). It is also obvious that the seman-
tics of similar concepts described by either intensional
knowledge (attributes and relations) or extensional
knowledge (sets of instances), in two different ontolo-

‘http://wordnet.princeton.edu/
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gies, can possibly be heterogeneous according to the
diverse knowledge of domain experts.

We focus our enrichment approach on meta-
knowledge analysis using some philosophical notions.
The idea behind our approach is that the meta-
knowledge carries an identifiable link between two
heterogeneous descriptions of a concept. Though
the description of a concept can be slightly differ-
ent according to domain experts, the meta-knowledge
of the concept is not distinctive for the same se-
mantics. For this purpose, we introduce a semanti-
cally enriched model of ontologies (called MetaOnto-
Model) where concept-level knowledge (called meta-
knowledge) is embedded into ontologies. Our novel
idea is that if two concepts are semantically equiv-
alent, then they have the same meta-knowledge, to-
gether with similar properties and constraints. On
the contrary, if two concepts have different meta-
knowledge, then they cannot be matched. We prove
that the meta-knowledge can determine not only the
scope of matches, but also the closest corresponding
properties between concepts.

2 A First-order Modal Language in Kripke
Semantics

In order to deal with semantic heterogeneity, we adopt
three philosophical notions of OntoClean? (Guarino &
Welty 2001). These notions (called meta-properties
in OntoClean) are identity, rigidity, and dependency.
Guarino & Welty mentioned that the notions of Onto-
Clean were formalized in S5 Quantified Modal Logic
(QML)? with the Barcan formula (BF)*, which gives
us a constant domain (every object exists in ev-
ery possible world) and universal accessibility (every
world is accessible from every other world) (Welty
& Andersen 2005). The domain of quantification
is possibilia, which when combined with S5 + BF
introduces a need for an actual existence predicate
(E), as opposed to logical existence, that indicates
some objects actually exist in the possible worlds
(Miller 1987, Cress 2001).

In order to express a precise semantics of each
notion, we provide a formal language of first-order
Quantified Modal Logic (QML) and apply Kripke’s
semantics.

2.1 Syntax

Let LF be a first-order modal language (Cress. 2001,
Belardinelli 2006, Modal 2003) which consists of al-
phabet AF = {X P,, F,,E} for countable infi-
nite sets of individual variables, n-ary predicate sym-
bols, n-ary function symbols, and the actual exis-
tential predicate symbol E, where n is a finite nat-
ural number. In £F propositional connectives (-,
A, V, —, and <), quantifiers (V and 3), and modal
operators (O and ¢), are also used. Terms of L£¥
are either constants, variables or constructed terms
fu(t1,...ytn) € F, where tq, ..., 1, are terms.

Definition 1 (Modal Formulas) Modal formulas
in alphabet AP are defined as follows:

o Ifp, is an n-nary predicate symbol and (t1, ..., tn)
is an n-tuple of terms, then pn(t1,....,tn) is an
atomic modal formula.

20ntoClean is a domain-independent methodology for ontolog-
ical analysis—a framework for cleaning taxonomic structure of on-
tologies.

3QML is known for the integration of First-order predicate logic
and modal logic.

4vz0¢ — OVx¢ [Barcan formula)

e If ¢,4p are modal formulas, then —¢, ¢ — 1, and
Uo are modal formulas.

e If ¢ is a modal formula and x is a variable, then
Vxo is a modal formula.

Falsehood 1, propositional connectives A, V, <, exis-
tential quantifier 9, and modal operator ¢, are defined
in the usual way (Modal 2003).

2.2 Semantics

A kripke frame in QML is F' = (W, R) where W is a
non-empty set, and R is a binary relation on W. Set
W is intuitively interpreted as the domain of possible
worlds, whereas R is the accessibility relation between
worlds (Cress. 2001). Universe U includes a set of in-
dividuals Ujpq and a set of datatype values Ugyp, such
that U = Ujng U Ugyp, regarding owl:ObjectProperty
and owl:DatatypeProperty®.

Definition 2 (Kripke Model) 4 Kripke model
given in universe U, is a quintuple M = (F,D,d,T)
where F' is a Kripke frame, D is a function assigning
a non-empty set (called outer domain) D(w) C U
to every w € W, d is a function assigning an inner
domain to every w € W such that d(w) C D(w), and
T = (U,-1) is the interpretation in frame F such that
Z(pl,w) € D(w)" for any n-ary predicate p, € P,
Z(fl,w) : D(w)® — D(w) for any n-ary function
fn € Fn, and I(E',w) = d(w) for existential
predicate E.

Each outer domain D(w) contains the objects which
it makes sense to talk about the possible domain of
w, on the other hand in each inner domain d(w) there
appear individuals actually existing in w. We as-
sume that model M satisfies the inclusion require-
ment (Cress. 2001), that is, if wRw' then D(w) C
D(w'). As frame F employs S55, there is a con-
stant outer domain between possible worlds such that
D(w) = D(w'). In practice, we cannot expect that
the same individuals actually exist in each arbitrary
accessible world. Therefore, we regard that the inner
domain of each world varies, depending on the actual
existence of individuals in the world.

Definition 3 (w-assignment) To define truth con-
ditions for atomic and quantified formulas with vari-
ables x € X given in LF, w-assignment func-
tion 0 into interpretation I in world w is defined
as I9(2",w) = O(x). There is also a varient of w-
assignment, 0%, which assigns individual element
a € D(w) to x.

Definition 4 (Satisfaction) For any world w € W
given in Kripke model M, the satisfaction relation of

modal formulas with respect to 9 is as follows:

o (I9,w) = pu(ty, oo tn) iff (Z2 (), w), ..., T (tL ,w))
€ Z%(ph,w)

d (Zaaw) ): - Zﬁ (Zavw) l?é (0
b S/JIa’w) ¢ — 1 iff (Iavw) = ¢ or (Iavw) F

o (Z2,w) = O iff for every w' € W such that
wRw', (I ') |= ¢

5owl:ObjectProperty relates two individuals, but
owl:DatatypeProperty relates an individual and a datatype
value (see http://www.w3.org/TR/owl-guide/) .

655 is a system where accessibility relation R is reflexive: (¢ —
¢, symmetric: ¢ — 0O¢, and transitive: O¢ — O0¢.



o (Z9, w) = Vag iff for every individual a € D(w),
(@ w) £ 6

Truth conditions for modal formulas containing
propositional connectives A, V, «, existential quan-
tifier 3, and modal operator { are defined from the
formulas above in the usual way, such as ¢¢ = —[1-¢,
¢ =¢— Y Atp— ¢. In particular (79, w) = L
never holds. A modal formula is true in Kripke model
M if and only if it is true in every possible world
w € W of M. Similarly, a modal formula is valid
in Kripke frame F' if and only if it is true in every
Kripke model M given on F. Since language £LF con-
tains existence predicate F, the following two axioms
are applied (Cress. 2001, Belardinelli. 2006).

e Vx[p — (E(y) — é[r/y])] [E-exemplification]”
= (E(z)—v)

p—Vayp
E-instantiation]

. where z is not free in ¢ [Universal

The soundness and completeness of QML have
been proved by Corsi and Belardinelli (Corsi 2002,
Belardinelli. 2006).

3 Identity, Rigidity, and Dependency

In the philosophical literature, ontological concepts
are generally divided into two categories: sortal con-
cepts (called sorts) and non-sortal concepts.

“Sort is an entity type® that carries a
criteria for determining the individuation,

persistence, and identity? of its instances
(Guizzardi, Wagner & Sinderen 2004)”.

“A class is called a sort if it supplies or car-
ries an Identity Condition (IC)” (Guarino &
Welty 2001).

“No entity without identity” (Quine 1969).

According to the above-quoted statements, it is
significant that the principles of identity and in-
dividuation supplied by sorts are essential in con-
ceptual modeling, together with a universe of dis-
course. Therefore, Guizzardi and Wagner (Guizzardi
et al. 2004) made the following postulate.

“Every object in a conceptual model (CM)
of a domain must be an instance of a CM-
class representing a sortal” (Guizzardi et al.
2004).

In this paper, we follow to the above postulate and
treat ontological classes as sorts, and non-sortals as
the attribute values of sorts. Some examples of sorts
are Person, Planet, Dog, House, Student, Wine,
Book, and Car, where individuals (or instances) are
countable and identifiable. Unlike sorts, Red, Happy,
and Beautiful, are non-sortals, which do not sup-
ply identity for their individuals. However, whether
a concept is a sort or not should rely on possession of
identity criteria, rather than the common sense of a
concept’s name.

Identity is the logical relation of sameness, in
which an individual identifies only to itself globally.

"For a proof for (Z2,w) = ¢lz/y] iff (Iaw’a(y),w) = ¢, we
refer to (Belardinelli. 2006).

8Entity type has an extension (instances) and an intension
which includes an applicability criteria for determining whether
an entity is an instance of it.

9An identity criteria (also called identity Condition) supports
the judgment of whether two particulars describe the same entity
or not.
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Definition 5 (Identity Condition) Identity Con-
dition (IC) of a sort is a datatype property, which
provides a unique IC value to each individual of the
sort. Formally, if v (unary function of language LF)
is an IC of sort s (denoted by ps ), then it satisfies one

of the following conditions'©.

OVz, y[ps(x)AE(x)Aps(W)AE(y)Ae =y — u(z) = L((%))]
OV, y[ps(2)AE(2)Aps (Y)AE(y)Au(x) = 1(y) — @ E%J]
Equation (1) states that “The IC of a sort must nec-
essarily provide the same IC value for the same indi-
vidual of the sort”. Equation (2) states that “The IC
of a sort must be necessarily sufficient to determine
two individuals with the same IC value as the same
individual”.

Example 1 Suppose that hasISBN is the IC of sort
PublishedBook. Then, it is necessary to have the
same ISBN for the same published book, or two in-
dividual books with the same ISBN can be identified
as the same published book in every possible world.
Someone may use a global product bar-code to iden-
tify each copy of the same PublishedBook (say an
individual of PublishedBookCopy). For other exam-
ples, hasFingerprint, hasURI, and hasLatitudeLongi-
tude can be used as the ICs of Person, WebResource,
and Location, respectively. Note that ICs should
be globally identifiable for individuals. For example,
Student possesses property ‘hasStudentID’, however
it is world-variant and can not be used as an IC. We
call it local IC, and use it to identify individuals inside
a possible world.

In Definition 5, we use unary predicates of language
LP, by adding predicated names corresponding to
sort names, such as ps € P;. Then, the funda-
mental semantics of a subsumption relationship
C between two sorts s; and s3, can be interpreted
in the form of implication relation, that is, if so C
s1 then Vz[ps,(x) — ps, (x)] (Beierle 1992, Kaneiwa
2001). This is read as “If sort s, is subsumed by sort
s1 then every individual of s is an individual of s1”.
In this case, s; is a super-sort and ss is a sub-sort. The
IC of a sort allows inheritance through subsumption
relationships.

Definition 6 (OwnIC and CarriedIC) If sort s
originates an IC, then the IC is called the ownlIC of s
denoted by ts. If a sort inherits an IC from a super-

sort through subsumption relationship, then the IC is
called “carriedIC” denoted by ¢.

Example 2 Suppose that hasFingerPrint is the
ownlC of sort Person because every person is iden-
tifiable by such fingerprint. According to Student C
Person, hasFingerprint is a carriedIC for Student.
In this case, we say Person supplies its ownIC to
Student and Student carries the IC of Person.

Rigidity provides the modality of a sort. In general,
the rigid designation in modal context is “it desig-
nates the same thing in all possible worlds’. However,
Kai-Yee Wong (Wong 2003) mentioned that what
Saul Kripke likes to say about rigidness is with exis-
tence conception: “...a designator rigidly designates a
certain object if it designates that object wherever the
object exists” (Kripke 1971). Regarding this quoted
reference, we apply the actual existence of rigidity

(Welty & Andersen 2005).

10In OntoClean, Guarino & Welty used a non-modal time pa-
rameter ‘t’ to mention a time line in each possible world. In our
definition of IC, we omit time parameter ‘t’ of original definitions
(Guarino & Welty 2001) by considering every state of possible af-
fairs by time, space, etc., as possible worlds in modalities, and
make IC explicit as a datatype property of a sort.
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Definition 7 (Existential Rigidity) For any sort
s, s is existentially rigid iff

Vz[Ops(z) — O(E(z) — ps(2))]; (3)
otherwise, s is existentially anti-rigid iff
Vz[Ops(z) — O(E(z) A —ps(z))]. (4)

In the rigid case, if every individual of a sort in world
w exists in every world w’ such that wRw’, the indi-
vidual is always a member of the sort. In the anti-
rigid case, this is not so.

Example 3 We can define Person as a rigid sort
and Student as an anti-rigid sort, by expecting ev-
ery person is a person in every possible world if s/he
exists there, and a person is not always a student.

Dependency expresses the external dependent rela-
tion of a certain sort to another disjoint sort.

Definition 8 (Externally Dependent) Sort s is
externally dependent on another sort s’ if, for all in-
dwiduals = of s, necessarily some individual y of s’
exist, which is neither a part nor a constituent of x:
Valps(z) A E(z) — Jy(ps (y) A E(y) A palz,y)

A = Part(y,x) N ~Constituent(y, x))] (5)

where s and s' are disjoint: Vx[ps(z) — —ps ()]

We make explicit the original dependent definition
(Guarino & Welty 2001) by adding an External De-
pendency Relationship (EDR) denoted by pg.

Example 4 Student is externally dependent on
School with “EnrollIn” relationship. This means we
do not define a person who does not enroll in a school
as a student. Thus, Enrollln is called the EDR of
Student on School. Similarly Parent, Child, Cus-
tomer, and Supplier, are externally dependent sorts.

There is an issue: 1Cs are either intrinsic or extrin-
sic. Guarino & Welty discussed this issue as follows:

“Global unique IDs are used either in object-
oriented systems to uniquely identify an ob-
ject or in database systems to identify data
records. Our notion of IC is based mainly on
intrinsic properties. However, this is not to
say that the former type never uses intrinsic
properties nor the latter never uses extrinsic
ones. In practice, conceptual modellers may
need both” (Guarino & Welty 2001).

Therefore, in this research, both intrinsic and ex-
trinsic properties are used as ICs if they satisfy Equa-
tion (1) or (2). For examples, fingerprint is intrinsic
but ISBN is rather extrinsic.

4 Modeling Semantically-Enriched Ontolo-
gies

Regarding both Frame and OWL specifications, there
are three fundamental modeling components in de-
veloping ontologies: classes for concepts, properties
for attributes and relations (called intensional knowl-
edge) of concepts, and individuals for instances (called
extensional knowledge) of each concept. In addition,
ontological axioms and constraints can be defined on
classes and properties. Taronomy is a structure of
classes mainly with subsumption relationships. An
ontology with a universe of discourse constitutes a
populated ontology or ontology base.

Let S be a set of sorts. A set of prop-
erties belonging to any sort s € S is de-

noted as PP(s). For example, PP(Person) =

{hasName, hasM other, hasDOB, hasFingerPrint}.
For every property p € PP(s), there is a specific
domain (D;) and range (R,) such that p: Dy — Rp.
We divide PP(s) into two subsets: (a) individual
properties that relate two individuals, e.g., has-
Mother, and (b) datatype properties that relate
an individual to a datatype value, e.g., hasName,
hasDOB, hasFingerPrint. IC is distinguished
from other properties by one-to-one relationship
between its domain and range, e.g., hasFinger-
Print. The subsumption relationship allows the
inheritance of properties between sorts, that is,
if sy C s; then PP(sy) D PP(s1). A hierarchy
of sorts with subsumption relationships is called a
sortal taxonomy (S,C) where S is a set of sorts
and C is a collection of subsumption relationships
on S.

The objective of modeling semantically enriched
ontologies is to provide a well-structured taxonomy
and adequate semantics for ontologies. Therefore, we
provide a classification of sorts and define the meta-
knowledge of sorts according to this classification.
Then, we define a conceptual model (called MetaOn-
toModel) of semantically enriched ontologies. Based
on the classification of sorts in OntoClean and by
Guizzardi (Guizzardi et al. 2004), we define four cat-
egories of sort: type_sort, quasi-type_sort, role_sort,
and phase_sort.

Definition 9 (Type_sort) If a sort is existentially
rigid and it originates (or supplies) an IC, then the
sort is called a type_sort.

Some examples of typesort are Person,
PublishedBook, and Wine, with ICs hasFinger-
print, hasISBN, and hasWineName!!, respectively.

Definition 10 (Quasi-type_sort) If a sort is exis-
tentially rigid but it does not originate an IC, then it
is called a quasi-type_sort.

More precisely, a quasi-type sort is a partition'?
of a typesort, specialized with a Common Value
Attribute (CVA)—an attribute of a sort which
has a common attribute value for every individ-
ual of the sort, e.g., every red wine has red color,
the gender of every man is male. For example,
(a) MalePerson and FemalePerson are the quasi-
type sorts of Person; (b) RedWine and WhiteWine
are of Wine; (c) PublishedBookInLogic and
PublishedbookInNon-Logic are of PublishedBook.
The quasi-type sorts of a certain type_sort are dis-
joint to each other, that is, if an individual person is
modeled as an instance of MalePerson then he cannot
be an instance of FemalePerson.

Definition 11 (Role_sort) If a sort is existentially
anti-rigid and it is externally dependent on another
sort by holding an EDR, then the sort is called a
role_sort. Moreover, the domains of role sorts are not
necessarily disjoint.

Student, Employee, Customer, and Supplier, are ex-
amples of role_sorts, such as a customer is a person
who buys a product from a supplier, an employee is
a person who is hired by an organization to perform
a job. An individual can be a member of more than
one role_sort subsumed by the same type_sort, that
is, a person can be a student as well as an employee.

Definition 12 (Phase_sort) If a sort is existen-
tially anti-rigid and does not need an EDR like

1 hasWineName includes winery, appellation, and a vintage.
12The partions (sorts) of a type_sort form a complete generaliza-
tion and they are disjoint from each other.
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Figure 1: A typical structure of sortal taxonomy

role_sort, then the sort s called a phase_sort.
Phase_sorts constitute possible stages in the history
of a super-sort they specialize, by holding a Com-
mon Constraint (CC). Thus, they are disjoint to each
other.

Some examples are:(a) Girl, Teenager, and Woman,
as the possible stages of FemalePerson by holding
age constraint; (b) Caterpillar and Butterfly,
of a Lepidopteran by holding wing constraint;
(c) UndergraduateStudent, MasterStudent, and
DoctoralStudent, of a university student life by
holding degree constraint. Contrary to rolesort, an
individual cannot belong to more than one phase_sort.

According to the above definitions, S can be di-
vided into four subsets:

U s

role

U s

S = Siype U S phase

quasi-type
where Siype is a set of type_sorts, Squasi—type iS a set
of quasi-type_sorts, Syoic is a set of role_sorts, Spnase
is a set of phase_sorts. We claim that each subset
of S is disjoint to each other, because their modal-
ity and identifiable characteristics are different. This
disjointness is proved as follows.

e By Definition (7), if sort s € S is existentially
anti-rigid, then s is not rigid, and vice versa.

e By Definition (9) & (10), if sort s € S is a
quasi_type sort, then it is not a type_sort, and
vice versa.

e by Definition (11) & (12), if sort s € S is a phase
sort, then it is not a role_sort, and vice versa.

A typical structure of the above classification is
depicted in Figure 1. It can also be called a skele-
ton of sortal taxonomies which preserve the condition
“anti-rigid sorts never subsume rigid sorts” (Guarino
& Welty 2001). We do not mean that every ontology
needs to complete this classification. In addition, we
employ the two assumptions described below.

e Assumptionl: Every top-most sort of a sortal
taxonomy in a given ontology must be a type_sort
which originates (or supplies) an IC to identify an
individual globally in multiple worlds, regarding
identity for every individual.

e Assumption2: A typesort is not allowed to
have multiple subsumption relationships, s3 Z s1
and s3 [Z s where all are type_sorts, because no
individual possesses two incompatible IC values
(e.g. an alcoholic drink cannot be defined as both
wine and whisky).

Definition 13 Meta-knowledge, denoted by PM, is
a sort-level (functional) property that defines a meta-
knowledge value for each sort. The range of PM

is restricted by an enumerated set { “type”, “quasi-

2”0k,

type”, “role”, “phase”}. For sort s € S, the meta-
knowledge of s is denoted by PM(s).
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Table 1: The meta-knowledge (M-K) and conceptual
constraints by sort classification

Classification | M-K Constraints

type_sort “type” ownlC: 1, € PP(s)

quasi-type_sort | “quasi-type” | CVA: p, € PP(s)

role_sort “role” EDR: ps € PP(s)

phase_sort “phase” CC: p. € PP(s)
4 T N
/ \
Legal Person type_sorts

Organjization

Scholar quasi-type_sorts

Employee Student
University \\\ role_sorts

Professor

T

Supervisor

Master Doctoral phaseisons
student Student

Figure 2: The taxonomy of Ontologyl

For example, PM(Person)="“type”. Each sort pos-
sesses only one meta-knowledge.  Moreover, the
meta-knowledge of a sort does not allow inheritance
through subsumption relationships. According to the
classification of sorts, we define the meta-knowledge
of a sort together with a specific conceptual con-
straint, as listed in Table 1. This classification sup-
ports not only subsumption consistency among sorts,
but also adequate individual-level properties for the
precise semantics of sorts.

Definition 14 (MetaOntoModel)
MetaOntoModel is a quintuple O = (S, C, PM PP,
A) where S is a non-empty set of sorts, (S,C)
is a tazonomic structure of S with subsumption
relationship T, PM s a function that defines
the meta-knowledge of each sort s € S, PP
is a set of domain-level properties such that
PP = {PP(s)|s € S}, and A is a set of ontological
axioms and conceptual constraints.

Example 5 (Ontologyl) We present a simple on-
tology of people in university domain (Ontologyl)
based on the MetaOntoModel as follows:

S = {Organization, University, Person, Scholar,
Employee, Professor, Supervisor, Student,
MasterStudent, Doctoral Student}

PM(S) = {type, role, type, quasi-type, role, role, role,

role, phase, phase}

Stype = {Organization, Person}

Squasi—type = {Scholar}
S = {University, Employee, Professor,

role
Supervisor, Student}
Sphase = {MasterStudent, DoctoralStudent}

The set of individual-level properties PP with spe-
cific domains and ranges, is given in Table 2, where
{S,T, R} denotes {study, teaching, research}. A cer-
tain university will be a model of this ontology. We
assume that every ontological entity (class, property,
individual) has a unique name, in each ontology.

The taxonomic structure of Ontology1 is described
in Figure 2. In Ontologyl, Legal Organization
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Table 2: The individual-level properties of Ontology1l

Property Domain Range
hasOrgName Organization String
hasLocation Organization String
giveDegree University Degree
hasName Person String
hasBirthDate Person Date
hasFingerPrint | Person String
hasActivity Scholar {S,T,R}
hasActivity Student ,
hasActivity Professor {T,R}
enrollln Student University
hasStudentID Student Integer
workIn Employee University
enrollForDegree | MasterStudent M.S
enrollForDegree | DoctoralStudent | PhD
supervise Supervisor Student
is-supervised Student Supervisor

is defined as a type_sort by expecting every school,
institute, or company, is a legal organization untill
its registration is valid with a unique name or ID,
and University is defined as a rolesort by con-
sidering a certain university may switch its status
to another (college or vocational institute) with a
relevant change in education standards and policy.
MasterStudent and DoctoralStudent are classified
as phase_sorts because they are considered as the pos-
sible stages (or phases) of student life. In an alterna-
tive ontology, suppose Ontology2, these concepts may
be defined including more than one kind of semantic
heterogeneity—including use of the same name with
different semantics, or different names with the same
semantics. Recall that deciding whether a sort is a
typesort or another kind of sort, does not fully de-
pend on the common sense of its name. More pre-
cisely, a sort is classified according to the properties
and constraints defined for it. Two similar domain
ontologies may have different taxonomies with some
common sorts. However, we claim that the meta-
knowledge of a semantically common sort in both on-
tologies should be the same. On the contrary, if two
sorts have different kinds of meta-knowledge, then
they cannot be the same sort, because their semantics
have different conceptual constraints such as ownlC,
CVA, EDR, or CC.

5 Implementing MetaOntoModel-based On-
tologies

We define semantic enrichment as a process to pro-
vide adequate semantics for ontological concepts
by developing structured and consistent taxonomies.
In this section, we demonstrate an implementation
framework of MetaOntoModel-based ontologies using
Protégé OWL API and a representation of these on-
tologies in OWL-Ontology Web Language.

Protégé!? is a Java-based free open source ontol-
ogy editor and knowledge base framework, that pro-
vides a plug-and-play environment for rapid proto-
typing and application development. The Protégé
platform supports two main ways of modeling ontolo-
gies, via Protégé-Frames and Protégé-OWL editors.
Protégé ontologies can be exported into a variety of
formats including RDF(S), OWL, and XML Schema.
Moreover, Protégé-OWL editor supports creation of
customized meta-classes'*. These are the basic rea-
sons why we selected Protégé-OWL editor for the im-

3nttp://protege.stanford.edu/
A meta-class is a frame template that is used to define new
classes in an ontology.

Kl ontologyt Protées 3.2 beta _(Fle:\CA\Program20Files\Java\Protege 3.2 beta\ontology1.pprj, OWL / RDF Files)

ned & protégé
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Figure 3: A screenshot of semantic enrichment in
Protégé
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Ej Enriched
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Figure 4: Major steps of semantic enrichment process

plementation of MetaOntoModel-based ontologies. In
addition, Protégé supports Protégé Axiom Language
(PAL) to create internal constraints, and to embed
these constraints in OWL format.

We built a MetaOntoModel-based meta-class on-
tology named ‘sort.owl’, and uploaded it in Protégé
ontology library'® as an open source ontology. Our
meta-class ontology consists of four meta-classes la-
beled TypeSort, Quasi-typeSort, RoleSort, and Phas-
eSort, respectively, as shown in Figure 3. Each
meta-class has two concept-level properties: ‘meta-
knowledge’ and ‘conceptual constraint’ shown in Ta-
ble 1. We also develop five PAL constraints in
‘sort.owl’ for the purpose of subsumption consis-
tency. The meanings of these PAL constraints are

a) a quasi-type_sort never subsumes a type_sort;
b) a phase_sort never subsumes a type_sort; (c
a phase_sort never subsumes a quasi-type_sort; (d
a role_sort never subsumes a type_sort; and (e) a
role_sort never subsumes a quasi-type_sort.

The major steps of our semantics enrichment pro-
cess are illustrated in Figure 4.

1. First, users need to open a project in Protégé for
OWL ontology O.

®http://protege.cin3.net/cgi-bin/wiki.pl?Protegelntologies
Library
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<rdf:RDF xml:base="http://www.owl-ontologies.com/ontology1.owl"><owl:Ontology rdf:about="">
<owl:imports rdf:resource="http://protege.stanford.edu/plugins/owl/protege"/></owl:Ontology>
<owl:Class rdf:ID="TypeSort">
<rdfs:subClassOf><owl:Restriction>
<owl:minCardinality rdf:datatype="http://www.w3.0rg/2001/XMLSchema#int">1</owl:minCardinality>
<owl:onProperty><owl:DatatypeProperty rdf:ID="global-IC"/></owl:onProperty></owl:Restriction
<Irdfs:subClassOf>
<rdfs:subClassOf><owl:Restriction>
<owl:hasValue rdf:datatype="http:/www.w3.0rg/2001/XMLSchematstring">type</owl:hasValue>
<owl:onProperty><owl:FunctionalProperty rdf:ID="meta-knowledge"/></owl:onProperty>
<lowl:Restriction></rdfs:subClassOf>
<rdfs:subClassOf><owl:Class rdf:|D="Sort"/></rdfs:subClassOf>
<lowl:Class>
<TypeSort rdf:ID="Person">
<rdfs:subClassOf><owl:Restriction>
<owl:onProperty><owl:DatatypeProperty rdf:ID="hasFingerPrint"/></owl:onProperty>
<owl:cardinality rdf:datatype="http://www.w3.0rg/2001/XMLSchemat#int">1</owl:cardinality>
</owl:Restriction></rdfs:subClassOf>
<meta-knowledge rdf:datatype="http://www.w3.0rg/2001/XMLSchematstring">type</meta-knowledge>
<rdfs:subClassOf rdf:resource="http://www.w3.0rg/2002/07/owl#Thing"/>
<global-IC rdf:datatype="http://www.w3.0rg/2001/XMLSchema#string">hasFingerPrint</global-IC>
<owl:disjointWith rdf:resource="#University"/>
<[TypeSort>
<RoleSort rdf:ID="Student">
<rdfs:subClassOf rdf:resource="#Scholar"/>
rdfs:subClassOf> <owl: icti wl:onProperty rdf:resource="#Enrollin"/>
<owl:cardinality rdf:d: ="8&xsd;int">1</owl: inality> </owl:Restriction></rdfs:subClassOf>
<owl:disjointWith rdf:resource="#Professor"
<externalDependentRelation rdf:datatype="&xsd;string">Enrollin</externalDependentRelation>
t ge rdf: ype="&xsd;string"

</RoleSort>
owl:F i perty rdf:about="#met ge">

<rdf:type rdf:resource="http://www.w3.0rg/2002/07/owl#DatatypeProperty"/>
<rdfs:range> <owl:DataRange> <owl:oneOf rdf:parseType="Resource">
<rdffirst rdf-datatype="http://www.w3.0rg/2001/XMLSchema#string" >type</rdffirst>
<rdffirst rdf:datatype="http://www.w3.0rg/2001/XMLSchema#string" >quasi-type</rdf-first>
<rdf:first rdf:datatype="http://www.w3.0rg/2001/XMLSchematstring" >phase</rdf:first>
<rdf:first rdf:datatype="http://www.w3.0rg/2001/XMLSchemattstring" >role</rdf:first>
</owl:oneOf> </owl:DataRange> </rdfs:range> <rdfs:domain rdf:resource="#Sort"/>

<lowl:FunctionalProperty>

<owl:DatatypeProperty rdf:about="#hasFingerPrint">

<rdfs:range rdf:resource="http://www.w3.0rg/2001/XMLSchemat#string"/>

<rdfs:domain rdf:resource="#Person"/>
<rdf:type rdf:resource="http://www.w3.0rg/2002/07/owl#FunctionalProperty"/>

<l/owl:DatatypeProperty>

<owl:ObjectProperty rdf:ID="Enrollin">
<rdfs:range> <RoleSort rdf:ID="University"> <rdfs:subClassOf> <TypeSort rdf:ID="Organization">

<rdfs:domain> <RoleSort rdf:|D="Student"> <owl:disjointWith> <RoleSort rdf:ID="Professor">
</RoleSort> </rdfs:domain>
</owl:ObjectProperty>
<protege:PAL-CONSTRAINT rdf:ID="PAL-CONSTRAINT_2">
<protege:PAL-NAME rdf:datatype="http://www.w3.0rg/2001/XMLSchematstring">
notRoleToType</protege:PAL-NAME>
<protege:PAL-STATEMENT rdf:datatype="http://www.w3.0rg/2001/XMLSchema#string">
(forall ?sub
(forall ?super
(=> (and ('meta-knowledge' ?super "role")
(subclass-of ?sub ?super)
(own-slot-not-null 'meta-knowledge' ?sub))
(not ('meta-knowledge' ?sub "type")))))
</protege:PAL-STATEMENT>
</protege:PAL-CONSTRAINT>

MetaOntoModel
Information System1 Information System2
Ontology1 Ontology?2
T interoperabilit; T
database ‘1 datal
\ / é‘
\,
/
\, 4
H \\ // H

i MetaOntoModel-based Ontology Matching

et g L
-base
-base
-basex

Figure 5: The enriched Ontology1 generated in OWL

2. Second, it is necessary to load sort.owl into the
opened project via the import service of Protégé.

3. Third, the meta-class of each ontological class
needs to be changed from standard -class,
owl:class, to one of the meta-classes via ‘change
metaclass’ option of Protégé as shown in Figure
3. For this selection, users need the background
knowledge of sort classification that we presented
in Section 4. By the selection of meta-class, the
meta-knowledge of each ontological class will be
assigned automatically. Then, the user needs to
enrich the semantics of each ontological class by
providing necessary individual-level properties.

4. Fourth, the consistency of semantic enrichment
can be evaluated by invoking the PAL constraints
defined in ‘sort.owl’, via the PAL constraints
tab of Protégé, and by running a DIG reasoner
Racer'® or Pellet!”. An iterated process may be
needed between Steps 3 and 4.

5. Finally, the semantically-enriched ontology, OF,
can be successfully generated in OWL.

Figure 3 shows a screenshot of semantic enrichment
in Protégé. A part of enriched Ontologyl generated
in OWL is shown in Figure 5, where each meta-class
is represented using owl:class and each sort s € S
is represented as an instance of a relevant Sort meta-
class, e.g., Person is a sort which is an instance of
meta-class TypeSort.

6http://www.sts.tu-harburg.de/ r.f.moeller/racer/
17http://www.mindswap.org/2003/pellet/

Figure 6: A general architecture of MetaOntoModel-
based ontology matching

6 MetaOntoModel-based Ontology Matching

A general architecture of MetaOntoModel-based on-
tology matching is given in Figure 6. Suppose that
there are two heterogeneous ontologies: Ontologyl
and Ontology2, which are enriched in the form of
MetaOntoModel, and also populated. In order to
achieve interoperability between two information sys-
tems through heterogeneous ontologies, the respon-
sibility of ontology matching is to find semantically
similar sorts between two ontologies.

6.1 Matching Method

For ontology matching, we claim that there
is no semantic correspondence between rigid
sorts and anti-rigid sorts, mnor between
rigid sorts (type_sorts and quasi-type-sort)
nor between anti-rigid sorts (role_sorts and
phase_sorts), because their modality and
conceptual constraints are different.

Thus, our matching process is driven by direct sort
matching between the same meta-knowledge groups.
Consequently, it can flatten iterations of a matching
process and possibly reduce complexity.

Let O = (S,C,PM PP A) and O =
(5", ', P"M PP A’) be the logical view of Ontol-
ogyl and Ontology2. In our matching method, we
consider mapping function f : s € O — s € O
to find the semantically corresponding sort s’ for s.
Then, we divide mapping function f into four sub-
functions as follows:

e typeMatching is a mapping function that finds
correspondence of a type-sort s € Stype in

éype' Since each type_sort originates an IC,
the main idea in determining correspondence be-
tween type_sorts is analyzing whether the own-
ICs of two type_sorts can export and import in-

terchangeably or not (Tun & Tojo 2005).
Exportability: If the ownlC of sort s € Syype,
Ls, can identify and distinguish all the individuals
of another sort s’ € 54, then the IC is called
exportable to s, formally, Vx, y[ps (x) A ps (y) A
z =y — s(x) = 1s(y))].

Importability: If the ownIC of a sort s €
S type, Ls', can identify and distinguish all the in-
dividuals defined for sort s € Syype, then the IC
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Figure 7: IC-based type_sort matching

is called importable to s, formally, Vz, y[ps(x) A
ps(y) Ne =y — 1y () =t (y))]
Correspondence (or semantic equality) between
two type_sorts is determined by mutuality or
sameness relation between their ownlCs. The
mutuality between two ownlCs is decided when
they are both exportable and importable, that is,
the IC values provided by the ownlCs for each in-
dividual are different but they are unique. In the
case of sameness, both ownlCs must provide the
same IC value for the same individual, in addi-
tion to being exportable and importable.

Example 6 Suppose that ‘hasFingerPrint’ and
‘hasIrisPattern™® are defined as the ICs of
Person, and ‘hasOrgName’ and ‘TitleOfOrgani-
zation’ for the ICs of Organization. Then, ‘has-
FingerPrint’ and ‘IrisPatternOf’ have mutuality
relation, while ‘hasOrgName’ and ‘TitleOfOrga-
nization” have sameness relation.

We summarize the procedure of IC-based
type_sort mapping, below. A bottom-up search-
ing approach is applied as shown in Figure 7,
because ICs are inherited from top to bottom.

/ !
1. Choose a sort s from S’;ype.

2. Test whether the own IC of sort s, g, is
exportable to s;.

3. If yes, find s such that s J s}, and test
the top-most exportable sort s; for ¢s, then
test whether the ownlIC of sort s, ¢y, is
importable to s or not.

(a) If yes, there is mutuality, then test for
sameness.
i. If yes, there is sort equality by
sameness between s and 59.
ii. Otherwise, there is sort equality by
mutuality between s and s’.
(b) Otherwise, try such s; C s on other
branches for mutuality.

4. Otherwise, go to (1) to select a next possible
sort s.

o quasi-typeMatching is a mapping function that
finds the correspondence of quasi-type_sort s €
: o ;
SquaSI—type in Squasi-type' First, the scope of
possible matches in Squ asi-type 13 decided by
finding type_sort s} € S},,, which has a matched
type_sort s; € Syype such that s & s;. After that,
the correspondence of s is determined by a simi-

lar CVA in both PP(s) and PP(s").

18We admit that a type_sort can originate more than one IC (say
multiple ownICs), e.g., Person has three ownICs: hasFingerPrint,
IrisPatternOf, and hasPalmVeinPattern.

Ontologyl Ontology?2

typeMatfrhing

scope of posrs\i"b\le
matches in roles-.

\ J \ [narches 1o roies--.. Y,

Figure 8: A general view of roleMatching function

e roleMatching is a mapping function that finds the

: /
correspondence of rolesort s € S} in Srole'

There are three steps in the roleMatching func-
tion.

— First, select sort s; € S such that s C sq, to
find a corresponding typesort sj € S'iype
through typeMatching function.

— Second, if typeMatching successfully re-
turns a corresponding type_sort s, then de-
termine the scope of possible matches by
searching a corresponding quasi-type sort
5/2 € S/quasiftypa

— Third, according to s}, examine the scope of
possible matches among role_sorts again, by
selecting role_sorts s’ such that s’ C sb, and
then determine the correspondence of s by

a common EDR in both PP(s) and PP (s').

e phaseMatching is a mapping function that finds

the correspondence of phase_sort s € Sphase in

{ohase' The process of phaseMatching is almost

similar to roleMatching, in analyzing a common
CC except for EDR.

The corresponding sorts between Ontologyl and
Ontology2 can be found through the above four
matching functions.

6.2 Evaluation

We evaluate the MetaOntoModel-based matching
method by calculating the mathematical complexity
of matching function f. Suppose that the maximum
number of sorts in O and O" are N. Let m and n be
the number of individuals for sorts s and s’. The test
for exportability and importability would take m and
n comparisons respectively. For the convenience of
estimation, if we regard a binary tree for taxonomies,
then the average depth would be log N, and the ap-
proximate number of leaves would be N/2.

The mathematical complexity of T is calculated
based on the complexity of four sub-functions: type-
Matching, quasi-typeMatching, roleMatching, and
phaseMatching. Let the maximum number of
typesorts be k, 1 < k < N. Then, the max-
imum number of quasi-type_sorts, role_sorts, and
phase_sorts, will be N —k. The worse case complexity
of type_sort matching is

Tiype = ((k/2+log k) x O(m) + O(n)) = O(N x m)

where (N/2 +log N/2) x O(m) for exportability and
O(n) for importability when the total number of sorts
is N. Then, the complexity of other sub-functions are
as follows:

Tquasi—typc = Ttype + (N—k)xO(1)) = O(N xm)



Tiole = Tquasi-type + (N=k)xO(m+n)) = O(N xm)
Tphase = Tquasi—type + (N=k)xO(1)) = O(Nxm)

Note that the complexity of CVA or CC, is as-
sumed to be O(1) because of direct attribute value
or constraint matching. In the case of roleMatch-
ing, matching between two EDRs will cost O(m +n),
due to checking whether each EDR provides the same
range for each sort, or not. Finally, T in the worse
case is

Ty = Ttype+Tquasi—type+Trole+Tphase = O(Nxm).

If Ty is applied for the complete ontology matching,
T., of all available sorts between O and O’, then T,
would be reduced from O(N?2xm) to O(N log N xm),
because the matching functions need not be executed
for the sub-sorts of every unmatched type_sort.

7 Related Work

The development of methods and tools for ontology
matching, alignment, and merging, has focused on a
variety of works originating from diverse communities
over a number of years. Kalfoglou and Schorlemmer
(Kalfoglou & Schorlemmer 2005) conducted a com-
prehensive survey on a total of 35 mapping-related
works. Noy and Musen (F. Noy & Musen 2002)
also provided an evaluation-oriented analysis of some
mapping tools, comparing them with their own expe-
rience in PROMPT for ontology merging.

Not only the major tasks but also the assump-
tions employed in each work are more or less different.
Here, we provide an objective style review concerning
how each tool deals with semantic heterogeneity and
to what extent. For that purpose, we first present
some existing methods and tools in brief, with re-
spect to their background theory, mapping approach,
and the level of expert-interaction.

e PROMPT (F. Noy & Musen 2003) is a semi-
automatic interactive tool suit for performing on-
tology merging. For the phase of matching, An-
chorPROMPT first detects linguistic similarity
matches (called anchors) between ontology com-
ponents, and then determines their semantic cor-
respondences using related structural knowledge
such as subsumption relations and properties (or
slots). User approval is considered for merging
between all possible kinds of correspondences.
The limitation of PROMPT is that the two on-
tologies in the mapping (and merging) process
should be different versions of the same ontology.

e IF-Map (Kalfoglou & Schorlemmer 2002) is a
channel-theory-based automatic ontology map-
ping method. It uses logic infomorphism between
ontologies with concept-to-concept mapping and
relation-to-relation mapping. There are two as-
sumptions in IF-Map, which are (a) a common
reference ontology for all ontologies, and (b) con-
sidering an equal set of instances for the deci-
sion of concept matching, that is, if two concepts
share the same set of instances then they are de-
termined to be the same concept; otherwise not.

e GLUE (Doan et al. 2002) is an automatic on-
tology matching system that employs a multi-
strategy machine learning technique with joint
probability distribution. First, the similarity es-
timator determines the similarity between in-
stances using multiple base learners and a meta
learner.  GLUE contains two kinds of base
learner: name learner and content learner. Name
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learner uses linguistic knowledge to calculate
similarity between the names of two entities, by
exploiting the frequency of words. FEach con-
tent learner focuses on a certain type of informa-
tion belonging to instances. Meta-learner is used
to linearly combine the predictions of all base
learners. Then, relazation labeler determines the
best mapping—which best satisfies the given do-
main constraints and heuristic knowledge—for
each entity by analyzing the similarity results of
all neighborhood entities.

e QOM-Quick Ontology Mapping (Ehrig et al.
2004) constitutes a straightforward name-based
similarity computation between entities defined
in two ontologies. QOM focus on less run-time
complexity for the mapping efficiency of large-
size, light-weight ontologies.

We learned that most matching tools rely much
on name-based matching between ontological enities,
rather than semantics (or content) defined for each
entity. For very complex names, the tools need ex-
pert’s verification or user’s approval.

Our matching is focused on content-driven match-
ing between two concepts. As we have discussed
two concepts with the same name may have differ-
ent semantics. Suppose that an ontology developed
by a certain university, where only graduate courses
are available, uses concept name Student for a set
of graduate students. Another ontology developed
by a different university, where only undergraduate
courses are available, may use the same name for
different (but overlapped) semantics. According to
the name-based matching methods, the accuracy of
matches or unmatches is rather risky.

Two concepts might have different names. How-
ever, they can have semantic correspondence because
the meaning of concept names cannot completely ex-
press the semantics of concepts. Moreover, other
kinds of heterogeneity may be involved between two
concepts. In that case, content-based matching of all
available properties and instances will become com-
plex. In our approach, we could remove unnecessary
complication by analyzing only the most closely cor-
responding properties between two concepts.

The similarity analysis by the content learners of
GLUE is similar to our matching approach. The sim-
ilarity between two nodes (classes) is determined by
the similarity of their attributes and relations with
their neighbour nodes. Then, the similarity between
two attributes is calculated by the similarity between
their corresponding instances. Suppose that N., N,
and N; are the maximum number of nodes, prop-
erties (attributes & relations), and instances. Let
us assume that the complexity of comparing two at-
tribute values between two instances is O(1). Then,
the complexity of calculating similarity between two
instances will be O(N,). And, O(N,* x N;) will be
the complexity for the similarity between two nodes.
Finally, the matching between two ontologies will
take O(log N, x N,* x N;). In order to compare
GLUE with our matching approach, let us substi-
tute N for every parameter; the cost of GLUE will
become O(N?3log N), while our matching approach
costs O(N?log N) because our method does not re-
quire comparing all properties belonging to each class.

8 Conclusion

We conclude this paper with three main points: (a)
the summary of our contributions, (b) the advan-
tages and limitations of our semantic enrichment and
matching method, and (c) our future work. First of
all, our contributions are listed below.

99



CRPIT Volume 72

100

e We provided MetaOntoModel in order to provide
well-conceptualized and semantically-enriched
ontologies for matching between heterogeneous
ontologies, with less expert-interaction.

e We developed an open source meta-class ontol-
ogy file (named ‘sort.owl’) which includes the
frames of four sort meta-classes, and five PAL
constraints to check subsumption consistency.

e We demonstrated the MetaOntoModel-based en-
richment process using Protégé OWL API.

e We presented a content-based matching method
that can reduce the cost of matching between
heterogeneous ontologies.

e We evaluated our matching technique in terms
of mathematical time complexity, and provided
a comparison with other mapping tools.

The advantages of the MetaOntoModel-based match-
ing method over other mapping methods are (a) the
time cost can be reduced by direct matching between
the same meta-knowledge groups; and (b) seman-
tic correspondence between two sorts can be decided
by matching between the most closely corresponding
properties such as ownlICs, CVA, EDR, and CC, in-
stead of comparing all the properties belonging to
the sorts. Our approach brings together techniques
in philosophy, conceptualization, formal ontologies,
mathematical logic, and knowledge representation.
The limitation of this work is that ontological
classes must be sortal, and they should be enriched
according to MetaOntoModel. We admit that users
need sufficient background knowledge for the classifi-
cation of sorts, particularly based on rigidity and IC.
In future work, we will consider an intelligent as-
sistant to users in deciding whether a sort is a rigid
designator for its individuals, or not. Also, we will
present MetaOntoModel-based ontology merging to-
gether with an alignment system of mapping results.
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