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Preface

The Australian System Safety Conference 2012 was held at the Mercure Hotel, Brisbane, on 23-25 May,
2012. The conference, jointly sponsored by the Australian Safety Critical Systems Association (aSCSa)
and the Australian Chapter of the System Safety Society, had the theme: “Value Adding and Efficiencies
in System Safety” and was attended by more than 100 participants. This year we had, for the first time,
five keynote speakers:

– Dr Claire Marrison, Manager, Safety Systems, Risk and Analysis (Airservices, Australia)
– Mr Robert Schmedake, Technical Fellow of System Safety (Boeing St Louis, USA)
– Mr Terry Hardy, Founder and Director Safety and Risk Management (Great Circle Analytics, USA)
– Dr Jens Braband, Business Unit Rail Automation (Siemens AG, Germany)
– Prof Manfred Broy, Professor of Computer Science (Technische Universität München, Germany)

Prior to the conference, Terry Hardy presented a tutorial entitled “Essential Questions in Software
Safety”, and Jens Braband presented a tutorial entitled “Rapid Risk Assessment of Technical Systems”.
Full program details are available from assc2012.org. More information on the aSCSa can be found at
www.safety-club.org.au.

The Organising Committee is very grateful to the authors for the trouble they have taken in preparing
their work to be included in these conference proceedings. The papers were peer-reviewed for relevance
and quality by the Program Committee. Note, however, that the views expressed in the papers are the
authors’ own, and in no way represent the views of the editor, the Australian Safety Critical Systems
Association, the System Safety Society, or the Australian Computer Society. The fact that the papers have
been accepted for publication should not be interpreted as an endorsement of the views or methods they
describe, and no responsibility or liability is accepted for the contents of the articles or their use.

The committee also wishes to acknowledge the conference sponsors for their strong support: the Aus-
tralian Computer Society; Ansaldo STS; RGB Assurance; Nova Systems; Hyder Consulting; BAE Systems;
Airservices Australia; and the Defence Materiel Organisation in the Australian Government Department
of Defence.

I wish to thank all those involved in organising the conference (listed below). Once again, I am grateful
to my colleagues B.J. Martin, Holger Becht and Derek Reinhardt, who worked hard to make sure that the
conference was a success.

Finally, our thanks to the Australian Computer Society: in particular we are grateful to Brian Clegg; to
Barry Snashall and Colleen Garard of the Queensland Branch; and to the Computer Systems and Software
Engineering Board.

Tony Cant, formerly at Defence Science and Technology Organisation
Organisation,
Program Chair, ASSC 2012
May, 2013
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Integrating Safety Management through the Bowtie Concept 
A move away from the Safety Case focus 

Mr. Anthony P. Acfield and Dr. Robert A. Weaver 
Airservices Australia 

GPO Box 367, Canberra 2601, ACT 
anthony.acfield@airservicesaustralia.com, rob.weaver@airservicesaustralia.com 

 

Abstract 
To ensure that safety processes such as risk management, 
change management and incident investigation deliver 
maximum value, it is essential that they are effectively 
integrated.  As well as providing a means to represent 
risk, the Bowtie concept also provides a strong basis for 
integrating these safety processes, both internally within 
an organisation and cross-organisationally. 

This paper provides an overview of how these 
processes can be integrated, why this integration is 
essential and why a change in focus from traditional 
Safety Cases to Bowtie Risk Management is needed 
within the safety engineering industry.  As well as this, 
the paper describes in detail how a Bowtie Risk model 
can be used at the heart of safety requirements elicitation 
and a safety change management argument. 

The aim of the paper is to effectively demonstrate that 
a risk-based approach to safety management, using the 
Bowtie concept, provides an effective means of achieving 
both this integration and shift in safety argument 
methodology.  
Keywords:  Integration, Bowtie, Risk, Safety Case. 

1 Introduction 
A Safety Management System (SMS) provides a 
systematic way to control all processes relating to the 
management of safety for a system or organisation.  The 
International Civil Aviation Organisation (ICAO) Safety 
Management Manual (ICAO, 2009) identifies the 
following functions of an SMS: 

a) Identify safety hazards; 
b) Ensure the implementation of remedial action 

necessary to maintain agreed safety performance; 
c) Provide for continuous monitoring and regular 

assessment of the safety performance; and 
d) Aim at continuous improvement of the overall 

performance of the safety management system. 
To achieve these functions, ICAO identifies the 

elements shown in Figure 1 as necessary for a successful 
SMS.  While the SMS concept brings together all 
elements of a safety process into one system, manual or 
document, it is only when these elements are successfully 
integrated that the value of the processes can be 
maximised.   

 
 
Copyright © 2012, Australian Computer Society, Inc. This 

paper appeared at the Australian System Safety Conference 
(ASSC 2012), held in Brisbane 23-25 May, 2012. Conferences 
in Research and Practice in Information Technology (CRPIT), 
Vol. 145, Ed. Tony Cant. Reproduction for academic, not-for 
profit purposes permitted provided this text is included. 

Within an SMS, six key processes need to be 
integrated to provide the heart of effective safety 
management: 
� Management of Safety Accountabilities; 
� Hazard identification; 
� Risk assessment and mitigation; 
� Safety performance monitoring and measurement; 
� The management of change; and 
� Incident investigation. 

Many approaches to safety management integrate 
some of these processes.  However, it is rare that all of 
these processes are successfully integrated within the 
application of a Safety Management System.  This lack of 
integration can lead to safety management being under 
valued and approached in a “tick box” manner due to the 
true benefits of the processes not being realised.   

Without process integration, we may not concentrate 
design effort on the correct safety hot spots, which will 
occur in operation.  Similarly, we may not understand 
which events and occurrences during operation truly 
represent precursors to or indicators of more severe 
incidents.  Without ownership of risks and controls by 
operational authorities, safety management can be 
outsourced to safety departments rather than being 
actively engaged in by those that have the ability to affect 
safety performance. 

 

Safety Policy and Objectives

Management commitment and responsibility;
Safety accountabilities;
Appointment of key safety personnel;
Coordination of emergency response planning; and
SMS documentation.

Safety Risk Management

Hazard Identification; and
Risk assessment and mitigation.

Safety Assurance

Safety performance monitoring and measurement;
The management of change; and
Continuous improvement of the SMS.

Safety Promotion

Training and education; and
Safety communication.

 
Figure 1: Components and Elements of an SMS 

(ICAO, 2009) 
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1.1 Current Industry Focus on Safety Cases 
Currently the primary technique used for integrating 
safety processes is the Safety Case, which provides an 
argument as to why the system is believed to be safe to 
deploy in its intended operational context (Kelly 1998).  
Safety Cases were originally developed in the Nuclear 
Industry with the UK Windscale accident in 1957 
providing an impetus.  In a similar way, the UK Piper 
Alpha Disaster and Lord Cullen’s subsequent public 
inquiry (Cullen 1990) led to recommendations for the use 
of Safety Cases for Offshore Installations. Cullen’s 1990 
report is commonly seen as an important milestone in the 
promulgation of Safety Cases. 

Since that time, the Safety Case as a concept has 
grown in stature to the extent that it is now recommended 
practice in many safety related industries.  Standards and 
guidelines for systems, hardware and software usually 
require the development of a Safety Case for the 
certification process before operational use.  The “Safety 
Case” has become terminology used by CEOs (The 
Australian, 2011) and it is often seen as the panacea for 
safety process integration.  While internationally and 
cross industry there is alignment on the definition of a 
Safety Case, there is less clarity on when its use is 
appropriate.  This has led to the over proliferation and 
application of the concept in ways which do not add 
value. 

While the Safety Case concept is effective during 
change management for integrating the results of safety 
processes through the construction of a safety argument 
and supporting safety evidence, the authors believe that 
the concept is not as effective during operational service.  
We contend another concept - Bowtie - is more effective 
during operations for integrating safety processes and that 
the current industry focus on Safety Cases should be 
changed to a focus on Operational Risk Management 
using concepts such as Bowtie. 

In Section 2 of this paper, we provide an overview of 
some of the issues surrounding the application of the 
Safety Case concept during operations.  In Section 3 we 
go on to introduce the Bowtie concept as an approach to 
Risk Management and in Sections 4 and 5 we 
demonstrate how this technique can be used to effectively 
integrate safety processes during operations, while still 
maintaining a strong link with the development of change 
focussed Safety Cases.  Section 6 provides a conclusion 
regarding the importance of having effectively integrated 
safety processes and why it is important to centralise our 
SMS processes around a concept such as Bowtie, as 
opposed to a concentration on Safety Case development.  
It also draws a link between the concepts suggested in 
this paper and some of the conclusions of Charles 
Haddon-Cave QC in his review of the loss of the RAF 
Nimrod XV230 in Afghanistan in 2006 (Haddon-Cave 
2009). 

2 Change in Focus from Safety Cases to 
Bowtie 

Over the past 20 years, there has been an increasing focus 
in many safety industries on the Safety Case as the central 
pillar of the safety processes as defined in an SMS.  With 
the growth of the Safety Case concept, the authors believe 

that insufficient attention has been given to the different 
roles for which Safety Cases are being used.  In this 
section, we explore some of the issues to do with current 
application of the Safety Case concept and we suggest 
that it may not be appropriate to focus on the Safety Case 
during operation.  Instead, it is believed that a focus on 
Operational Risk Assessments (or more traditionally Risk 
Registers) during operation is more appropriate.  We 
believe that in some areas the Safety Case concept has 
grown larger than is of value and a refocussing of the 
industry back to risk management is needed. 

Historically, the one term “Safety Case” has been used 
for two different purposes – safety change management 
and operational safety management.  It is the authors’ 
experience that these two areas require fundamentally 
different approaches due to the fact that different 
information is available at these times and the 
information is used in different ways to make different 
types of decisions.  We believe that the Safety Case 
concept (as it is traditionally known – safety argument & 
evidence) is most applicable in the area of change 
management, while its value is diminished in operations. 

As discussed in the following sections, there is a 
significant difference between a Safety Case for 
continued operation and a Safety Case for change 
management.  In this paper, the terms “Operational Safety 
Case” and “Change Management Safety Case” are used 
to signify these two different types.  Different industries 
use other terminology, for example the Eurocontrol 
Safety Case Development Manual (Eurocontrol, 2006) 
uses the terms “Project Safety Case” and “Unit Safety 
Case”.  However, the principle is the same and, as 
explained below, Safety Cases do not all perform the 
same role. 

2.1 Change Management Safety Case and 
Placing Arguments within Safety Plans 

Change management includes commissioning and 
decommissioning as well as change in application or 
operation of a system or service.  For change 
management, safety arguments in Safety Cases (and 
Safety Plans) have two primary purposes: 
� As part of planning, to determine what activities 

need to be conducted to ensure acceptable levels of 
safety for the system or service during and after the 
change; and 

� As part of acceptance/certification/endorsement to 
assist in convincing risk owners and other 
stakeholders (including regulators) that the change 
is acceptably safe. 

Both are important.  However, more importance 
should be placed on the first item – planning – as it 
occurs earlier in the development process and thus in 
general has a greater impact on ensuring or “designing 
in” safety.  When reviewing Safety Case literature, most 
guidance concentrates on placing arguments in the Safety 
Case (rather than the Safety Plan).  This does not achieve 
the greatest cost/benefit from the safety argument 
development process.   

In recent times, we have seen a great focus on the 
development of Safety Cases and, with the growth of the 
concept, a whole Safety Case development industry has 
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grown up.  Detailed techniques for argument creation and 
presentation have been established.  For example, the 
Goal Structuring Notation (GSN) (Kelly 1998) since its 
establishment in the 1990s has been extended to include 
many advanced argumentation concepts – Patterns, 
Modularity, Assurance Levels to name a few (Origin 
Consulting 2011).  The extent to which these additional 
concepts add value above and beyond a Safety Case 
template and a well written clear argument (particularly 
during certification) is yet to be fully demonstrated.  
Concepts such as GSN (and the extensions to the 
notation) provide freedoms which may present Safety 
Case developers (particularly inexperienced ones) with 
more problems than added benefits.  The number of 
people applying these concepts and the lack of argument 
prescription means that we may be seeing as many issues 
with notation based safety arguments as we see with 
those written in natural language.   

Given the limited budgets available for undertaking 
safety work during change management, the time 
invested in the development of a complex safety 
argument reduces the time spent on other safety activities.  
It is questionable whether this time is best spent in 
argument construction or whether greater effort in Risk 
Management and Safety Requirements definition is more 
appropriate.  Across all industries, the majority of 
changes would need to make the same risk based 
argument and the same Safety Requirements Validation 
argument.  Thus it would be more advisable to prescribe 
these processes and invest the time in conducting them 
and describing results (product & process) rather than 
creating bespoke arguments.  Depending upon the level 
of risk, the level of process prescription can be varied.  
This is in-line with approaches defined in standards for 
software assurance such as DO-178B (RTCA EUROCAE 
1992).  Freedoms of Safety Case structure and argument 
construction may well be wasting valuable resources, 
which could be spent adding greater safety value. 

In summary, it is possible that we have invested too 
much time focussing on the Safety Case rather than 
designing safety into a system and preparing for safety 
management during operations. 

In change management, the traditional Safety Case 
concept (with the use of safety argument and evidence) 
whether in natural language or the Goal Structuring 
Notation (Kelly 1998) is at its most useful.  However, its 
use should be controlled carefully.  As we describe in the 
next section, once the transition into operations occurs, 
the Safety Case concept loses its value. 

2.2 Operational Safety Cases 
When it comes to “Operational Safety Cases”, the focus 
of purpose shifts from achieving operational acceptance 
and certification to: 
� knowing what the risk baseline is; 
� understanding whether it is acceptable; and 
� determining what direction the risk-level is going. 

Practically, the case for safety at this stage should be 
heavily focussed on risk management without the need 
for an explicit safety argument.  Here we need to know 
whether the in-service experiences that are occurring 
validate the risk assessment or whether they imply that 
the risk assessment needs updating.  The risk assessment 

is managing changes that occur in the environment and 
the system, which are not subject to a change 
management process.  At this stage, the accessibility of 
the risk assessment, including an understanding of 
controls and their effectiveness is more important than the 
truth of a historical argument at the point of 
commissioning.  The argument is implicit within the risk 
assessment. 

Change Management Safety Cases tend to be written 
from the perspective of the point of certification, with 
events before this written in the past tense, system 
attributes in the present tense and in-service planned 
activities in the future tense.  This grammatical approach 
to the argument, while totally appropriate for making the 
decision to deploy, or change the system or service, 
exacerbates the static nature of Safety Cases during 
operation.  Safety Cases can become frozen in time as 
they enter operation. 

During operations, the authors believe that 
maintenance of a large complex Safety Case with a safety 
argument is not appropriate.  The terminology of risk 
(ISO 31000 (ISO 2009)) inherently contains a 
standardised safety argument and these principles should 
be applied at this stage.  This is because Operational 
Authorities who hold safety accountabilities are more 
likely to find risk concepts more understandable and 
relevant than argumentation concepts.  Terms such as 
Threats, Controls, Likelihood and Consequence are more 
applicable to operational services and operational safety 
processes (e.g. investigations and event reporting) than 
safety argument terms such as Claims, Goals, Strategies, 
Justifications and Evidence.  

Within operations, the safety argument is usually the 
same – it is a risk based argument focussing most 
commonly on the As Low As Reasonably Practicable 
(ALARP) principle.  Other safety arguments, such as 
legal compliance, are also usually implicit through the 
application of procedures (e.g. application of a Manual of 
Air Traffic Services in Air Traffic Control).  Thus we do 
not need to manage or maintain an explicit safety 
argument.  In fact, focussing on maintaining a Safety 
Case during operations can remove effort from more 
practical integration of safety processes. 

During a development project we need to prepare for a 
risk focussed operation.  Given that the majority of 
accidents occur during operations, the change 
management process, while developing a Safety Case for 
commencement of operations, should also prepare for 
operational safety management.  Often the change 
process concentrates on the former of these rather than 
the latter.  

Having said this, during operations it is still necessary 
to maintain a record of what high level goals should be 
achieved when a change is made to that specific system 
or service.  This would be the upper section of a safety 
argument, but is something that would most likely be 
generic to all changes, concise and provide a starting 
point for any future change management Safety Plans and 
subsequent Safety Cases. 

We believe that the focus for operational safety 
management should be operational risk management 
rather than safety arguments (within a Safety Case).  This 
focus means that the term “Operational Risk Assessment” 
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is more appropriate than “Operational Safety Case”, 
“Unit Safety Case” or “Risk Case” (as identified by 
Haddon-Cave).  At the operational stage of the lifecycle 
they are not a “Case” in the traditional sense of the word 
and their focus is on risk management, not the argument.  
Like the Safety Case, the Operational Risk Assessment 
should be a logical concept, which might be recorded as a 
document, within a software tool or a combination 
depending on what is fit for purpose. 

The authors propose that the Bowtie concept is not 
only a useful technique for recording Operational Risk 
Assessments, but that it is also appropriate for integrating 
the key safety processes described in Section 1.  The 
Bowtie concept is introduced in the next section. 

3 Bowtie Concept 
The Bowtie concept (ABS Consulting, 2012) was 
originally developed by The Royal Dutch / Shell Group 
and provides a means by which risk information, that 
would commonly appear in a risk register, can be 
represented graphically.  The resultant diagram (Figure 2) 
approximates the shape of a Bowtie. Bowtie has been 
applied in Oil and Gas Exploration and Production, 
Chemical Processing, Defence and Security, Shipping 
(including ports and harbours), Packaging and Logistics, 
Medical, Aviation, Mining, and Emergency Response 
(ABS Consulting, 2012).  The concept is used by 
Airservices Australia to manage its Operational Risk 
Baseline. 
 

 
Figure 2: Bowtie Diagram (Sharif 2011) 

Each Bowtie presents a single Hazard & Top Event 
combination and pictorially represents the Threats that 
can lead to the Top Event (release of the Hazard), and the 
Consequences that may be produced as a result.  Also 
represented are the Controls in place to prevent each 
Threat from releasing the Hazard and the Controls in 
place to mitigate the severity and/or likelihood of each 
Consequence.  It should be noted that the term “Top 
Event” is used here in a way that the term “Hazard” is 
used in some industries.  In Bowtie terminology the term 
Hazard is used to describe the activity - e.g. “driving” is a 
Hazard and “inability to decelerate” is a Top Event.  With 
this approach, there can be multiple Top Event Bowties 
associated with a hazardous activity.  Threats can be both 
internal and external to the system.  Consequences are as 
per traditional risk terminology “outcome of an event 
affecting objectives” (ISO, 2009) and occur at the system 
boundary.  As with other notations, it is essential to 
ensure discipline with respect to terminology and the 
application of concepts. 

The Bowtie concept can be used to represent risk 
associated with Systems, Services, Processes and 
Organisations.  In order to define an organisation’s entire 
Operational Risk Baseline, Bowtie diagrams must be 
developed representing all Hazards and Top Events 
associated with the service provision (Figure 3), 
addressing both system failure and organisational failure. 

 
Figure 3: Bowtie Operational Risk Baseline 

Once identified and recorded, the level of risk 
associated with each Top Event can be assessed.  The 
likelihood of the worst credible Consequence can be 
determined qualitatively or quantitatively, through a 
combination of the likelihoods of occurrence of each 
Threat and success of each Control.  Once determined, 
this likelihood can be combined with the Consequence’s 
severity in order to obtain a risk level for the Top Event. 

3.1 Benefits of the Bowtie Concept 
The main advantage of the Bowtie concept is that it 
provides a visual representation of risk, including not 
only each applicable element, but more importantly, the 
relationships between them.  It is this relationship 
illustration that enables many of the benefits of the 
concept when compared with textual or tabular risk 
information (in a similar way to the use of GSN for safety 
arguments).  It allows areas of concern, such as 
inadequately controlled Threats or Consequences, to be 
readily identified and subsequently targeted for further 
treatment.  It is the authors’ experience that this 
visualisation of the interactions between risk elements 
allows the representation to be more easily comprehended 
and understood by those with accountability for the risk 
in question, who are generally not experts in safety and 
risk (and the associated semantics), but rather experts in 
the applicable subject matter (e.g. Air Traffic Control).  
This is crucial if risk management is to be an activity 
undertaken by those who are accountable for safety rather 
than being outsourced to a safety department. 

The linear nature of the Bowtie concept (Threat leads 
to Top Event leads to Consequence) facilitates the linking 
of sequential Hazards.  For instance, one Hazard’s 
outcomes may be a subsequent Hazard’s causes 
depending upon your area of concern (or your system 
boundary).  This can be performed both internally within 
an organisation and also involving an organisation’s 
vendors, stakeholders and customers and is described in 
Section 4. 

A further benefit of the Bowtie concept is the ability to 
include elements from domains traditionally treated 
separately, on a single representation.  Threats due to 
human error, procedure error, equipment failure and also 
external, management and organisational factors that can 
each contribute to a common Top Event can all be 
represented on a single Bowtie.  Additionally, Controls 
from each of these aspects can be included regardless of 
the nature of the parent Threat, such as equipment based 
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control of a human error Threat or procedural control of 
equipment failure.  Beneath this top level representation 
of risk, safety engineering techniques (such as Fault Tree 
Analyses, Event Tree Analyses, FMEAs, HAZOP 
Studies, Common Cause Analyses, Software Assurance 
Techniques and Human Factor Analyses) can be linked to 
provide greater analysis and, where practical, 
quantification to a level which is of benefit.  This is 
essential as (with all techniques) Bowtie does not provide 
all necessary information for safety analysis.  For 
example, the Bowtie Concept is not a suitable basis for 
conducting common cause analysis. 

3.2 Safety by Design 
When managing an Operational Risk Baseline defined in 
the Bowtie format, a clear priority order can be applied to 
reducing risk through Safety by Design (or Safety 
Engineering): 
� Remove Hazards – Changes at the service level that 

remove Hazards completely, eliminating the risk 
from the baseline; 

� Remove Threats – Changes at the system level that 
remove potential causes of a Top Event; 

� Reduce Threats – Changes at the system level that 
render the potential causes of a Top Event less 
likely to occur; 

� Prevent Top Events – Changes at the system or unit 
level that make the potential causes less likely to 
lead to a Top Event (i.e. additional or improved 
preventative control); and 

� Reduce Consequences – Changes at the system or 
unit level that reduce the likelihood or severity of 
the potential outcomes of the Top Event (i.e. 
additional or improved recovery control). 

This hierarchy is more effective than the traditional 
hierarchy of control, which tends to focus more towards 
Work Health and Safety concepts rather than risk 
management concepts.  In reality, using the hierarchy 
described above, the closer the risk treatment approach is 
to the top of the list, the harder it is to achieve.  In all of 
the above cases, care must be taken that the change being 
applied, while intending to remove or reduce one 
element, does not have the contrary effect, or result in the 
addition or exacerbation of other elements.  One method 
of achieving this is using any proposed changes to Bowtie 
elements to generate safety objectives and requirements; 
this process is described in Section 5. 

4 Integration of Safety Processes 
The recording of an Operational Risk Baseline using the 
Bowtie concept affords the opportunity for the integration 
of safety processes that this paper contends is so essential 
for effective safety management.  This section will 
demonstrate how this integration can be achieved, both 
through an organisation’s internal safety management 
processes and across the linkages between organisations. 

4.1 Internal Integration 
The internal integration of an organisation’s safety 

processes such as operational risk management, safety 
change management and event reporting & incident 
investigation is a straightforward process when centred 

on an Operational Risk Baseline defined using the Bowtie 
concept (figure 4). 

 
Figure 4: Internal Safety Process Integration 

Key to this integration is the use of the concept as the 
“centre” of the related safety processes and primarily, use 
of the Bowtie concept to define, record, assess, maintain 
and accept accountability for the Operational Risk 
Assessments that make up the risk baseline associated 
with the organisation’s service provision.  An effective 
Operational Risk Baseline must record the contribution to 
the overall “risk picture” from all aspects of the 
organisation that play a role in the provision of the end 
service, not simply that of the operational arms.  The 
Bowtie concept provides a mechanism for not only the 
inclusion of these upstream considerations but also for 
demonstration of how they interact.  This is made 
possible by the linear nature of the concept, allowing the 
outcomes of Hazards from supporting areas of the 
business, such as system maintenance, to be linked to the 
causes of Hazards from the operational areas to which 
they contribute, as shown in Figure 5. 

 
Figure 5: Operational Risk Baseline Linkages 

Once defined, the Bowtie based Operational Risk 
Baseline must then be integrated with other related safety 
processes, the most important (from this integration point 
of view) being event reporting, incident investigation and 
change management. 

The linking of an organisation’s event reporting and 
incident investigation processes with its Operational Risk 
Baseline provides benefits for not only those processes, 
but also for the baseline itself.  This requires the 
establishment of suitable monitoring and reporting of the 
occurrence of Threats, Top Events and Consequences as 
well as the success and failure of Controls, and the 
investigation of these incidents where appropriate.   

Often safety monitoring focuses too much on the 
events which occur on the right hand side of a Bowtie 
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(for example Breakdowns of Separation (BoS) in Air 
Traffic Control).  These events may not always be 
accurate predictors of the Bowtie Consequence (was there 
an increase in BoS rate before the Überlingen collision in 
2002?).  By also including event reporting on the Threats 
on the left hand side of the Bowtie and the failure of 
Controls there is a greater potential for uncovering the 
low level indicators of future accidents.   

Commonly, incident investigations tend to concentrate 
on what went wrong.  By using the Bowtie defined risk 
baseline as a basis of investigation, we can also capture 
what went right.  Over time, knowledge of the success 
and failure of Controls through investigations can be built 
up and overlaid on the Bowtie.  This is something that 
can be difficult to achieve across multiple investigations 
without integration with a risk assessment. 

Once collated and analysed, safety performance 
monitoring data and investigation knowledge provide 
those accountable for safety with evidence as to the safety 
performance of the service in the context of the risk that 
they have accepted.  The benefit to the Operational Risk 
Baseline comes through the ability for the continual 
review and validation, or otherwise, of the Operational 
Risk Assessments through the incorporation of ongoing 
in-service data.  However, we must also integrate this 
operational safety management with the safety change 
process. 

Integration of an organisation’s safety change 
management procedures with its Operational Risk 
Baseline, involves a closed-loop process whereby 
changes’ potential effects on the baseline are identified 
and managed (one method of achieving this is described 
in Section 5) with the impacts realised through 
implementation fed back into a subsequent baseline 
iteration upon change commissioning. 

This allows those accountable for the safety of the 
service to understand each change’s impact on their 
accepted and known baseline, and provide re-acceptance 
of the revised Operational Risk Baseline upon transition 
to the change.  

4.2 Integration with Other Organisations 
An additional advantage of the Bowtie concept over 
traditional operational risk registers is the improved 
ability for integration of baseline information across an 
industry, through the linking of an organisation’s Bowties 
with those of its vendors, service providers, regulatory 
bodies, peer organisations and customers. 

Similar to the internal linking of sequential Hazards 
described in Section 4.1, an organisation’s Operational 
Risk Baseline should be linked to those of its industry 
counterparts (Figure 6) in order to provide clarity as to 
how its: 
� Threats may be influenced by the Consequences of 

vendors, suppliers, service providers and regulatory 
bodies if applicable; 

� Consequences may impact the Threats of those 
customers relying on the service provided for the 
safe provision of their own service; and 

� Hazards and Top Events interrelate with those of its 
peer organisations. 

 
Figure 6: Industry Linking of Operational Risk 

Linking Operational Risk Baseline Bowties in this 
way provides an organisation with greater visibility and 
understanding of how breakdowns in its service provision 
may affect the industry as a whole, and in turn how it 
may be affected by breakdowns of service from other 
related organisations.  This approach provides a 
structured means for dialogue between organisations.  
This is essential when one organisation sees an issue as 
critical while others may not agree.  The highly integrated 
and complex nature of services and systems means that 
systematic approaches are needed for these dialogues. 

5 Deriving Safety Objectives & Requirements 
from Bowtie Changes 

At the heart of integrating a Bowtie based Operational 
Risk Baseline with an organisation’s operational safety 
change management process is the use of this baseline in 
the derivation and decomposition of Safety Objectives 
and Safety Requirements.  It is through the satisfaction 
and substantiation of these derived objectives and 
requirements that a baseline that is considered acceptably 
safe is demonstrated to remain so under the change in 
question. 

In order for the process described in the remainder of 
this section to be applied successfully, the service subject 
to change must have a defined Operational Risk Baseline 
that is considered correct and complete and is accepted by 
the relevant authorities.  During the Preliminary Hazard 
Identification (PHI) phase of the change, this Operational 
Risk Baseline must be examined and all potential 
negative impacts due to the change identified.  The 
impacts are described at this stage as “potential”, as they 
may or may not be realised through change 
implementation.  Potential negative impacts on the 
baseline include: 
� Exacerbating an existing Threat; 
� Adding a new Threat to an existing Top Event; 
� Removing or weakening an existing Control; 
� Adding a new Consequence to an existing Top 

Event; 
� Exacerbating an existing Consequence; and 
� Adding a new Top Event. 

In order to ensure safety objectives and requirements 
are imposed for both intended and unintended potential 
negative baseline impacts, all baseline elements that fall 
within the scope of change, regardless of positive or 
negative intent, are identified as having potential negative 
impacts in this analysis.  For example, the intent of a 
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change may be to strengthen a particular Control, 
however the possibility of adverse effects must be 
managed therefore the potential negative baseline impact 
is identified. 

For new systems or services, establishment of a 
baseline would occur in a similar way to that described 
above after initial Preliminary Hazard Identification. 

5.1 Service Safety Objectives 
During the Functional Hazard Assessment (FHA) phase 
of the change, the change’s potential impacts on the 
Operational Risk Baseline are used to derive the Service 
Safety Objectives for the change. 

Once all potential negative impacts on the Operational 
Risk Baseline have been identified, these impacts can be 
used to impose Service Safety Objectives.  A Service 
Safety Objective is imposed upon a Top Event’s 
Consequence whenever a potential negative impact has 
been identified for a Bowtie element upstream of that 
Consequence.  The Service Safety Objectives are of the 
form; 

Consequence X due to Top Event Y shall occur no 
more frequently than I 
Where I for existing unimpacted Consequences is that 

Consequence’s existing frequency of occurrence.  I for 
new or exacerbated Consequences is the frequency of 
occurrence of that Consequence that would result in an 
acceptable level of risk, as defined in the organisation’s 
hazard risk matrix. 

Satisfaction of the imposed Service Safety Objectives 
is necessary and sufficient to ensure the service under 
change remains acceptably safe. 

For example, two potential negative impacts on 
elements of Top Event A have been identified (Figure 7) 
due to the change in question. 

 

 
Figure 7: Potential Negative Impacts 

Impact 1 – It has been identified that the change has 
the potential to exacerbate Threat T2.  Threat T2 is 
upstream of all Consequences of the Top Event, therefore 
Service Safety Objectives are imposed upon all 
Consequences: 
� Consequence C1 due to Top Event A shall occur 

less frequently than I1; 
� Consequence C2 due to Top Event A shall occur 

less frequently than I2. 
Impact 2 – It has been identified that the change has 

the potential to weaken one of the Controls of 
Consequence C2.  The Control is upstream of only 
Consequence C2, therefore a Service Safety Objective is 
only imposed upon Consequence C2: 

� Consequence C2 due to Top Event A shall occur 
less frequently than I2. 

Note that in this case, as long as both impacts 1 & 2 
were identified, the Safety Objective due to impact 2 
would be redundant, as it has already been imposed by 
impact 1. 

5.2 Service Safety Requirements 
The identified potential negative impacts are also used 
during FHA to derive the Service Safety Requirements 
for the change.  The format of the Service Safety 
Requirement derived is dependant upon the element 
potentially impacted.   

For all impacts on Consequences and Recovery 
Controls, a Service Safety Requirement is imposed upon 
the sufficiency of the applicable set of Controls in 
reducing the likelihood that, on the occurrence of the Top 
Event, it results in the occurrence of the Consequence.  
For all impacts upon Threats and Prevention Controls, a 
Service Safety Requirement is imposed upon the 
sufficiency of the applicable set of Controls in reducing 
the likelihood that, on the occurrence of the Threat, it 
results in the occurrence of the Top Event.  Additionally, 
when a Threat is impacted, a Service Safety Requirement 
is imposed on the acceptability of its rate of occurrence. 

Satisfaction of the derived Service Safety 
Requirements is necessary and sufficient to ensure the 
achievement of the Service Safety Objectives. 

Continuing with the example above; impact 1, being 
an impact on a Threat, would result in the imposition of 
the following Service Safety Requirements: 
� The rate of occurrence of Threat T2 shall be 

acceptable; 
� The Controls for Threat T2 shall be sufficient in 

reducing the likelihood that the Threat causes Top 
Event A. 

Impact 2, being an impact on a Recovery Control, 
would result in the imposition of the following Service 
Safety Objective: 
� The Controls for Consequence C2 shall be sufficient 

in reducing the likelihood that Top Event A causes 
the Consequence. 

For these requirements during full decomposition it 
would be necessary to define “acceptable” and 
“sufficient”.  These could be based upon in-service 
experience, similar systems or decomposed from the 
Service Safety Objectives.  At this stage, further analysis 
techniques will need to be integrated to determine targets 
and address common causes of Threats and/or failed 
Controls, as Bowtie provides a technique for presenting 
information rather than calculating the performance 
targets. 

This approach can be used to provide a structured 
means to define rates of acceptability of Consequences, 
Top Events and Threats.  This allows balancing of safety 
prevention and mitigation across the entire Bowtie. 

5.3 Functional and Performance Safety 
Requirements 

During the Preliminary System Safety Assessment 
(PSSA) phase of the change, the functional failures and 
human errors associated with the change are identified 
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and used to decompose the Service Safety Requirements 
into Functional and Performance Safety Requirements. 

During PSSA a complete set of human errors and 
functional failures at the equipment, procedure, training 
and (enabled by the use of the Bowtie approach) 
organisational level for the service changes must be 
identified.  Also during PSSA, if applicable, a complete 
set of functional failures at an appropriate level of design 
decomposition for the equipment changes must be 
identified.  Once identified, in order to allow these 
failures and errors to be used in the decomposition of the 
Service Safety Requirements, they must then be linked to 
their corresponding potential negative Operational Risk 
Baseline impacts identified during PHI.  i.e. Each 
functional failure or error is linked to the impacted Threat 
it may cause, or impacted Control it may degrade.  This 
allows the lower level safety techniques to be linked to 
the Bowtie risk assessment. 

The method of decomposition is dependant on the type 
of Service Safety Requirement and the type of potential 
impact through which it was derived: 
� Service Safety Requirements imposed on the rate of 

occurrence of a Threat.  Decomposition is achieved 
through the imposition of Functional and 
Performance Safety Requirements addressing each 
failure or error identified as a potential cause of that 
Threat; 

� Service Safety Requirements imposed on the 
sufficiency of a set of Controls due to a potential 
impact on the set’s parent Threat or Consequence.  
Decomposition is achieved through the imposition 
of Functional and Performance Safety 
Requirements (a) across the Controls within the 
applicable Control set in order to ensure their 
effectiveness, and/or (b) specifying the 
establishment of new additional Controls as 
required; 

� Service Safety Requirements imposed on the 
sufficiency of a set of Controls due to a potential 
impact on a Control within the set.  Decomposition 
is achieved through the imposition of Functional 
and Performance Safety Requirements as per (a) 
and (b) above, as well as (c) addressing each failure 
or error identified as a potential cause of erosion of 
the impacted Control. 

In each of these three cases, the decomposition of each 
Service Safety Requirement must continue until 
satisfaction of the resultant set of Functional and 
Performance Safety Requirements is considered 
necessary and sufficient to satisfy the parent Service 
Safety Requirements. 

Continuing with the example above; functional 
failures F1, F2 & F3 and Human Error E1 have been 
identified through analysis of the change in question.  The 
failures and errors have been linked to the potential 
baseline impacts to which they may contribute, as shown 
in Figure 8: 

  
Figure 8: Linked Failure and Errors 

The Service Safety Requirement, The rate of 
occurrence of Threat T2 shall be acceptable, is a 
requirement imposed on the rate of occurrence of a 
Threat.  Therefore, Functional and Performance Safety 
Requirements are imposed to address each of the linked 
failures and errors: 
� Failure F1 shall occur no more frequently than Rate 

R1; 
� Failure F2 shall occur no more frequently than Rate 

R2; 
� Failure F2 shall not be a single point of failure 

leading to Threat T2; 
� Human Error E1 shall trigger a system warning 

message. 
The Service Safety Requirement, The Controls for 

Threat T2 shall be sufficient in reducing the likelihood 
that the Threat causes Top Event A, is a requirement 
imposed on the sufficiency of a set of Controls due to a 
potential impact on the set’s parent Threat.  Therefore, 
Functional and Performance Safety Requirements are 
imposed to ensure the effectiveness of the Controls: 
� Control P1 of Threat T2 shall be maintained; 
� Control P2 shall be more effective in preventing 

Aspect X of Threat T2 through…; 
� Control P3 of Threat T2 shall remain independent of 

Controls P1 & P2. 
Additionally, the Functional and Performance Safety 

Requirement specifying a new Control is imposed: 
� Control P4 shall be added to manage the 

occurrence of Threat T2. 
The Service Safety Requirement, The Controls for 

Consequence C2 shall be sufficient in reducing the 
likelihood that Top Event A causes the Consequence, is a 
requirement imposed on the sufficiency of a set of 
Controls due to a potential impact on a Control within the 
set.  Therefore, Functional and Performance Safety 
Requirements are imposed to ensure the effectiveness of 
the Controls and add additional Controls: 
� Control R1 of Consequence C2 shall be actively 

monitored; 
� Control R2 shall be maintained; 
� Control R3 shall be maintained; 
� Control R4 shall be added to Consequence C2; 
� Control R5 shall be added to Consequence C2. 

Additionally, Functional and Performance Safety 
Requirements are imposed to address each of the linked 
failures and errors; 
� Failure F3 shall occur no more frequently than Rate 

R3; 
� Failure F3 shall be annunciated on the HMI. 

In each of these cases, the decomposition would 
continue until the resultant set of Functional and 
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Performance Safety Requirements are considered 
sufficient to address each linked functional failure and 
human error and to ensure substantiation of the parent 
Service Safety Requirements.  

5.4 Transition Safety Requirements 
The process described so far has concentrated on the 
derivation and decomposition of Safety Requirements 
aimed at ensuring the system or service is acceptably safe 
under the applicable change, i.e. that the Service Safety 
Objectives are achieved.  However, Transition Safety 
Requirements, at the service and then functional and 
performance levels, must also be derived and 
decomposed in order to ensure an acceptably safe 
transition, i.e. that the Service Safety Objectives are 
maintained during transition to the change. 

This is achieved through the application of the same 
process, refocussed on the change transition.  Operational 
Risk Baseline impacts must be re-examined to identify 
how these impacts may be potentially heightened during 
the transition, such as: 
� Temporary exacerbation of a new Threat or further 

exacerbation of an existing Threat; 
� Temporary further weakening, possibly to the point 

of full suppression, of an existing Control; or 
� Temporary exacerbation of a new Consequence or 

further exacerbation of an existing Consequence. 
These transition impacts are then used to derive the 

Service Transition Safety Requirements.  Through 
identification and linking of the functional failures and 
human errors that can result in these additional impacts 
during transition, the Service Transition Safety 
Requirements can then be decomposed into a set of 
necessary and sufficient Functional and Performance 
Transition Safety Requirements through the process 
described above. 

5.5 Satisfaction and Substantiation 
The top-down process of derivation and decomposition of 
the objectives and requirements produces a logical flow 
of objectives and requirements (Figure 9) that can be 
satisfied and substantiated from the bottom-up. 

Through the maintenance of necessity and sufficiency, 
the Functional and Performance Safety Requirements are 
the risk mitigation means by which the Service Safety 
Requirements are met and therefore the Service Safety 
Objectives are both achieved by the change and 
maintained during its transition.  At this base level, 
satisfaction and substantiation of the specific and 
measurable requirements derived flows upward to 
demonstrate satisfaction of each Service Safety 
Requirement, which in turn flows up to demonstrate 
achievement and maintenance of each Service Safety 
Objective. 

It is this demonstration of achievement and 
maintenance of the Service Safety Objectives that 
provides the basis for the argument that the service in 
question will remain acceptably safe during and under the 
applicable change.  

 
Figure 9: Logical Flow of Objectives & Requirements 

By using the Bowtie concept as the centre of the 
change management requirements definition process, 
qualitative and quantitative requirements can be 
established which relate specifically to the operational 
risk being managed.  Depending upon the type of change 
and the in-service experience of the system, the focus for 
equipment, procedural, training or managerial 
requirements can be varied. 

Focussing effort during the change on establishing the 
correct set of requirements and gaining agreement from 
all stakeholders on how to manage the operational risk is 
a value adding process, which is closer to managing 
operational safety than the development of a bespoke 
safety argument.  Instead using this approach, the safety 
argument is embedded within the risk assessment. 

6 Conclusions 

6.1.1 Haddon-Cave’s Nimrod Review 
The approach documented in this paper is aligned with 
Haddon-Cave’s Nimrod Review conclusions, in that 
during operations the focus should be on operational risk, 
rather than safety arguments.  The concepts in this paper 
align to Haddon-Cave’s recommendation that “A 
paradigm shift is required away from the current verbose, 
voluminous and unwieldy collections of text, documents 
and GSN diagrams to Risk Cases which comprise 
succinct, focussed and meaningful hazard analysis which 
stimulate thought and action”. 

Haddon-Cave’s indentified attributes for “Risk Cases” 
remain appropriate: 
� Succinct; 
� Home-grown; 
� Accessible; 
� Proportionate; 
� Easy to understand; and 
� Document-lite. 

Operational Risk Assessments in the Bowtie notation 
provide a means of achieving this.  As well as these 
attributes, we would also include “in-service experience 
based” and “timely” within the list.   
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Instead of Risk Case, the term Risk Assessment is more 
appropriate as it implies that some action needs to be 
taken.  An Operational Risk Assessment is not a static 
item.  Instead it changes, based upon the continual 
evaluation of the risk baseline, in line with the process 
documented in the Safety Management System. 

6.1.2 Bowtie 
In this paper, we have shown how maximum value of 
safety processes such as risk management, change 
management and incident investigation is achieved if they 
are effectively integrated.  Further to this, we have 
provided an overview of how the Bowtie concept 
provides a strong basis for integration both internally 
within an organisation and cross-organisationally. 

Safety Cases have their place and certainly 
argumentation is essential.  However, when 
demonstrating a top level claim for a safety document 
(Safety Case / Operational Risk Assessment), it is 
important to remember the context in which decisions 
will be made based on the document.  There is a 
difference between the one-off decision to commission 
and the ongoing judgement to continue operating.   

We contend the Bowtie concept provides a good 
framework for establishing Operational Risk Assessments 
and, as previously discussed, can connect all elements of 
a Safety Management System together.  We encourage 
using concepts such as Bowtie as a strong approach for 
integrating all safety processes.  Changing the focus 
within safety processes from Safety Cases to Bowtie Risk 
Management will improve end-to-end safety 
management. 
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Abstract 
This paper presents an original contribution based on the 
concept of human stability by identifying the associated 
risks as part of the safety system assessment. The 
difficulties to take into account human factors in safety 
studies are first highlighted and definitions of new ways 
for the integration of human factors based on the existing 
concepts of stability and resilience are proposed. 
Although the stability concept is usually defined around a 
sustainable equilibrium point that induces a feeling of 
safety control during normal operation, it appears that the 
stable behaviour of a human operator can lead to risk in 
certain situations or contexts such as hypo-vigilance, 
inattention and so on. The core of this paper lays the 
foundation of human stability for risks assessment. Here, 
Human stability is defined as the ability of the operator to 
stay in a stable operating state under specified conditions. 
This concept is formalized and 3 modes of stability are 
developed (time, frequency and sequential modes) in 
order to identify states and change of states of the human 
stability. The concept of human stability is then applied in 
the framework of ERTMS/ETCS and shows that 
sequences of Human stability states and changes of 
Human stability states may be precursors of risk. Finally, 
some perspectives highlight the interest of human stability 
for the definition of risk indicators to assess system 
safety, by considering the Human operator as a 
safety/security multi-criteria sensor for the supervision of 
human-machine systems.. 
Keywords: Human stability, resilience, safety, transportation 
application. 

1 Introduction 
With an opening-up of borders, markets and exchange 
spaces, people and goods transportation is now a major 
economical and ecological problem for a large majority 
of countries. Through various research projects related to 
transportation systems, this issue is reflected by 
integrating new technologies, optimizing performances of 
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these systems, but also by improving comfort and safety 
of passengers and goods. Although there have been 
technological innovations, the occurrences of 
incidents/accidents are significant. Statistically, it is 
highlighted that 30% of these occurrences of 
incidents/accidents are technical failures, while 70% of 
them are attributable to human factors (Amalberti, 2001). 
From this observation, this article aims to present a new 
concept of safety assessment focused on human operator: 
the human stability. This new concept is applied to 
guided transport systems.  
This article is divided into 4 parts. The first part of the 
paper outlines briefly the main methods and tools usually 
used in dependability to assess guided systems safety and 
the interest to focus to other concepts like the resilience 
or stability systems. The second part of the paper justifies 
the orientation of the research works concerning the new 
concept of human stability and it proposes a formalization 
of this parameter. The third part of the paper is an 
application of this notion of human stability to an ETCS 
platform within the framework of rail driving. The final 
part of the paper explains how human stability could be a 
detector of human errors and risks to the system and 
presents some perspectives. 

2 Safety of guided transport systems: 
emergence of new issues 

 
The safety in guided transport is integrated throughout the 
system lifecycle, not only for the regulatory and 
normative aspects during the design and operation phases, 
but also for the decommissioning phase. With safety 
comes the development of operating, supervision and 
maintenance procedures.""

2.1 Safety assessment 
 
To meet the requirements of safety standards, guided 
systems key players can use a range of methods and tools 
from hazard assessment (see table 1) that are applicable a 
priori. Much of these methods and tools focus only on 
technical aspects of systems and infrastructures without 
really taking into account the human factors. These 
traditional tools and methods have shown their limits for 
the quantitative risk assessment with a growing 
complexity of systems, some experts suggest to explore 
new concepts like system resilience without focusing on 
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existing hazard analysis tools (Ligeron, 2006).  

In the following subsection, the concept of resilience is 
presented in more details. 

2.2 Safety assessment 
 
By studying resilience in several application fields, it 
appears that there is no formal definition of this concept 
and each application domain provides a definition 
focused on their problems (Goussé, 2005; Martin, 2005; 
Hollnagel and Woods, 2006; Poupon and Arnoult, 2006; 
Foussion and Linkowski, 2007; Zieba and Al., 2007; 
Morel and Al, 2009; Riana and Terje, 2011). It also 
appears that its terminology is shared with that of the 
stability concept. Some authors express however 
differences between the concepts of resilience and 
stability, although they are close. According to 
(Lundberg, 2006), the stability is the ability of the system 
to respond to regular disturbances or events while 
resilience focuses on unprecedented disturbances or 
events. Regular events are defined as well-known events 
(failure machine for example); irregular events are events 
that it is possible to imagine but, which are normally rare 
(earthquake for example); lastly, unprecedented events 
are so rare that normally no organized mechanisms for 
coping with them exist (flooding of New Orleans for 
example).  

Based on these findings, a definition of the resilience is 
proposed in (Richard, 2012). Thus, the resilience could be 
the ability of a system to maintain or return to its original 
state or to an optimal area of stability. The resilience is 
able to manage the occurrences of disturbances (see 
figure 1) by responding:  

• in a proactive way : the resilience aims to 
identify weak signals that may be causing an 
alarming situation and to correct this situation 
that might become catastrophic,  

• in a reactive way : in this case, the unexpected 
event happened; the system or/and the operator 
must react in order to compensate this 
occurrence,  

• or in a curative way : the incident or accident 
can not be avoided, but the system or the 
operator is able to limit the consequences of the 
event.  

The system can absorb a disturbance, either by 

returning to its original equilibrium point after the event 
occurrence, or by determining a new equilibrium point 
and by reaching it after an unstable period. 

 

2.3 Taking into account of human aspects 
 
Whatever its level of sophistication and automation, a 
complex system, such as a guided transport system 
cannot produce optimum performances and avoid the risk 
of disastrous events, without the assistance of a human 
operator who is responsible for the system supervision. 
To understand the operator as a safety element of the 
system and not only as a disruptive element, it seems 
necessary to control the variables that characterize the 
human behaviour during a dynamic situation (Duquesne, 
2005). Although the operator has various faculties and 
cognitive strategies for problem solving, his behaviour 
may cause unintended errors in certain circumstances 
such as deviation of his workload or the manifestation of 
a dissonance, if he does not evolve in another state. The 
concept of human stability as defined in the third part of 
this article aims to highlight and to understand this 
behavioural duality of the operator, which allows him to 
be both the weak element and an important element of the 
system.  

 

Table 1 

3 Human stability formalization and 
identification 

This section allows the characterization of human 
stability in relation to criteria relating to the human 

"

Figure 1 Resilience interpretation"
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operator. Afterwards, disturbances are regular events, as 
defined in the subsection 2.2; this hypothesis explains the 
choice of human stability terminology rather than human 
resilience terminology.  

3.1 Definition 
 

Human stability is defined as the ability of a human 
operator to be and to stay in a stable state in given 
conditions (environmental, organisational conditions) for 
one or more criteria (workload, task achievement, etc; see 
§3.4). This ability presents the state or the transitions 
between various states for the operator. These different 
states are described in the subsection 3.2.""

3.2 Formalization 
 

Based on some of the definitions of stability in 
automation, the human stability refers to a set of states 
and transitions between these different states (see figure 
2):  

• Stable state: for the studied criterion, the 
operator is in a stable state if and only if the 
value of the criterion is contained between two 
limit values (Bounded Input, Bounded Ouput 
principle). These limit values are subject to 
change depending on conditions in which the 
operator is (environmental, organizational). A 
state is considered as stable for the studied 
criterion if  x(t) < x(tb)- α1 x(tb) or x(t) > x(tb)+ α2 
x(tb)  

• Unstable state: one (or more) criterion of human 
stability diverges. A state is considered as 
unstable for the studied criterion if x(t) < x(tb)- γ1 
x(tb) or x(t) > x(tb)+ γ2 x(tb) 

• Indeterminate state: It is an unspecified state. 

 
The transitions between these different states can be 
formalized by:  

• Leaps: these transitions represent the sudden and 
rapid transition from a stable state to another 
one.  

• Breaks: these transitions represent the sudden 
and rapid transition from a stable state to an 
unstable state and vice versa.  

• Indeterminate transition: the state of destination 
is indeterminate.  

 
A transition can be identified if: x(t) < x(tb)- β1 x(tb) or 
x(t) > x(tb)+ β2 x(tb) with  β1> γ1, β2> γ2 
 
With x(t), value of the studied criterion at time t; x(tb), 
value of the studied criterion at time tb, α1 and α2 lower 
and upper limit of the stability state (these values are 
empirically determinate), β1 and β2 are the switching 
amplitude; γ1 and γ2 are the divergence amplitude.  

Although the process of identifying states and change of 
state is classic in style for the Human stability, it is different 
in substance. In contrast to technical systems, « to stay in 
a stable state for a long time » for a human operator might 
be dangerous with regard to safety (for example, in 
monotonous context, the Operator may loose its 
vigilance). 

3.3 Identification  
 

The human stability parameter being formalized, the 
target is to monitor it during disturbed situation. The 
identification and detection of states and state changes are 
determined by the AT (time-dependent algorithm) and 
AS (sequential algorithm) algorithms. 

3.3.1 AT algorithm 
 
The text In order to detect a stable state, the AT algorithm 
checks at each sampling step that the value of the studied 
criterion remains around the first measured value. In 
order to detect an unstable state, the algorithm controls 

"

Figure 2 Graphic different states and the Human Stability"
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the divergence of the criterion in relation with the 
measured values previously. For a transition between 
states, it aims to determine a brief divergence with high 
amplitude compared to the previous measurement. This 
AT algorithm is presented by figure 3.  
"
"
3.3.2 AS algorithm 

 
The AS algorithm aims to identify sequences of stability 
states or stability state changes concerning the operator. 
The goal is to highlight specific sequences (signatures) 
that can be correlated with disturbances affecting the 
system or its environment. The figure 4 illustrates the AS 
algorithm.  

The identification algorithms of human stability are 
evaluated on different criteria from the operator 
behaviour. The representative criteria are described in the 
subsection 3.4. For example, when approaching an 
element of railway infrastructure (level crossing, tunnel 
or station), the train has to slow down. In a normal 
situation of this type, we can expect that the driver 
switches from one stable state to another stable state for 
the task "speed control" (i.e. to obtain a sequence 

prescribed or recommended by the designer such as 
stable/leap /stable).  
"
During a usual situation, driving or supervision tasks are 
monotonous and repetitive. In the scope of guided 
transport systems, it is interesting to know both the 
behaviour and the performances of the operator as well as 
his intrinsic state for which these kind of tasks can lead to 
negative effects such as hypo vigilance, fatigue, 
inattention, etc.). It is mentioned in (Edkins, 2007) that a 
majority of accidents related to human error in rail 
transport are linked to attention criteria. In (Richard and 
Al, 2010), the criteria are classified according to three 
categories (see figure 5).  

The category "state" is intrinsic and is not easily 
observable. It can assess for example the workload of 
operator (Sperandio, 1980). It is divided into three 
aspects:  

• "Cognitive" aspect. : cognitive indicators 
represent the "degree of knowledge monopolized 
by the Human operator in his/her activity, which 
are the skill levels, rules and deep knowledge 
identified by (Rasmussen, 1980).  

• “Psychological” aspect. Psychological indicators 
represent the human operator’s feelings: stress, 

"

Figure 3 AT algorithm diagram"
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dissatisfaction, frustration, inhibition or even 
guilt.  

• “Physiological" aspect. Physiological indicators 
give indirectly information to the mental work of 
Human operator: ocular activity (eye 
movements, gaze direction, blinks), facial 
recognition, heart rate and speech.  Other 
categories are extrinsic and more easily 
measurable.  

• The "behaviour" category focuses on the system 

parameters that are directly controlled by the 
human operator: speed and inter-distance for a 
guided transport system, for example.  

• The “performance measures" category focuses 
on the compliance of the human operator with 
driving rules and safety standards and the quality 
of the product or service. Among the technical 
evaluation of these indicators  include the sense 
of obligation indicators, the technical 
characteristics of the added task, or the analysis 
of the changes in operating behaviour 
(Spérandio, 1980). 
 

Finally, if this three-dimensional structure of human 
stability indicators shown in Figure 5 seems generic, the  
formulation of indicators can be answerable due to the 
nature of the system.  

 

4 Application to ETCS system 
"
This part presents the application of the human stability 
to the guided systems field. This application uses the new  
ETCS rail control system. Two scenarios have been 

defined: the first, in order to familiarize the 10 selected 
students, who had no knowledge in railway domain, with 
the ERTMS platform

 

(http://www.inrets.fr/linstitut/unites-
de-recherche-unites-de-
service/estas/equipements-
scientifiques/simulateurertms.html) 
during an ordinary driving operation. The second scenario 
proposes the same course in a disturbed-driving situation 
with the same selected students.  

4.1 The ERTMS platform 
 

The ERTMS platform is made up of various modules 
(traffic management module, driving module, 3D module 
to reproduce the driving environment) and is compliant 
with SRS 2.3.0d (European Railway Agency, 2008). The 
objectives of this platform are mainly to optimize the 
traffic management, to certify real railway components 
and software in a virtual environment, to test driving 
situation for different rolling stock configurations and to 
train drivers and maintain their knowledge.  

 

4.2 Experimentations 
 
The simulation put 10 students in a driving situation with 
a high-speed train and a 60 kilometres long track made up 
of various infrastructure elements (bridge, stations, 
tunnels, level crossing, etc). The traffic on this track is 
light and 6 events are positioned in the track at different 
milestones in order to disturb the drivers with a work 
area, a cognitive dissonance (contradictory data between 
on-board signals and external signalling: Authorization 

Figure 4 AS algorithm diagram"
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by DMI to pass a red light signal), 3 changes of ERTMS 
level, and a change of driving mode (transition from full 
supervision to on-sight mode). The experimentation aims 
to identify via the AT algorithm the states and change of 
states natures for 3 studied criteria (to respect the speed 
instructions, to respect the train timetable, to ensure the 
passengers comfort) in order to extract via the AS 
algorithm some operator behavioural signatures during 
the scenario and in particular when disturbance occurs 
(see figure 6). These criteria are derived from the 
“behaviour” category defined in 3.4.  
 

4.3 Results 
 

The first results obtained by the AT algorithm show the 

state of the operator when a disturbance occurs. It 
determines what state of stability or transition between 
states was concerned at the occurrence of the disturbance 
for the studied criterion. Once the states and transitions 
identified by criterion for each student, then, AS 
algorithm allows detecting the signature associated to 
each disturbance. For the case study here, a signature is 
considered as the sequence of 3 states or transitions 
(before the occurrence of the disturbance, at the time of 
the occurrence of disturbance, after the  occurrence of the 
disturbance).  
 

These signatures are sequences of stability states and can 
be recommended or risky. Recommended signatures 
entail a success in the disturbance management while 
risky signatures entail a failure in the disturbance 

Figure 5 Criteria related to the human operator 

Figure 6 Protocol of the experiment 
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management. Figure 7 illustrates results for some 
disturbances examples processed by AT and AS 
algorithms. It shows the occupation rate of the operator in 
the different states and transitions for each disturbance 
and the advised signature when the cognitive dissonance 
occurs.  
 

5 Conclusions and perspectives 
 
This paper proposes the study of a new concept for 
evaluating the behaviour of a Human operator in the man-
machine systems: the human stability. The 
experimentations discussed in this article assess different 
criteria independently. It allows identifying the nature of 
states and state changes linked to the parameter “human 
stability “ and highlights recommended and risky 
signatures for each disturbance. Nevertheless, the mono-
criterion study does not seem sufficient. The operator 
activity cannot be reduced to a single criterion, but may 
be influenced by a set of criteria from different categories 
(workload, stress, personal or physical problem...) 
together influencing the system. The multi-criteria study 
will require a proposal of a new formalism to improve the 
study of human stability. It will also be necessary to 
weight the criteria, i.e. to provide a level of importance 
for each or a set of criteria. This work suggests a 
diagnosis of human stability too: why the state of the 
driver behaviour was unstable at the time of the 

disturbance occurrence, was this a special case? It would 
be interesting to investigate deeper with more students in 
order to assess with an acceptable degree of certainty the 
signature at the time of the disturbance. It seems 
interesting too, to develop this concept with an objective 
of prediction. In (Richard et al., 2009), it is proposed a 
study on Human operator modelling by the dynamic 

hybrid system community. This type of model can take 
into account continuous and discrete components of the 
Human operator. Another perspective of these works is to 
extend the study of human stability to the others 
categories evoked in paragraph 3.4, in particular for the 
facial recognition (Luong, 2006). In this context, 
determination of states and transitions via facial 
recognition application can be done on line. Lately, by 
combining several criteria of different categories, this 
kind of application could be implemented in the driver 
cab in order to identify on line the human stability and to 
alert the operator when his/her behaviour seems risky.  

 
"
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Abstract 
The European Railway Agency (ERA) has the 
challenging task of establishing Common Safety Targets 
and Common Safety Methods throughout Europe. In this 
context, the harmonization of risk assessment methods is 
also discussed. The purpose of this paper is to present a 
new approach to risk assessment of technical systems in 
railway automation, which allows a rapid risk assessment 
while at the same time also allowing a rigorous check that 
the method is well constructed and robust. As a particular 
reference, a new German pre-standard, which lays out 
requirements for such semi-quantitative approaches, is 
taken into account. A particular method is constructed in 
this paper and the means by which compliance with legal 
and regulatory requirements can be demonstrated, is 
discussed. Although the paper deals with the European 
legal framework in railway automation, the approach can 
easily be generalized to other legal frameworks and other 
application domains. . 
 

1 Introduction 
The European Railway Agency 
(http://www.era.europa.eu), established by European 
Regulation 881/2004, has the mission of reinforcing 
railway safety and interoperability throughout Europe 
despite continuing privatization. Central to its work on 
railway safety is the development of measures based on 
common safety targets (CST) and common safety 
methods (CSM), common safety indicators (CSI) and 
harmonized safety certification documents. For some 
work and problems related to the assessment of CST see 
Braband and Schaebe (2012). 

The CSM describe how safety levels, the achievement 
of safety targets and compliance with other safety 
requirements are assessed in the various member states. 
As a first step, EC Regulation 352/2009 will finally come 
into force for the complete European railway sector by 
July 2012. In this regulation, a semi-quantitative risk 
acceptance criterion for technical systems (RAC-TS) 
similar to civil aviation has been introduced: For 
technical systems where a functional failure has credible 
direct potential for a catastrophic consequence, the 
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associated risk does not have to be reduced further if the 
rate of that failure is less than or equal to 10-9 per 
operating hour.  

This criterion is limited to those technical systems 
where failure can lead to catastrophic effects, e.g. train 
accidents involving many fatalities, and for which there 
are no credible barriers or substantial mitigating factors 
that will prevent this consequence from materializing. 
The criterion can be used for the utmost critical functions 
performed by technical systems on railways such as speed 
supervision, control of the switch position, complete and 
permanent loss of the brake system, or loss of the traction 
cut-off function. This means that formally RAC-TS is 
related only to potentially catastrophic accidents, similar 
to the criterion related to hull loss accidents in civil 
aviation. In order to apply it also to other severity 
categories, RAC-TS must be embedded in a risk analysis 
method. 

In this paper we focus on semi-quantitative risk 
analysis methods, which are very similar to the rapid risk 
assessment method approach advocated by Johnson 
(2011). In fact one purpose of the paper is to motivate and 
demonstrate that semi-quantitative methods are in fact 
rapid risk assessment methods, but satisfy additional 
requirements. 

The paper is organized as follows: after a discussion of 
problems related to risk analyses, an applicable standard 
is reviewed, from which the requirements are taken. 
These requirements are compared to the requirements for 
rapid risk assessment methods. Then a new risk analysis 
method is constructed and some arguments and examples 
concerning the validation of the method are presented. 

2 Problems with risk analyses in railway 
applications 

Risk is a combination of accident severity and accident 
frequency. Accident frequency may be calculated by 
hazard frequency and the probability of a hazard 
developing into an accident. This probability is derived 
by taking into account the effectiveness of barriers. 
Barriers are understood as any means to prevent, control, 
or mitigate undesired events or accidents. Barriers must 
be under the control of the organization operating the 
system as they have to be enforced during operation. 
They can be of different origin, e.g. human actions, 
operational barriers, technical barriers. 

It is well known that risk acceptance is an intricate 
topic and that risk analyses in railways may be quite time-
consuming and tedious, in particular when they are 
performed quantitatively, see e. g. Braband (2005) for an 
overview. There exist simpler semi-quantitative methods, 
e.g. risk matrix, risk graph or risk priority numbers; 
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however, they often lack justification and it is not clear 
whether the derived results are trustworthy. So, a major 
research challenge is to construct dependable semi-
quantitative methods.  

In particular, schemes based on risk priority numbers 
(RPN) are widely used in Failure Modes, Effects and 
Criticality Analyses (FMECA) although it is known that 
they have not been well constructed and that their use 
may lead to incorrect decisions, for the following reasons: 

 
- The risk of different scenarios that lead to the 

same RPN may differ by orders of magnitude.  
- Scenarios with similar risks lead to different 

RPN. 
This has already been observed by Bowles (2003) and 

has now also lead to cautionary advice in the standards. 
Risk matrices are a well-known tool in risk assessment 

and risk classification, and are also used in the railway 
domain (see for example EN 50126 (1999) or Braband 
(2005)). Some major problem of such risk matrices are: 

- Risk matrices must be calibrated to their 
particular application. 

- The results depend on the system level to which 
they are applied. 

- The parameter classes must be concisely defined 
in order to avoid ambiguity and misjudgments. 

- It must be defined which frequency is meant, 
e.g. accident or hazard frequency. 

- It is not directly possible to take barriers or risk 
reduction factors into account in the risk matrix. 

However, if these problems can be overcome, risk 
matrices are a well-accepted and easy-to-use tool, and can 
be useful for risk prioritization. When risk matrices are to 
be applied in the railway domain, they need to be applied 
in combination with a method which can additionally take 
into account the effect of barriers and their related risk 
reduction. Typical candidates for additional methods 
would be the fault tree analysis (FTA) in a quantitative 
analysis or semi-quantitative tables as used by risk 
priority numbers. 

In conclusion for the railway domain rapid - in 
particular semi-quantitative - methods are very attractive 
and already widely used, but their justification is often 
questionable. Only a few approaches (see Bepperling 
(2008) and Milius (2010)) have been presented so far 
where semi-quantitative methods have formally been 
validated. A standard for the use of such methods, or 
against which methods can be validated, has been missing 
so far. 

3 Construction of a semi-quantitative risk 
analysis method 

3.1 DIN V VDE V 0831-101 
Recently this German pre-standard DIN (2011)has clearly 
set out requirements for semi-quantitative risk analysis 
methods. It is now possible to construct a method and 
validate it with respect to these requirements. There are in 
total 28 requirements. Not all of these relate to 
construction of the method - some concern its application. 
Table 1 gives an informative overview of the 

requirements; the mandatory requirements appear in bold. 
For more details we have to refer to DIN (2011). 

C
on

st
ru

ct
io

n 

A1                   
A2  
A3  
A4  
A6  
A8  
A12  
A13  
A14  
A15  
A17  
A18  
A19  
A20  
A21  
A22  
A23  
A24/ 
A25 
A26  
A27  
A28 

State reference units and application scope. 
Be conservative in your assessment. 
Make sure parameter granularity is sufficient. 
Work out a user guide. 
State clearly the applicable system level  
Allow for hazard classification. 
Assessment of accident severity 
Assessment of accident frequency 
Description of all barriers  
The tables should be compatible. 
Assessment of human reliability  
Assessment of operational barriers 
Assessment of exposition 
Assessment of external barriers 
Assessment of technical barriers  
Take into account dependencies of barriers. 
Calibrate the method (against a RAC). 
Assure proportionality between risk and 
criticality. 
Small changes lead to small changes. 
A safety requirement has to be derived. 
Give rules on how to derive the Safety 
Integrity Level 

A
pp

lic
at

io
n 

A5  
A7 
A9  
A10  
A11  
A16  

Justification of parameter choice 
Identify hazards systematically. 
Work out hazard scenarios. 
Justify the choice of the relevant scenario. 
Document results in a hazard log.  
Identify safety-critical application conditions.  

Table 1: Summary of requirements 

3.2 Requirements for rapid risk assessment 
methods 

Johnson (2011) has gathered principles from leading 
application examples to define basic principles for rapid 
risk assessment methods:  

1. Consistency between different ‘analysts’ looking 
at similar incidents; 

2. Repeatability: the same ‘analyst’ should derive 
similar findings for similar incidents looked at 
over a period of time; 

3. Economy: not more than one day’s training in 
safety management or hazard analysis should be 
necessary; 

4. Validity: Rapid risk assessment techniques 
should be confirmed and refined using all 
available information about previous accidents 
and incidents; 

5. Applicability: should be applicable to 
operational tasks and must support everyday 
decision making. 

3.3 Risk Score Matrix approach 
In this paper, a semi-quantitative approach is proposed 
that fulfils all requirements of the German pre-standard 
DIN V VDE V 0831-101 and also Johnson’s criteria. It is 
called the Risk Score Matrix (RSM) and consists of the 
application of a risk matrix and score tables for 
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assessment of the barriers, similar to RPN schemes. The 
complete approach is shown in Figure 1, including 
additional and alternative steps. The final result consists 
of hazard rates (HR) related to the functional failures of 
the technical system and the assumptions on which the 
analysis rests, which may turn into safety-related 
application rules (SAR). This process is explained in 
detail in the following chapters. 

Determine system 
functions and hazards 

(similar to level 3 of 
prEN 15380-4)

Assess accident 
severity by RSM

Determine barriers

HR without barriers

Can barriers be  
adequately 

assessed by 
score tables?

Determine safety 
requirements by RSM

Yes

No

Alternative:
determine safety 

requirements by other 
methods, e.g. FTA

HR with barriers, 
SAR

Safety requirements for 
functions

Functions and 
related hazards

 
Figure 1: Overview of the Risk Score Matrix model 

4 Description of the approach 

4.1 System definition 
 

The discussion in this paper focuses on technical systems 
only. According to EU Regulation 352/2009, a technical 
system is a product developed by a supplier including its 
design, implementation, and support documentation. It 
should be noted that: 

- The development of a technical system starts 
with its system requirements specification and 
ends with its safety approval.  

- Human operators and their actions are not 
included in a technical system. However, their 
actions may be taken into account as barriers 
mitigating the risk. 

- Maintenance is not included in the definition, 
but maintenance manuals are part of the product. 

- Technical systems can be subject to a generic 
type approval, for which a stand-alone risk 
acceptance criterion is useful. 

A function is defined in prEN 15380-4 (2010) as a 
“specific purpose or objective to be accomplished that 
can be specified or described without reference to the 
physical means of achieving it.” A function level is a 
“level, to group functions of equal purpose”. The 
distinction between levels is described informally as 
follows: 

- First-level function: functional domain that 
encompasses a set of functions related to the 
same general focus or service for the considered 
(rolling stock) system. 

- Second-level function: related to a specific set of 
activities that contribute to completion of the 

functional domain defined at the first level (at 
this level, it is not said how a second-level 
function is to be implemented). 

- Third-level function: related to a specific activity 
out of the related set of activities, it encompasses 
a set of tasks (a function at least at level 3 should 
be supported as much as possible by one single 
subsystem). 

It is proposed to use prEN 15380-4 (2010) which 
contains up to five hierarchical levels. Taking into 
account the definition of function level, level 3 seems to 
be the most appropriate for the application of RAC-TS. 
At least it does not seem reasonable to go into more 
detailed levels such as level 4 or 5. Table 2 gives a non 
exhaustive list of functions to which RAC-TS may be 
applied. Although prEN 15380-4 (2010) relates to rolling 
stock only, it can be extended to infrastructure functions 
quite easily, e.g. by identification of all interfaces of other 
functions to rolling stock. Some functions (or at least 
interfaces) are already defined. In Table 2, some 
examples of level 3 functions related to signalling are 
proposed. 

Table 2: Examples of signaling functions 

4.2 Risk matrix 
A suitable risk matrix has already been proposed and 
justified in Braband (2011), see Table 3. The table shows 
intolerable and tolerable combinations in a frequency 
scaling of √10 and has been calibrated to match RAC-TS. 
Safety targets would be chosen at the boundary between 
these two regions (medium gray shading). This scaling is 
compatible with the common scaling for Safety Integrity 
Levels (SIL), as two classes form one SIL. Note that for 
higher severity levels a slight risk aversion has been taken 
into account and that there are no particular safety 
requirements for category A. 

Code Function description 
=LBB Detect track vacancy 
=LBC Detect train at a particular spot 
=LBD Locate train 
=LCB Determine train description 
=LDB Provide diagnostics 
=LEB Supervise driver vigilance 
=LEC Automatic train stop 
=LED Supervise braking curve 
=LEE Supervise maximum train speed 
=LFB Optimize train running 
=LGB Monitor switch 
=LGC Lock switch 
=LGD Monitor derailer 
=LGE Lock derailer 
=LGF Monitor level crossing 
=LHB Provide signal information 
=LJB Provide cab radio 
=LKB Display state to driver 
=LKC Display state to dispatcher 
=LKD Transmit commands 
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HR B C D E 
n. a.     
10-5/h   Intolerable  
3x10-6/h     
10-6/h     
3x10-7/h     
10-7/h     
3x10-8/h     
10-8/h Tolerable    
3x10-9/h     
10-9/h    RAC-TS 

Table 3: Proposed risk matrix  

The corresponding accident severities are defined in 
Table 4. Classification can be performed based on a 
qualitative estimate of the typical accident severity or 
based on statistical data (fatalities and weighted injury 
score (FWI)). Note that “typical” does not mean worst 
case; in a safety sense, it should be interpreted as a typical 
bad outcome, i.e. worse than average. When considering 
statistical data, it should be noted that railway accident 
severity statistics are often highly asymmetric and 
skewed, so that particular care has to be taken when 
evaluating such statistics. 

ID Combinations FWI range Typical 
FWI 

E Multiple fatalities 2≤FWI 5 
D Single fatality or 

multiple serious injuries 
0.2≤FWI<2 1 

C Single serious injury or 
multiple light injuries 

0.02≤FWI<0.2 0.1 

B Single light injury 0.01≤FWI<0.02 0.01 
A - FWI<0.01 n. a. 

Table 4: Consolidated severity categories 

4.3 Assessment of barriers 
The model generally takes into account the following 
types of barriers: 

- possibility to avoid accident by human 
interaction (H)  

- possibility to mitigate the hazard by an 
independent technical system (T) 

- operational barriers (B) 
- low demand frequency (D)  

The presence and efficiency of these barriers together 
with the severity category determines the outcome of the 
assessment and thus the appropriate safety requirements 
that will have to be achieved for the technical system 
under evaluation. The assessment is carried out via a 
score scheme where scores are allocated to the barriers 
and then these scores are added to calculate the total risk 
reduction, starting from the risk matrix in Table 3. Since 
the scores for the barriers are added instead of multiplied, 
this means that the scores allocated are given in a 
logarithmic scale where each score represents a “risk 
reduction” with a factor of √10 and two scores represent a 
reduction of one order of magnitude (i.e. one SIL). It 
should be noted that the effectiveness of the barriers must 
be monitored in operation, typically as a part of the 
operator’s safety management system. 

The total risk reduction is then calculated as the sum 
of scores, possibly reduced by a score accounting for the 
level of independence of the different barriers present. 
This is to avoid adding several barriers that are 
functionally dependent on each other and that are likely 
to fail simultaneously.  

It should be noted that such a semi-quantitative 
assessment method may not fit all particular problems; 
e.g. there may be rare cases when other barriers occur and 
need to be taken into account. Also, some of the tables 
may be overly conservative, e.g. the assessment of human 
reliability by parameter H. In such cases, it is advised to 
apply first the risk matrix (Table 3) without any barriers 
and evaluate the barriers by an alternative method, e.g. 
Fault Tree Analysis, Event Tree Analysis or Markov 
models, as appropriate for the particular problem.  

For the sake of brevity, it is not possible to present and 
discuss all score tables. Instead, the focus will be on the 
assessment of human reliability to demonstrate the 
principle. 

4.4 Assessment of human reliability 
In some situations, it can be foreseen that there are still 
barriers present after the failure of a technical system due, 
for example, to the driver or staff observing the problem 
and acting correctly. Human interaction can also, in some 
cases, be carried out by passengers or third persons. 
Examples could be staff or passengers correctly using on-
board fire extinguishers in case of fire or similar 
situations. Evaluation is based on three tables (5a, 5b and 
5c) and calculates a combined score as the sum of the 
following sub-scores:   

- type of task 
- stress level at which the task is performed 
- environmental conditions under which the task is 

performed 
The approach is similar to simple screening techniques 

in human reliability assessment, e.g. Accident Sequence 
Evaluation Program (ASEP), e.g. Sträter (1997), or the 
approach validated by Hinzen (1993). Such approaches 
are known to be pragmatic and generally conservative. 
Note that also alternative assessment schemes could be 
transformed into similar tables. This assessment of human 
barriers does not pretend to give a deep and exact 
description of the human actions to be carried out and 
their reliabilities. It merely intends to give a conservative 
order estimate and does not replace further ergonomic 
studies, e.g. on the design of human-machine interfaces.  

Pre-conditions for the application of this assessment 
are: 

- Operators must be properly trained and have 
sufficient experience. 

- There must not be any goal conflicts in 
performing the task, e.g. safety vs. performance. 
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A – 
score 

Action type Comment 

4 Skill-based Well-known and trained skill-
based action 

2 Rule-based Rule-based action that has been 
appropriately trained and 

managed 
0 Knowledge-

based 
But no routines or rules are 

defined. 

Table 5a: Action type assessment  

W – 
score 

Work 
environment 

Comment 

1 Good conditions The work is performed under 
normal conditions with regard to 
sight, noise, physical forces and 

weather. 
0 Adverse 

conditions 
The working conditions are 

adverse with regard to at least 
one factor: lighting, noise, 

physical forces (e.g. excessive 
vibrations) or adverse weather 
conditions (too cold, too hot, 

etc.). 

Table 5b: Work environment assessment 

ST – 
score 

Stress level Comment 

1 Optimal  
0 
 

Excessive 
demands 

The work load is very 
demanding. The stress level is 

high, e.g. work under time 
pressure. 

Insufficient 
demands 

The work performed is not very 
demanding and mostly routine.  

Table 5c: Stress level assessment 

The combined score is then calculated from Tables 5a, 
5b and 5c as H= A + W + ST. 

4.5 Assessment of barrier dependence 
For every barrier that is taken into account, it must be 
analyzed whether its risk reduction is independent of the 
other barriers. If it is not, some scores will be subtracted 
from the score of the barrier, in accordance with Table 6b 
below. If the correlation is strong, the new barrier may 
reduce the risk only marginally.  

Tables 6a and 6b can be justified on the basis of 
experience with conditional failure probabilities in human 
task analysis, e.g. Sträter (1997) and common cause 
analysis of technical systems. 

The reduction of the barrier score is calculated by 
Table 6b, which gives the reduction of the barrier score Φ 
as a function of the original barrier score (top row) 
against the dependence of the new barrier with respect to 
all previous barriers. 

 

Dependence class Comment 
Independence (I) There is no functional dependence 

between the factors; no common 
causes for failures exist.  

Low dependence (LD) The barriers are statistically 
independent; no significant physical 

influence. Related to human tasks, the 
task is performed by a different person 
at a different location and in a different 

operational situation. 
Medium dependence 

(MD) 
The mitigating factors have a single 

common cause failure – if one barrier 
fails, there is a slightly increased 

chance that the other also fails. Related 
to human tasks, e.g. two of the following 

characteristics are the same: same 
person, same location or same 

operational situation. 
High dependence 

(HD) 
The barriers have more than one 

common cause. If one barrier fails, 
there is a significantly increased chance 

that the other also fails. 
Complete 

dependence (CD) 
Several common causes. The new 

barrier will not be taken into account. 

Table 6a: Dependence classes 

Φ 1 2 3 4 4+i 
I 0 0 0 0 0 

LD 0 0 -1 -1 -(i+1) 
MD 0 -1 -1 -2 -(i+2) 
HD 0 -1 -2 -3 -(i+3) 
CD -1 -2 -3 -4 -(i+4) 

Table 6b: Dependence assessment 

4.6 Validation of the Risk Score Matrix 
method 

It is not possible to give all arguments concerning the 
requirements from Table 1 here, but it is possible to 
outline a few of the key arguments, whose fulfillment is 
quite obvious by the construction of the tables. For 
examples of the complete validation of semi-quantitative 
approaches, see Bepperling (2008) and Milius (2010).  

The scope as well as the units of measurement are well 
defined by Table 2 and RAC-TS, so A1 and A6 can be 
fulfilled. As all tables are constructed conservatively, A2 
is met. The granularity of the method is set to √10, which 
fits well to the SIL scale and is reasonable, so A3 can be 
fulfilled. As this scaling is used consistently throughout 
all tables, A15 is complied with. The tables shown in this 
section also meet the respective requirements A12, A13, 
A17, A18 and A22. The method is also calibrated 
appropriately against RAC-TS, so A23 follows. The 
method is monotone with respect to risk (A24), i.e. a 
higher risk gains a more demanding safety requirement. 
Also, small changes in the parameters lead only to small 
changes in the safety requirements (A26). 

4.7 Is Risk Score Matrix a Rapid Risk 
Assessment Method? 

We justify the construction of the Risk Score Matrix 
against the criteria defined by Johnson (2011) 

1. Consistency: in particular requirements A1 and 
A4 would support this jointly with the 
requirements for justification A5 and A10. 
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2. Repeatability: this is supported by the 
harmonized function list from table 2 as well as 
the requirements for the construction of the 
tables and also A4 and A5 

3. Economy: if the analyst is experienced with 
respect to the system and the application 
conditions then one day’s training in the Risk 
Score Matrix method would be sufficient 

4. Validity: the tables are based on experience and 
the method has been validated against all 
requirements of the standard DIN (2011) 

5. Applicability: the method is applicable also to 
operational tasks, if they include use of technical 
systems, but they are not intended to be used in 
daily operations or missions. This is due to the 
different scope of risk assessment of technical 
systems in railways and military missions 

Finally we conclude that RSM is indeed a rapid risk 
assessment method, although dedicated to a very 
particular purpose. It can also be observed that the 
standard DIN (2011) defines more particular and detailed 
requirements for semi-quantitative methods than Johnson 
(2011) does for rapid risk assessment methods. The major 
difference is that DIN (2011) has more detailed 
requirements on the construction of the method. 

4.8 Examples 
In some cases, like =LGB from Table 2, RAC-TS is 
directly applicable. The main hazard would be that the 
status of a switch would be determined wrongly so that a 
train may run over a switch which is set in an incorrect 
direction. If passenger trains at high speed ran over this 
switch, then ID E would be determined from Table 4 
leading to a THR of 10-9 per operating hour per switch. 
Some human mitigation may be possible (e.g. at low 
speed) and there is also the possibility that the switch is 
not set in the branching direction (50% chance), so that 
the overall score (due to Tables 5a to 5c) may be assessed 
as 1, leading to a THR of 3x10-9 per operating hour per 
switch. 

In another example, =LGF from Table 2, the main 
hazard would be that road traffic would not be protected 
by the level crossing and the consequence might be a 
collision at the level crossing, from which ID D as the 
typical accident severity would be derived from Table 4 
leading to a THR of 10-8 per operating hour per level 
crossing. Additionally, human mitigation may be possible 
(e.g. at low speed or with good sight) by the road users, 
so that the score (due to Tables 5a to 5c) may be assessed 
as 1. However, this mitigation is not independent from 
the severity estimate. Additionally, it can be taken into 
account that level crossings are not allowed on high-
speed lines and often avoided on lines with high traffic 
density. Thus, finally a score of 1 may be assessed, 
leading ultimately to a THR of 3x10-8 per operating hour 
per level crossing. 

5 Conclusion 
The risk acceptance and setting of THRs for technical 
systems can be based on a risk score matrix as explained 
in this document taking into account a set of typical 

barriers. This approach is compliant with EC regulations 
as well as with requirements of the relevant standards. 

When using the new Risk Score Matrix approach, 
mutual recognition will also depend on the list of 
functions to which the risk matrix is applied. So, the use 
of a common risk score matrix will facilitate the mutual 
recognition process, but not lead to an automatic 
approval. 

It has been demonstrated that the Risk Score Matrix is 
truly a rapid risk assessment method. 
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Abstract 
Ensuring functional system safety comprises four major 
tasks. First, all possible hazards and risks of incidents 
with respect to functional safety have to be identified. 
Second, the system requirements specification must be 
shown to be valid in the sense that it excludes all the 
hazards with sufficiently high probability. Third, it has to 
be shown that the requirements are implemented 
correctly. Fourth, it must be demonstrated that for the 
implementation all possible failures of subsystems that 
could lead to violations of the functional safety 
requirements systems are excluded with a sufficiently 
high probability. This way it has to be shown that the 
specification and its implementation lead to an acceptable 
risk in terms of probabilities of violations of safety 
requirements. For a proper engineering of functional 
safety we suggest the use of a rigorous modelling 
framework. It consists of: a system modelling theory that 
provides a number of modelling concepts that are 
carefully related and integrated; a system reference 
model; and a reference architecture structuring systems 
into three levels of abstractions represented by views, 
including a functional view, a logical subsystem view and 
a technical view. It is demonstrated how, in this 
framework, all kinds of safety issues are expressed, 
analysed and traced; and how, due to the formalization of 
the framework, safety problems are formally analysed, 
specified and verified. . 
Keywords:  Functional Safety, Hazards, System 
Modelling, Requirements, Specification, Design, 
Architecture. 

1 Introduction 
It is well accepted by now that software intensive systems 
- due to their functional power, their tight integration with 
human machine interaction, their safety critical 
functionality, and their additional complexity - bring in 
essential challenges to guaranteeing functional safety. 
Functional safety of systems addresses the general 
requirement that there is only a bounded, calculable, and 
acceptable risk that the usage of the system may result in 
harm for the health and life of people or other assets. 

We suggest a systematic concept to categorize 
incidents and a comprehensive modelling approach to 
support functional safety. 

                                                             
Copyright © 2012, Australian Computer Society, Inc. This 
paper appeared at the Australian System Safety Conference 
(ASSC 2012), held in Brisbane 23-25 May, 2012. Conferences 
in Research and Practice in Information Technology (CRPIT), 
Vol. 145, Ed. Tony Cant. Reproduction for academic, not-for 
profit purposes permitted provided this text is included. 

1.1 System Development Steps and their 
Relation to Functional Safety 

The development of systems follows a simple and clear 
structure: 

• REQU: elicitation, analysis, and documentation of 
the requirements and their validation 

• SPEC: functional specification of the system, 
verification of the specification w.r.t. the 
requirements 

• ARCH: design of the architecture by decomposition 
into subsystems called components and their 
specification, verification of the architecture 

• IMPL: implementation of the components and 
verification according to their specification  

• VEIN: integration and system verification 
This structure is reflected in the tasks to guarantee 
functional safety properties as follows: 

• REQU: elicitation, analysis, and documentation of 
the safety requirements and their validation 

• SPEC: verification of safety requirements on the 
basis of the functional specification 

• ARCH: Failure-Modes-and-Effect Analysis (FMEA) 
on the basis of the architecture – identification of 
expected failures for components and their 
probability, analysis of the effects of failures, 
calculation of probabilities of failures and resulting 
violations of safety requirements 

• IMPL: implementation of the components according 
to their specification, validation and verification of 
probabilities as requested in the FMEA 

• VEIN: integration and system safety verification 
This shows how tightly issues of functional safety are 
embedded into general system engineering steps, in 
particular model-based engineering 

1.2 A Systematic Approach to Safety Issues 
In this section we classify hazards and incidents along the 
lines of [Gleirscher 11]. 

1.2.1 Hazards and Incidents 
A hazard characterizes a potential situation in the usage 
of a system that represents a degree of threat to life, 
health, property, or environment. A hazardous situation 
that has happened in the operation of a system is called an 
incident. A system is functionally safe if it is free of 
hazards and therefore there is no risk of incidents. 

There are two basic ways to define functional safety 
for systems: empirical and analytical approaches. In an 
empirical approach, we consider the statistics of systems 
under operation with respect to incidents; in an analytic 
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approach we analyse a system with the goal to calculate 
the risk of incidents. 

1.2.2 An Empirical View onto Functional 
Safety 

There is obviously a clear pragmatic concept of 
functional safety in connection with systems and their 
operation. If we observe the operation of systems over a 
certain period of time we realize if and how often 
incidents happen and this way get an empirical 
assessment of hazards, risk of incidents, and functional 
safety. 

In principle, in empirical approaches we do not need to 
identify hazards (possible situations that represent a 
degree of threat to life, health, property, or environment) 
in advance, but may identify, collect, and classify hazards 
as the result of empirical observations where hazards are 
identified via observed incidents. This is much more easy 
than to identify all hazards in advance, but cannot 
guarantee functional safety, but only monitor and 
evaluate functional safety during operation. 

1.2.3 Analysing and Guaranteeing Functional 
Safety 

When designing systems with the potential for hazards 
we have to exclude any unacceptable risk to come to the 
conclusion that there does not exist a safety problem with 
the system in operation. Clearly functional safety has the 
goal to avoid unacceptable risk and hazardous situations. 

A systematic approach in avoiding unacceptable risk 
always consists of the following steps for a system under 
development:  
1. Specification of the operational context (as part of 

domain modelling) 
2. Identification of hazards  
3. Specification of the system’s functional behaviour 

excluding hazards 
4. Analysis of possible defects and failures in the 

system and its subsystems leading to hazards 
5. Measures to reduce the unacceptable risk in the 

system and its subsystems 
If we follow such a systematic approach, we work with 
the following views: 
1. Context behaviour as specified 
2. System behaviour as specified 
3. System behaviour as realized with defects both of 

systematic or probabilistic nature 
4. Context assumptions and defects due to violations of 

the assumptions about the operational context 
We consider the following classification of hazards (and 
related potential incidents) and their relation to 
specifications: 

 
 Specification Realization 
Context  Hazard not identified 

and recognized in 
context specification 

Violation of 
specification of 
operational context 

System Hazard not excluded 
by system 
specification 

Violation of 
specification of 
system behaviour 

All together we get the following classifications of 
reasons for incidents due to hazards: 
Classification of 
incident 

Cause of hazard 

Hazard not 
identified in 
context 
specification 

Errors in the analysis of the set of 
hazards and potential incidents; 
hazards that were not recognized in 
the elicitation of safety 
requirements 

Hazard not 
excluded by 
system 
specification 

Errors in the specification, either of 
the system or of the operational 
context, since the composition of 
the ideal system behaviour and the 
ideal operational context behaviour 
still allow for hazards 

Violation of 
specification of 
system behaviour 

Hazards and risk of incidents due to 
systematic or probabilistic failures 
in the system and its subsystems 

Violation of 
specification of 
operational 
context 

Hazards and risk of incidents due to 
violations of the idealistic 
assumptions about the context 

A result of safety analysis should be probabilistically 
formulated bounds for the risk of hazards and incidents – 
bounds sufficient for the given safety requirements. If 
hazards and incidents happen during the operation of 
systems, we have to distinguish between: hazards and 
incidents, that are a result of remaining risks, just as 
analysed in the safety process; and hazards and risk of 
incidents, that have to be seen as a result of faults in the 
functional safety analysis. 

Modelling techniques can help to analyse, in a 
systematic manner, functional safety issues. However, as 
we will show, we need a careful modelling of the system, 
its possible defects, the operational context, the 
assumptions about the operational context, and possible 
violations of assumptions about the operational context. 
The better such an approach is, the more reliable the 
safety analysis is.  

What we demand and describe is along the lines of 
ISO 26262 which emphasizes: 
NOTE 2 There is a difference between  

to perform a function as required (stronger definition, 
use-oriented) and  

to perform a function as specified, so a failure can 
result from an incorrect specification. 
This citation taken from ISO 26262 underlines the fact 
that a safety analysis falls short if it only shows the risk of 
hazards due to violations of the behaviour in terms of a 
function as specified; in contrast, a safety analysis also 
has to guarantee the absence of hazards in the empirical 
general sense as defined above. Note that there have been 
a number of serious incidents, for instance in air traffic, 
where systems reacted as specified, but the specifications 
were not adequate for functional safety since they did not 
match with the expectations of the pilots. 
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2 Modelling and Structuring Systems 
In the following we introduce a short overview of system 
modelling techniques and architectural views. Fig. 1 
gives a schematic illustration of a system and its 
operational context. 

 
Figure 1: System and its Context 

We use basically two frameworks for structured views 
onto systems 
• modelling theory 
• structuring of systems into adequate levels of 

abstraction 
A key starting point is the fundamental concept of a 
system. The modelling and architectural framework has 
two parts:  
 
• a family of mathematical and logical system 

modelling concepts for systems, addressing the 
notion of interface, state and architecture with two 
models of behaviour:  
o logical model: a system described in terms of 

interface, architecture and state – we distinguish 
between the interface view (black box view) and 
a glass box view 

o probabilistic model: a system described in terms 
of probabilities for its behaviours – more 
precisely probability distributions on sets of 
possible behaviours.  

• a structured set of views – sometimes called 
comprehensive system architecture; it comprises the 
following views: 
o context  
o functional view (structured system interface 

behaviour):   
- hierarchy of system functions with modes of 

operation to capture their dependencies and 
their context 

- probability distribution on behaviours,  
o subsystem architecture view: hierarchical structure 

of subsystems (in terms of “logical components”), 
o technical and physical view: electronic hardware, 

software at design and runtime, mechanical and 
physical hardware, and their connections. 

The two modelling frameworks are related and described 
in the following. We start by briefly introducing the 
modelling theory; for details see [Broy 12]. 
 

2.1 The System Modelling Theory 
Our approach uses a specific notion of discrete system 
with the following characteristics and principles:  
• A discrete system has a well-defined boundary that 

determines its interface.  
• Everything outside the system boundary is called the 

system’s environment. Those parts of the environment 
that are relevant for the system’s operation are called 
the system’s operational context. 

• A system’s interface describes the means by which 
the system interacts with its context. The syntactic 
interface defines the set of actions that can be 
performed in interaction with a system over its 
boundary. In our case syntactic interfaces are defined 
by the set of input and output channels together with 
their types. The input channels define the input 
actions for a system while the output channels define 
the output actions for a system. 

• We distinguish between syntactic interface, also 
called static interface, which describes the set of input 
and output actions that can take place over the system 
boundary and interface behaviour (also called 
dynamical interface), which describes the system’s 
functionality; the interface behaviour is captured by 
the causal relationship between streams of actions 
captured in the input and output histories. We give a 
logical behaviour as well as a probabilistic behaviour 
for systems.  

• The interface behaviour of systems is described by: 
logical expressions, called interface assertions; by 
state machines; or it can be further decomposed into 
architectures.  

• A system has an internal structure. This structure is 
described by in a state view by its state space with 
state transitions and/or by its decomposition into 
subsystems forming its architecture in case the system 
can be decomposed correspondingly. The subsystems 
interact and also provide the interaction with the 
system’s context. The state machine and the 
architecture associated with a system are called its 
state view and its structural or architectural view 
respectively.  

• In a complementary view, the behaviours of systems 
can be described by sets of traces, which are sets of 
scenarios of input and output behaviour of systems. 
We distinguish between finite and infinite scenarios. 

• Moreover, systems operate in time. In our case we use 
discrete time, which seems, in particular, adequate for 
discrete systems. Subsystems operate concurrently 
within architectures. 

This gives a highly abstract and at the same time 
comprehensive model of systems. This model briefly is 
formalized in the following. 

2.1.1 Data Models – Data Types 
Data models define a set of data types and some basic 
functions for them. A (data) type T is a name for a data 
set. Let TYPE be the set of all data types. 
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2.1.2 Interface Behaviour 
Systems have syntactic interfaces that are described by 
their sets of input and output channels attributed by the 
type of messages that are communicated over them. 
Channels are used to connect systems to be able to 
transmit messages between them. A set of typed channels 
is a set of channels with a type given for each of its 
channels. 
Definition. Syntactic interface 
Let I be a set of typed input channels and O be a set of 
typed output channels. The pair (I, O) characterizes the 
syntactic interface of a system. The syntactic interface is 
denoted by (IO).   

 

 
 

Figure 2: Graphical Representation of a System F as a 
Data Flow Node  

Fig. 2 shows  the syntactic interface of a system F in a 
graphical representation by a data flow node with its 
syntactic interface consisting of the input channels x1, …, 
xn of types S1, …, Sn and the output channels y1, …, ym of 
types T1, …, Tm.  
Definition. Timed Streams 
Given a message set M of data elements of type T (M is 
also called the carrier set of type T), we represent a timed 
stream s of type T by a mapping  
 s: IN \ {0} → M* 
In a timed stream s a sequence s(t) of messages is given 
for each time interval t ∈ IN \ {0}. In each time interval an 
arbitrary, but finite number of messages may be 
communicated. By (M*)∞ we denote the set of timed 
infinite streams.   
A (timed) channel history for a set of typed channels C 
assigns to each channel c ∈ C a timed stream of messages 
communicated over that channel.  
Definition. Channel history 
Let C be a set of typed channels; a (total) channel history 
x is a mapping (let  IM be the universe of all messages)  

 x : C → (IN \{0} →  IM∗) 
such that x(c) is a timed stream of messages of the type of 
channel c ∈ C.     

€ 

 
C  denotes the set of all total channel 

histories for the channel set C.  

For each history z ∈      

€ 

 
C  and each time t ∈ IN the 

expression z↓t denotes the partial history (the initial 
communication behavior on the channels) of z until time 
t. z↓t yields a finite history for each of the channels in C 
represented by a mapping  
 C → ({1, …, t} → IM *)  
z↓0 denotes the history with empty sequences associated 
with each of its channels.  

The behavior of a system with syntactic interface 
(IO) is defined by a mapping that maps the input 

histories in  onto output histories in . This way we 
get a functional model of a system interface behavior.  
Definition. I/O-Behaviour  
A causal mapping F:  → ℘( )is called an I/O-
behaviour. By IF[IO] we denote the set of all (total and 
partial) I/O-behaviours with syntactic interface (IO) and 
by IF the set of all I/O-behaviours.   
Interface behaviours model system functionality. For 
systems we assume that their interface behaviour is total. 
Behaviours F may be deterministic (in this case, the set 
F(x) of output histories has at most one element for each 
input history x) or nondeterministic. 

2.1.3 State Machines by State Transition 
Functions 

State machines with input and output describe system 
implementations in terms of states and state transitions. A 
state machine is defined by a state space and a state 
transition function. 
Definition. State Machine with Syntactic Interface (IO)  
Given a state space Σ, a state machine (Δ, Λ) with input 
and output according to the syntactic interface (IO) 
consists of a set Λ ⊆ Σ of initial states as well as of a 
nondeterministic state transition function 
 Δ: (Σ × (I → IM*)) → ℘(Σ × (O → IM*))  
For each state σ ∈ Σ and each valuation a: I → IM* of the 
input channels in I by sequences of input messages every 
pair (σ', b) ∈ Δ(σ, a) defines a successor state σ' and a 
valuation b: O → IM* of the output channels consisting 
of the sequences produced by the state transition. (Δ, Λ) 
is a Mealy machine with possibly infinite state space. If in 
every transition the output b depends on the state σ only 
but never on the current input a, we speak of a Moore 
machine. 

2.1.4 Systems and their Functionality 
Systems interact with their contexts via the channels of 
their interfaces. We identify both systems by names. A 
system named k has an interface, consisting of a syntactic 
interface (IO) and interface behaviour  

 Fk:  → ℘( ) 
The behaviour may be a combination of a larger number 
of more elementary sub-function behaviours. Then we 
speak of a multifunctional system. 
 

 
 

Figure 3 Graphical Representation of a Function 
Interface with the set of input channels I and the set of 

output channels O 

Let SID be the set of system names. A system named k ∈ 
SID is called statically interpreted in a system model or 
in an architecture if only a syntactic interface (IkOk) is 
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given for k and dynamically interpreted if an interface 
behaviour Fk ∈ IF[IkOk] is specified for component k. 

 

2.1.5 Architectures 
In the following we assume that each system used in an 
architecture as a component has a unique identifier k. Let 
K be the set of identifiers for the components of an 
architecture. 
Definition. Set of Composable Interfaces 
A set of component names K with a finite set of 
interfaces (IkOk) for each identifier k ∈ K is called 
composable, if the following propositions hold:  
• the sets of input channels Ik, k ∈ K, are pairwise 

disjoint, 
• the sets of output channels Ok, k ∈ K, are pairwise 

disjoint, 
• the channels in {c ∈ Ik: k ∈ K } ∩ {c ∈ Ok: k ∈ K } 

have consistent channel types in {c ∈ Ik: k ∈ K } 
and {c ∈ Ok: k ∈ K }.  

If channel names and types are not consistent for a set of 
systems to be used as components we simply may rename 
the channels to make them consistent. 
Definition. Syntactic Architecture  
A syntactic architecture A = (K, ξ) with interface 
(IAOA) is given by a set K of component names with 
composable syntactic interfaces ξ(k) = (IkOk) for k ∈ K.  

IA = {c ∈ Ik: k ∈ K }\{c ∈ Ok: k ∈ K } denotes the set 
of input channels of the architecture, 
DA = {c ∈ Ok:  k ∈ K } denotes the set of generated 
channels of the architecture, 
OA = DA \ {c ∈ Ik: k ∈ K } denotes the set of output 
channels of the architecture,  
DA\OA denotes the set of internal channels of the 
architecture 
CA = {c ∈ Ik: k ∈ K } ∪ {c ∈ Ok: k ∈ K } denotes the 
set of all channels 
By (IADA) we denote the syntactic internal interface 
and by (IAOA) we denote the syntactic external 
interface of the architecture.   
A syntactic architecture forms a directed graph with its 
components as its nodes and its channels as directed arcs. 
The input channels in IA are ingoing arcs and the output 
channels in OA are outgoing arcs for that graph.  
Definition. Interpreted Architecture  
An interpreted architecture (K, ψ) for a syntactic 
architecture (K, ξ) associates an interface behavior ψ(k) 
∈ IF[IkOk] for the syntactic interface ξ(k) = (IkOk), 
with every component k ∈ K.   
An architecture can be specified by a syntactic 
architecture given by its set of subsystems and their 
communication channels and an interface specification 
for each of its components. 

2.1.6 Probabilistic Interface View 
We provide a probabilistic model for systems along the 
lines of [Neubeck 12]. Given a set of typed channels C 

we define a probability distribution for a set H ⊆     

€ 

 
C  by 

the function 
 µ: H → [0:1]  
Let ℳ[    

€ 

 
C ] denote the set of all probability distributions 

over sets H ⊆     

€ 

 
C . 

Given a behaviour 

 F:  → ℘( ) 

its probabilistic behaviour is defined by a function 

 DF:  → ℳ( ) 

where for every input history x ∈  by 
DF(x)  

we get a probability distribution for every input history x 
∈  
 µx: ℘(F(x)) → [0:1]  
We get a probability µx(Y) by the function µ for every 
measurable set Y ⊆ F(x) of output histories. This shows 
that µ defines a probability distribution µx for every input 
history x ∈  on its set F(x) of possible output histories. 

2.2 Overall Structuring of Systems into Levels 
of abstraction 

We choose a systematic structuring of systems and their 
contexts using the following categories.  

 

 
 

Figure 4 Levels of Abstraction Taken from [Broy et al. 
08]  

We structure the properties of systems into a number of 
views that are the result of viewpoints. We use three 
fundamental views: 

• usage: function and context 
• design: (logical ) subsystem structure 
• implementation: technical, physical, syntactical 

representation and realisation 
Each view uses modelling concepts taken from a basic set 
of modelling elements 

• interface and interface behaviour in terms of the 
interaction over the system boundaries 

• architecture and architectural behaviour in terms 
of structuring a system into a set of subsystems 
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and their connection by communication channels 
and its interaction between the components and 
over the system boundaries 

• state and state transition behaviour in terms of 
describing the state space of a system, its state 
transitions triggered by interaction. 

For behaviour we distinguish 
• logical behaviour in terms of the correct patterns 

of interaction 
• probabilistic behaviour in terms of the 

probability of certain patterns of interaction. 
These different aspects of behaviour apply to all three 
modelling concepts interface, state, and architecture. 

3 Key Challenges for Functional System 
Safety 

As we can see from the categorization of incidents, in 
hazard classification it is essential to analyse what can go 
wrong at the level of the specification and design, and 
what are the effects of failures of subsystems (as 
identified by FMEA). In particular, it is essential to make 
sure that, first of all, no potential hazards are overlooked 
in domain modelling and that the functional specification 
excludes all the hazards with sufficiently high probability. 
In particular, a very difficult task is to find out to what 
extent a particular system design may lead to failures in 
its operational context; this includes especially errors of 
humans operating the system. 

There are quite a number of incidents, in particular in 
avionics and perhaps less spectacular and less well 
analysed also in the operation of other systems such as 
cars, boats and trains that are due to wrong reactions by 
their users, such as pilots.  In these cases, the system 
functions were specified and implemented in such a way 
that users get confused and could not operate systems 
properly as expected in particular situations and as 
required by the identified user groups. 

3.1 System Boundaries and Hazards 
A hazard is due to certain critical events inside a system 
or in its operational context. Therefore we distinguish two 
categories of hazards for a system under safety analysis: 

• Intrinsic hazards are hazards that result in incidents 
inside a system; as an example take a battery together 
with its control unit, which is a system that might 
explode or catch fire  

• Extrinsic hazards are due to incidents that happen in 
the operational context of a system that are under the 
control of the system; for example, the explosion of a 
battery due to a fault in the control system is an 
extrinsic hazard from the perspective of the control 
system (where the battery is part of its operational 
context). 

In safety analysis we have to capture and analyse and 
exclude both intrinsic and extrinsic hazards. Extrinsic 
hazards are related to the interface behaviour and the 
functionality of systems. Intrinsic hazards become 
extrinsic if we change the scope and focus the system 
under analysis such that the critical events are no longer 
part of the system. An example is the shift of the focus 
from a battery together with its control unit to the control 

unit with the battery as part its operational context. The 
change of scope is typically a result of design and system 
decomposition. 

3.2  Domain Modelling 
One particular important issue to find out about hazards is 
a very precise understanding, analysis, and modelling of 
the system’s operational context. Typically incidents 
happen in the operational context. There are two 
difficulties that have to be mastered in domain modelling 
as basis and part of safety analysis. 

3.2.1 Identifying and Modelling Hazards 
First of all we have to understand what potential hazards 
are. So we have to carry out a careful analysis of the 
environment and operational context to find out about 
hazards. This is very much related to the task of 
requirements engineering.  

The similarities between hazard analysis and 
identification and requirement analysis and identification 
are obvious. It is a difficult issue to find out about all the 
actual requirements. Forgetting a requirement leads to a 
system that does not fulfil the user expectations in some 
respects. In analogy, overlooking a possible hazard leads 
to a safety analysis in which no measures are undertaken 
to ensure that this overlooked hazard is not happening or 
that the probability of it happening is low enough. There 
are quite a number of practical examples where such a 
problem has happened (example: Titanic).  

In both cases of requirements engineering and hazard 
analysis the completeness of a specification cannot be 
verified but has to be checked by validation. A careful 
validation of the result of the hazard analysis and 
identification is mandatory. [Gleirscher 11] discusses 
environment modelling for hazard analysis and for 
hazard-oriented derivation of scenarios for specification 
validation and system testing.  

3.2.2  Relating Domain Specific Levels of 
Abstraction 

A particular difficulty results from the different levels of 
abstraction for the formulation of safety requirements. 
Fig. 5 shows schematically four chunks of system 
properties from an example inspired by [Kondeva 12].  

 
  
  

TATL: Translation: Abstract/technical Level 
… 
doors_closed ⇔ latches_locked 
aircraft_inflight ⇔ landing_gear_without_weight 
… 
 

SRAL: Safety Requirements: Abstract Level 
… 
aircraft_inflight ⇒ doors_closed 
… 
 

SRTL: Safety Requirements: Technical Level 
… 
Landing_gear_without_weight ⇒ latches_locked 
 … 
 

TT: Technical Threads 
… 
vibrations ⇒ ¬latches_locked 
... 

 

Figure 5 Safety Requirements: From Abstract to 
Technical Level and Threats at Technical Level 

At the abstract level safety requirements are formulated in 
application domain oriented language addressing key 
concepts and notions of the application domain. At the 
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technical level the same safety requirement is expressed 
in technical terms. This “translation” is not as simple as 
the one in the illustration. As stated above, it is an 
inference, based on the architectural structure and the 
behaviour of the subsystems in the structure. There is no 
chance to produce this manually (see [Struss, Fraracci 
11], [Struss 11]). This has to be generated, and this is 
exactly what model-based prediction for the physical 
components has to deliver. We need a translation of the 
abstract safety requirements into the technical ones in 
terms of logical assertions that formalize this relationship. 
This relation is part of the domain model. We have to 
show 
 SRTL ∧ TATL ⇒ SRAL 
(see the example in Fig. 5). Then, on the technical level, 
additional technical threats have to be and can be 
identified that are hard or even impossible to find at the 
abstract level. In the example in Fig. 5 we get some 
inconsistency and thus a contradiction to safety 
requirements in SRTL if we assume that there may 
vibrations while the aircraft is in flight that they in term 
might unlock the latches. Such inconsistencies can be 
checked and found by SAT solvers. 

Of course, this change of levels of abstraction 
typically continues. At the technical level, there does not 
exist the signal “Landing_gear_without_weight”. There 
exists: “no signal at the pin connected to the weight 
sensor”. This technical view is essential in order to 
analyse the impact of a broken weight sensor, open wires 
and connectors between sensor and ECU, shorts of the 
wires, etc.  

3.3 Modelling Context, HMI and Safety 
Hazards can only be caused by a system in the interaction 
between the system and its operational context. 

3.3.1 Hazards as Result of the Interaction 
between Systems and their Operational 
Context 

Another issue is to understand how such hazards in the 
operational context are triggered by the system. This 
leads to the necessity to have a kind of a formalisation of 
the interaction between the operational context and the 
system.  
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Figure. 6 Schematic split of a function in hybrid pre- and 
post-processing  

More precisely we have to model the operational context 
including extrinsic hazards and incidents as they may 
appear in the operational context. Only if such modelling 
is done in a sufficiently formal way, we can start to get 
estimations of the bounds on the risk of incidents and 
hazards (see [Struss, Fraracci 11]). 

3.3.2 Hazards as Result of the Interaction 
between Systems and Their Users 

Clearly, such a modelling can be very difficult because 
the operational context, in particular, has to deal with the 
user interface and the way users operate a system. In 
principle, we have to look at issues such as: “what is the 
probability that a user presses a wrong button in a 
particular situation?” and to find out what is the 
psychological analysis that is needed to speak about those 
probabilities.  

This shows that in the analysis of functional safety the 
logical and the technical user interface have to be looked 
at and analysed very carefully.  

Second we have to deal with issues in approaches like 
use case analysis. One way to do this would be to identify 
intrinsic and extrinsic hazards and then to develop a 
number of anti-use-cases that describe scenarios of 
hazards happening and to analyse what are the 
possibilities to avoid these hazards. All this activity can 
be and must be done quite independently of the question 
of the necessary and additional FMEA to make sure that 
the system as specified with an operational context as 
modelled does the right thing. Today, in practice, 
functional safety analysis is often too much focused onto 
FMEA and vulnerability impact analysis with the danger 
to miss hazards that are not due to defects of subsystems.  

3.4 Functional Modularity and Extrinsic 
Hazards 

Note that strictly speaking, in terms of extrinsic hazards, 
it is not the system that is safety critical but its functions. 
In fact, in a safety analysis we have to identify the safety 
criticality of the functions. This goes hand in hand with 
modelling the operational context; we can see how the 
functions are connected to the operational context and 
which of the functions may cause hazards. In addition, we 
have to consider a number of failure assumptions for the 
functions that have to be related to FMEA and then find 
out which are the functions and the output provided by 
those functions as safety critical aspects. Then we can 
analyse which error deviations of functions we can 
tolerate and which error deviations we cannot tolerate and 
where we have to be sure that they can happen only with 
a certain sufficiently low probability.  

Today we typically deal with so-called multi-
functional systems. These are systems that introduce and 
offer a large number of different functions as pointed out 
in [Broy 10]. These functions have to be specified in a 
modular way, in spite of the fact that they are usually not 
logically independent. There are behavioural dependences 
between these functions. When mastering the 
specification of systems from a safety point of view, we 
have to deal with the different functions that are part of 
the functionalities.  

As shown in [Broy 10] it is possible to identify and 
specify dependences between functions. If there is a 
function F that depends on another function F’ and if the 
dependency of these functions may lead to hazards then 
the function F’ (which, considered in isolation, is not 
safety critical) has to be treated as a safety critical 
function, if the dependency may lead to extrinsic hazards. 
More precisely, using these dependencies we can 
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introduce a directed dependency graph with functions as 
nodes. Then we identify the functions that are safety 
critical. This way we to stick to a kind of propagation and 
inheritance of safety criticality levels such that a highly 
safety critical function F may pass on its safety level to 
functions F’ that show dependencies to F.  

3.5 Tracing and Safety# 
Finally, in standards for functional safety, tracing is 
required for safety critical functions. Unfortunately, what 
we see as a foundation of tracing in the scientific 
literature so far is not sufficient. Based on the proposed 
modelling framework, a very rigorous approach to tracing 
is possible by representing all the properties of systems 
within a formalised logical framework. This way we can 
introduce a completely formalised concept of tracing. 

In doing so we get a precise concept of what tracing is. 
In particular, we can study traces between general 
requirements, functional specification and architectural 
decomposition. Such an approach provides a firm 
framework for defining what traces are but at the same 
time it addresses the question of how dense traces are and 
how many traces we need. By the approach we see how 
difficult and complex tracing is. Here we need more 
research and also empirical studies.  

 

 
Figure 7 Tracing between Requirements, Functional 

Hierarchy, and Logical Subsystem Architecture 

Recently, we have performed a number of empirical 
studies about dependencies between functions in trucks to 
find out about how many dependencies we can expect 
between those functions. Similar numbers are not 
available for dependencies between requirements, 
functional specification, and architecture. 

4 Summary and Outlook 
We have introduced and sketched a rigorous framework 
of modelling that allows us to capture logical and 
probabilistic properties at different levels of abstraction. 
We believe that such a rigorous framework allows for 
modelling that can be used both for system specification, 
design and implementation, for verification including test 
case generation, for safety analysis as well as for 
diagnoses. 

Using a rigorous modelling approach we model the 
system as well as its operational context. We recommend 
to distinguish and to model intrinsic as well as extrinsic 
hazards. We, in particular, recommend validating the 

specification carefully to make sure that hazards are not 
implied by it. Doing so, we can apply all kinds of 
automatic analysis and verification techniques to deal 
with functional safety. In any case, the quality of 
functional safety analysis depends on the expressive 
power and the adequate application of the modelling 
techniques and methods.  
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trucks to find out about how many dependencies we can expect between those functions. Similar 
numbers are not available for dependencies between requirements, functional specification, and 
architecture. 

4 Summary and Outlook 
We have introduced and sketched a rigorous framework of modelling that allows us to capture logical 
and probabilistic properties at different levels of abstraction. We believe that such a rigorous 
framework allows for modelling that can be used both for system specification, design and 
implementation, for verification including test case generation, for safety analysis as well as for 
diagnoses. 

Using a rigorous modelling approach we model the system as well as its operational context. We 
recommend to distinguish and to model intrinsic as well as extrinsic hazards. We, in particular, 
recommend validating the specification carefully to make sure that hazards are not implied by it. Doing 
so, we can apply all kinds of automatic analysis and verification techniques to deal with functional 
safety. In any case, the quality of functional safety analysis depends on the expressive power and the 
adequate application of the modelling techniques and methods. 
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Abstract

The field of system safety looks on the surface to be a
mature discipline based on everyday intuitions about
safety risk. System safety looks at potential accidents
that could arise due to system behaviour. It is based
on the notion of system hazard. In this paper, we look
at the theory and practice of system safety. We pro-
pose a model of system safety behaviour suitable for
describing and evauating the goals and processes of
safety engineering. We argue that the notion of haz-
ard is not appropriate as the central pillar of safety
engineering and that it can actually be misleading.
Instead, we propose that safety engineering is bet-
ter served by a focus on safety constraints. To illus-
trate the benefits, we consider an approach to “haz-
ard analysis” that begins by simply identifying all the
dangerous physical flows in the systems intended en-
vironment and proposing a safety policy for managing
them. Safety engineering then proceeds with the elu-
cidation of safety protocols that coordinate the var-
ious systems in the environment in operating safely
within the proposed policy constraints. We illustrate
our approach using a case study.

Keywords: Safety case, safety assurance, rapid acqui-
sition, urgent operational requirements.

1 Introduction

The field of system safety — as described, for exam-
ple, in Leveson’s well-known textbook entitled “Safe-
ware” (Leveson 1995) and by safety standards such as
MIL-STD 882C (Department of Defense 1993) — in-
volves an approach to safety engineering that is very
familiar (especially in the USA) and apparently well-
understood. It looks primarily at potential accidents
that could arise due to system behaviour and its most
basic tool is the pervasive and widely-used concept
of “hazard”. System safety purports to be the tech-
nical expression of everyday intuitions about safety:
co-opting every-day terms (such as “hazard”) and im-
buing them with elaborate technical interpretations.

Although the field of system safety looks on the
surface to be a mature discipline, experience with a
number of Defence projects suggests that Safety Pro-
grams are deficient in their safety arguments with un-
comfortable frequency. Many safety programs strive
to follow the processes required by (say) MIL-STD
882C (Department of Defense 1993): a great deal
of analysis is done and diligently reported. Unfor-
tunately, on close examination, the safety arguments
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can sometimes boil down to little more than “a great
deal of analysis was done and diligently reported.”
As observed by the Nimrod Review, “... the task of
drawing up the Safety Case became essentially a pa-
perwork and tick-box exercise.” It seems that the
process of system safety can be easily abused. What
is the reason for this?

One basic reason is that the field of system safety
still lacks clear agreement on basic terminology. The
well-known text by Leveson (Leveson 1995) does (for
the most part successfully) attempt to provide clear
definitions — but these are not introduced until
Chapter 9. As forums such as the High Integrity Mail-
ing List (Kelly 2011) demonstrate, the definitions of
fundamental concepts in system safety are still the
subject of much debate.

A more serious issue is discussed in this paper. We
argue that the notion of hazard is not a useful one and
that it can actually be misleading. In place of the
unending hunt for the hazard, we propose that safety
engineering should be carried out through the positive
proposal of safety policies for dealing with dangerous
physical flows and of safety protocols that coordinate
interactions between systems so as to implement said
safety policies.

This paper is structured as follows. In Section 2
we look at the terminology of system safety. In Sec-
tion 3 we discuss a range of issues relating to haz-
ards and hazard analysis. Section 4 gives a brief
overview of Leveson’s more recent approach to acci-
dent modelling and hazard analysis. In Section 5 we
describe briefly the approach taken by the recently
published DEF(AUST)5679 (Department of Defence
2008b). Then in Sections 6–8 we describe the notion
of safety protocols. We illustrate our arguments in
Sections 10–12 using a case study. Finally, Section 13
presents some concluding remarks.

2 System Safety

The primary driving concept in system safety is that
of the accident. For a given system, the first key step
in safety engineering is to consider the possible ac-
cidents to which system behaviour could contribute.
As defined by Leveson (Leveson 1995):

Definition. An accident is an undesired
and unplanned (but not necessarily unex-
pected) event that results in (at least) a
specified level of loss.

Succinctly put, an accident is an undesired loss
event. One may debate whether or not loss of equip-
ment or capability — as opposed to harm or loss of
life — should be included in system safety engineer-
ing, but this is a minor consideration. We do not
believe that the notion of accident is controversial: it
has a meaning in everyday life but also makes sense
as a technical concept.
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Also familiar is the notion of accident severity.
This characterises the damage that may be done by
the loss event and is often used in safety engineering
to rate accidents, possibly with a view to allocating
more e↵ort into protecting against the more severe
possibilities.

We now turn to the notion of hazard, which is more
problematic. In everyday life the notion of hazard is
commonly used and seems to be well understood. We
are familiar with the following examples:

1. “Smoking in the toilets is a fire hazard and smoke
detectors have been fitted” (aircraft safety an-
nouncement);

2. “Confined space. Hazardous Atmosphere. Check
oxygen level before and during entry” (warning
sign);

3. “Ice on road. Hazardous driving conditions.”
(road sign); and

4. “Tripping Hazard”, “Biological Hazard”, “Elec-
trical Hazard”, “Overhead Hazard” (other warn-
ing signs).

Intuitively speaking, a hazard is a situation from
which it is su�ciently likely that an accident could
arise. To take the first example, it is easy to imagine
that a cigarette butt that is carelessly disposed of in
the wastepaper bin in an aircraft toilet could quickly
lead to a fire that would threaten the safety of the
aircraft. The announcement both warns of this haz-
ard and also states that this hazard will be quickly
detected (and thus dealt with by the cabin sta↵or
automatic systems).

Thus in common parlance the notion of hazard is
usually associated with some dangerous physical sub-
stance or release of energy (dangerous flow). In devel-
oping the field of system safety, it has been thought
essential to retain the hazard as a central concept.
However, this common notion of hazard has gener-
ally not been thought to be su�ciently powerful. Sys-
tems may be involved in accidents in many ways, even
if they do exhibit such dangerous flows. Just con-
sider an air tra�c control system: the physical dan-
gers intrinsic to the actual system equipment pale in
comparison to its potential to do harm in the wider
air tra�c environment. Thus, considerable e↵ort has
been made to expand the definition of hazard to en-
compass all forms of dangerous interaction with the
environment.

As defined by Leveson (Leveson 1995):

Definition. A hazard is a state or set of
conditions of a system (or object) that, to-
gether with other conditions in the envi-
ronment of the system (or object), will in-
evitably lead to an accident (loss event).

As Leveson points out, implicit in this definition
is that hazards must be determined with respect to
the particular environment of the system. Hazards
occur at or within the system boundary, which must
be well defined, and may interact with other systems
in the environment, which remain vague, in causing
an accident. Leveson’s definition is similar to most
definitions of hazard, of which we quote just two:

Definition. A hazard is a physical situation
or state of a system, often following from
some initiating event, that may lead to an
accident (Ministry of Defence 2007)
Definition. System Hazards are top-level
states or events from which an accident, aris-
ing from a further chain of events external
to the System, could plausibly result (De-
partment of Defence 2008b).

This expanded notion of hazard takes a central
place in modern system safety practice (as, for exam-
ple, described in Leveson’s book). Much of the e↵ort
applied in a safety program is devoted to the iden-
tification and assessment of hazards. This e↵ort is
called hazard analysis and involves techniques such as
Fault-Tree Analysis(FTA) or Failure Modes and Ef-
fects Analysis (FMEA). On the one hand, FTA analy-
ses the causes of hazards by reasoning backwards from
a given top-level state (or event), using Boolean logic
to describe how low-level events (which can be nor-
mal events or failure events) combine to bring about
the hazard. On the other hand, FMEA reasons for-
ward from low-level failures to determine how they
may lead to system hazards.

Leveson (Leveson 1995) defines failure (a concept
familiar in reliability) as follows:

Definition. Failure is the non-performance
or inability of the system or component to
perform its intended function for a specified
time under specified environmental condi-
tions.

In fact, most of the techniques used in hazard anal-
ysis are borrowed and adapted from reliability engi-
neering and depend on the concept of failures at least
as strongly as on the concept of hazards.

Also striking is the degree of low-level information
required by existing hazard analysis techniques. The
design of the system must be quite well progressed for
such techniques to be truly e↵ective.

The system safety e↵ort is usually directed
through some form of probabilistic risk assessment
in which a “hazard risk index” (HRI) is determined
by a combination of hazard frequency and accident
severity. If an HRI is too high, the risk may be re-
garded as unacceptable, or acceptable only with fur-
ther measures designed to build in safety. Although
this notion of hazard frequency is a natural one for
simple physical hazards, it is harder to understand
for the generalised notion of hazard adopted in sys-
tem safety. It seems generally acknowledged that it is
not sensible for hazards related to software behaviour
and the Joint System Safety Handbook (Department
of Defense 2010), for example, recommends that the
notion of Software Control Category be used instead.

3 The hazards of “hazard”

In this paper we pose the specific question: is this gen-
eralised notion of hazard suitable as the central pillar
of modern safety engineering? It is our contention
that it is not, and that we need something better to
guide our thinking.

The most important deficiencies are the following.

What we want vs what we have. Hazard analy-
sis leads us to confound two quite di↵erent issues:
what the system (imagined but not yet built) is
required to do versus what the system actually
does (as built). On the one hand, hazard analy-
sis aims to determine system safety requirements,
acknowledging that safety must be “designed”
in to the system. On the other hand, hazard
analysis uses techniques that, to be e↵ective, re-
quire deep knowledge of how the system actually
works.

Failures are not the whole story. The fixation
that can be seen on “failure” of system compo-
nents or items of equipment as potential root
causes of hazards clouds the distinction between
reliability and safety and leads to an emphasis
on what Leveson (Leveson 2011) calls component
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failure accidents. However, an accident can also
arise from “dysfunctional interactions between
components” even if the components are work-
ing reliably. Such accidents are called system
accidents or component interaction accidents.

Failures distort the story. Safety engineering is
unusual in that prime focus is given to what
can go wrong: that is, what is not required of
the system. Usually, engineering concentrates on
what is required of the system. Often “what can
go wrong” is a much bigger and more imagina-
tive world than “what we want.” Failures think-
ing can lead to consideration of behaviours that
are conceivable but disallowed by existing design
constraints; it makes it hard to decide how much
hazard analysis is enough; and it can even lead
to extended consideration of failures that have no
safety impact. Such an approach is a contribut-
ing factor to “laborious, discursive, document-
heavy” safety cases — a key deficiency identified
by the Nimrod Review (Haddon-Cave 2009).

Hazard analysis tends to be inward looking.
The failures-focus of hazard analysis techniques
makes them inward looking, concentrating on
how problems within the system may lead to
accidents in the environment. This makes it
hard to describe safety functionality in terms
of the system interface; contributing to the
notorious non-compositionality of safety cases.
Compositionality fundamentally relies on “plug
and play” interface specifications.

Hazards are more complex than they seem.
Superficially, the notion of hazard seems simple
enough, but a little thought about its prac-
ticalities shows that it is hiding a great deal
of complexity. Exactly what systems states
may contribute to accidents is context sensitive
and interacts with the notion of causality in
subtle ways. Obviously, dangerous flows from
the system are hazards. Equally, any system
flow that may directly cause a dangerous flow
in the environment is a hazard. Moreover, any
system flow that directly causes an event in the
environment that directly causes a dangerous
flow is a hazard and so on and so forth. This
kind of reasoning may be iterated to arbitrary
numbers of intermediate events. In algorithmic
terms the definition of hazard is quite complex
indeed.

When do we stop? The iterative nature of the def-
inition of hazard can potentially lead to the elab-
oration of very complex accident scenarios that
can be hard to understand and may be consid-
ered “unlikely” on no better grounds than the
number of intermediate events required. It also
o↵ers no guidance when to stop, making it very
hard to be confident that all hazards have been
enumerated.

How do we find hazards anyway? The determi-
nation of hazards involves a search for chains of
events in the environment that may result in acci-
dents, but says little about how to structure this
search. In practice, the search becomes some-
thing of an imaginative process, usually struc-
tured only by guide words suggestive of possible
ways in which things could go wrong. Again this
can make it hard to be confident that all hazards
have been enumerated.

Logical hazards complicate things. For certain
kinds of systems, such as command-support sys-
tems, air tra�c control systems etc, more sub-

tle “logical” hazards relating to information flow
tend to dominate. Logical hazards are di�cult
to understand or even to define, as there may
be many levels of causal indirection between the
“hazard” and the dangerous physical or material
flows that it may eventually trigger. Such non-
physical hazards may be problematic for existing
hazard analysis techniques because they will not
always be amenable to guide word analysis.

Software is not stochastic. Since we are ulti-
mately concerned with assessing safety risk, there
may be a tendency to assign probabilities to haz-
ards (or to lower-level states or events). Such
probabilities are dubious in the case of software-
intensive systems. As Leveson (Leveson 1995)
points out:

Risk assessment is currently firmly
rooted in the probabilistic analysis of
failure events. Attempts to extend cur-
rent probabilistic risk assessment tech-
niques to software and other new tech-
nology, to management, and to cogni-
tively complex human control activi-
ties have been disappointing.

Experience with a number of Defence projects
suggests that the role of software in system safety
is not always treated with su�cient care.

What do fault trees mean? The elucidation of
lower-level hazards via techniques such as FTA is
“handraulic” and not amenable to tool support.
Attempts to provide a formal semantics for fault
trees have met with limited success (Schellhorn
et al. 2002).

For the above reasons, although we acknowledge
that the concept of hazard is widely used in system
safety and that many are comfortable with it, we be-
lieve that the notion of hazard is neither a useful nor
helpful concept when we are looking for fundamental
notions in system safety. At best we can say that haz-
ards are only a means to an end, and play a role only
as an auxiliary concept used to facilitate thinking in
safety engineering.1

4 The STAMP Approach

As observed above, some of the issues and problems
with the conventional approach to system safety —
such as the heavy emphasis on failures — have al-
ready been pointed out by Leveson (Leveson 1995).
Leveson has written a soon to be published new text-
book, currently available on her web site in draft
form (Leveson 2011). In this book, Leveson has pro-
posed a new model for accidents and a new way of
thinking about system safety. Her accident model is
based on systems theory and is called System Theory
Accident Modelling and Processes (STAMP).

In STAMP, accidents occur when external distur-
bances, component failures, and/or dysfunctional in-
teractions among system components are not ade-
quately controlled. Safety is viewed as a control prob-
lem for an adaptive socio-technical system. In such a
framework, understanding why an accident occurred
requires determining why the control structure was
ine↵ective.

In systems theory, control is always associated
with the imposition of constraints, which play a vital

1
It is interesting to note that the OHS Act (Com) 1991 does

not make fundamental use of the concept at all (except for the use

of the term “high-hazard” facilities).
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Figure 1: STPA-based design (Leveson 2011).

role in the STAMP approach. Accidents are consid-
ered to result from inadequate enforcement of con-
straints on behaviour at each level (e.g., technical,
managerial, regulatory) of a socio-technical system.
An example of a (physical) safety constraint is: “the
power must never be on when the access door is
open”. Preventing accidents now and in the future
requires a control structure that will enforce the nec-
essary constraints.

Leveson describes a new approach to hazard analy-
sis called STPA—which originally stood for STAMP-
Based Hazard Analysis but has now been changed to
System Theoretic Process Analysis. STPA is meant
to extend conventional hazard analysis to cover new
factors such as design error, software flaws, compo-
nent interaction accidents and social and human pro-
cesses. There is still the notion of system hazard and
component hazard. System safety requirements and
design constraints are also important concepts. How-
ever, the role actually played by hazards within the
STPA approach is not very clear.

What is clear is that Leveson envisages STPA
reaching deep into the system design process in a
tightly coupled feedback loop as shown in Figure 1.
This is one of the most puzzling aspects of STAMP,
given Leveson’s stated concerns (Leveson 2011, Ch.
6) over the tendency to isolate, misdirect, and de-
lay safety e↵orts; what might be termed the too-
much/too-late approach to safety. If essentially open-
ended hazard-analysis e↵orts are required after every
design decision — because hazard analysis eventually
requires total knowledge of design detail — then it is
little wonder that the tendency is to postpone safety
e↵orts until the very end.

In later chapters, Leveson discusses the formula-
tion of safety constraints using, as a worked exam-
ple, the collision avoidance system TCAS II for air-
craft (Leveson 2011). Leveson provides detailed spec-
ifications for the constraints (safety-related or not)
and assumptions and limitations of the full socio-
technical system in which TCAS II operates.

We are not going to discuss the STAMP and STPA
approaches further. However, it is important to take
away the following lessons: that Leveson thinks it
desirable that the notion of hazard be de-emphasised
and the notion of requirement or constraint be given
a more prominent role.

5 DEF(AUST)5679

The “normal” approach to system safety — along
with the heavy reliance on the notion of hazard
— is reflected in most existing safety standards.
DEF(AUST)5679 (now at Issue 2 (Department of De-
fence 2008b)) was written (at least in part) in an at-
tempt to provide an approach to system safety driven
more by safety requirements.

DEF(AUST)5679 provides requirements for the
structure of the safety case (an evidence-based ar-
gument for safety). Safety case development is struc-
tured into three phases with associated reports (see
Figure 2):

Hazard Analysis – assess the danger (or threat to

Hazard 
Analysis

Safety 
Architecture

Design 
Assurance

Evaluation

Acceptance

Evaluation

Evaluation

Figure 2: DEF(AUST)5679 Safety Case Development
phases (Department of Defence 2008b).

safety) that is potentially presented by the sys-
tem;

Safety Architecture – demonstrate that the over-
all system is designed to be safe; and

Design Assurance – demonstrate that the compo-
nents are designed to be safe.

In the hazard analysis phase, the system interface
is defined in terms of inflows and outflows exchanged
with the environment. Other systems present in the
environment (the operational context) are described
in appropriate detail. A hazard analysis then deter-
mines the ways in which the system, in its operational
context, may contribute to an accident. The outputs
of hazard analysis are as follows.

Accidents – external events that could directly re-
sult in death or injury.

Severities – a measure of the degree of seriousness
of accidents in terms of the extent of injury or
death that may result.

Hazards – states or events at the system interface
from which an accident — arising from a further
chain of events external to the system — could
conceivably result.

Accident scenarios – a causally related mixture of
system behaviours (hazards) and environment
behaviours (coe↵ectors) that may culminate in
an accident.

Thus, DEF(AUST)5679 adopts a fairly traditional
notion of hazard with the conceptualisation of acci-
dent sequences taking a mandatory role in the hazard
analysis phase. However, hazards turn out to play a
limited role compared with much of current practice.
Inward looking hazard analysis plays no role; haz-
ard analysis is outward looking and is merely used to
assist in determining what constitutes safety for the
given system. Once this is achieved, the notion of
hazard is no longer used.

The safety architecture phase begins with the de-
velopment of a collection of system safety require-
ments. The system safety requirements are expressed
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Figure 3: A safety architecture presented as a block
diagram.
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Figure 4: The hazard analysis phases of DEF(AUST)-
5679-Issue 1 compared to Issue 2.

in terms of the system interface and collectively en-
sure that the system hazards do not occur. Dur-
ing subsequent system development, they are treated
much like other system requirements.

So as to clarify the basic safety functionality of
the system, the Safety Architecture decomposes the
system into components (Figure 3 shows an example
safety architecture (Mahony & Cant 2008)). The in-
teraction between these components is described and
they are assigned component safety requirements in
order to discharge the system safety requirements. Fi-
nally, a correctness argument is made that shows how
these component safety requirements ensure satisfac-
tion of the system safety requirements (this is called
architecture verification).

In the last phase of design assurance, the com-
ponents are modelled to an appropriate level of de-
tail and shown to satisfy their component safety re-
quirements both through verification arguments on
the models and through extensive testing.

In DEF(AUST)5679-Issue 2, hazard analysis ac-
tivities have no mandated role in either safety archi-
tecture or design assurance. Instead, the safety re-
quirements identified by hazard analysis are simply
flowed down through subsequent phases. This is in
sharp contrast to the approach adopted in Issue 1 of
DEF(AUST)5679 (see Figure 4). Issue 1 mandated
two hazard analysis phases: a Preliminary Hazard
Analysis which looked from the system boundary out
and a System Hazard Analysis which looked down
into the system for dysfunctional interactions between
components and for failures of individual components.
Replacing System Hazard Analysis with Safety Archi-

Hazard
Analysis

Safety 
Architecture

DEF(AUST)5679
Issue 2

Safety
Protocol

Safety 
Architecture

Protocol
Approach

Figure 5: The protocol model compared to DEF-
(AUST)5679-Issue 2.

tecture has the potential to make Issue 2 safety cases
shorter, easier to understand and more convincing.

The authors are currently carrying out a system-
atic application of DEF(AUST)5679-Issue 2 to the
construction of the safety case for a real Defence sys-
tem. In the course of this work, the essentially arbi-
trary nature of hazard analysis has become increas-
ingly clear. This led to consideration of the poten-
tial feasibility of adopting DEF(AUST)5679’s require-
ments flow-down model even earlier in the develop-
ment cycle than safety architecture, replacing Hazard
Analysis with Safety Protocol development as shown
in Figure 5.

The goals of the Safety Protocol phase are essen-
tially the same as those of Hazard Analysis, that is
to identify potential accidents that may arise from
the system operating in its intended environment and
to propose system safety requirements that the sys-
tem needs to satisfy to avert these accidents. How-
ever, instead of focussing on hazardous behaviours to
be avoided, Safety Protocol development focuses on
identifying safe behaviours to be adhered to.

In the following sections we briefly describe a
model of system safety behaviour and then use it to
describe the processes and outputs of Safety Protocol
development.

6 A Simple Model of System Safety

We begin with a brief consideration of the setting in
which safety engineering proceeds, describing a sim-
ple, generic model of system operation that is anal-
ogous to the system architecture model underlying
DEF(AUST)5679 safety architecture. This model is
used to structure the development of system safety
requirements in much the same way as the architec-
tural model structures the development of component
safety requirements.

Suppose that we wish to engineer and operate a
system S safely within a wider environment E. In
general, the elements of E that will bear on safety
include the following:

• the new system S;

• a collection of other systems (engineered ele-
ments) {S

1

, . . . , Sn};

• a collection of humans (more generally protected
elements) {H

1

, . . . , Hm}; and

• a physical medium (for example, the ocean or the
atmosphere) M , in which these entities interact.
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Figure 6: The structure of the environment.

Each element of E will have associated observable
inflows and outflows: whether qualitative or quanti-
tative; physical or logical; state or event based. We
call these associated flows the interface to the ele-
ment. This is a familiar concept for the engineered
systems in the environment, but it is also readily ap-
plicable to the human elements and even the medium.
The overall situation may be depicted in block dia-
gram form as shown in Figure 6

Which humans should be included in the environ-
ment? Generally, the humans will comprise an un-
determined number of potential bystanders. It may
be convenient to aggregate such bystanders into a
single representative block. However, some humans
may have well defined roles for observing and/or con-
trolling various systems in the environment. Such
roles may be represented in the environment as spe-
cialised human blocks or separated out into system
blocks that are implemented using human operators;
depending on the nature of the safety functionality
inherent to the role.

When considering the safety of human elements of
E, the primary outflow of interest is the health sta-
tus of the individual. The inflows of interest comprise
the impact of potentially harmful energy on the indi-
vidual. When these dangerous flows rise to actually
harmful levels an accident can be said to occur, so
we call the corresponding inflows accident flows and
will generally represent them as event flows where the
events represent the occurrence of accidents.

Which systems should be included in the environ-
ment? At a minimum, they should include all sys-
tems that S is intended to interact with, even in-
directly, as all such interactions should be open to
analysis for safety implications. In DEF(AUST)5679
parlance, this collection of systems is called the oper-
ational context of S. Ideally, the operational context
would comprise some form of platform or system-of-
systems which has an existing well-defined safety case
and to which S is to be integrated.

When considering the safety of systems acting in
E, the outflows of interest are those that may in-
teract with the humans in the environment. The
most obvious such flows are the dangerous flows that
may emanate from the system, but control flows such
as safety enclosures, interlocks, marked boundaries,
warning signs, alarms, etc may be of significance.

If dangerous flows from one or more systems
should be transmitted to a human element at a harm-
ful level, then the corresponding accident event will
be triggered. The precise mechanics of how dangerous
flows from a number of systems are transmitted and
aggregated through the environment is determined by
the medium M . For example, there may be a number

of radar sources in a given environment. The resul-
tant radar intensity at each point in the environment
is determined by the medium according to the power
and direction of the signals from the source systems.
An accident occurs when a human is positioned in
the environment where the intensity of signal exceeds
safe levels.

While the list of environmental flows that are
known to be harmful is quite long: heat energy, ki-
netic energy, gravitational potential, poisons, explo-
sive substances, etc; it is certainly finite and guid-
ance can be found from many sources (Comcare 2007,
Royal Australian Navy 2006, Department of Primary
Industries 2007). Determining the dangerous flows
for a given system is little more complex than run-
ning down a checklist. Once the dangerous flows have
been identified, the “hazard analysis” part of our ap-
proach is over. Instead, we move our attention to the
question of how safely to operate the various systems
in the environment.

7 The Safety Policy

Since accidents are always associated with the pres-
ence of dangerous flows, achieving a safe environment
is a matter of controlling the way in which humans
interact with the dangerous flows in the environment.
Typically, this is done by eliminating, containing or
isolating the dangerous flows, thus protecting the hu-
mans from their harmful e↵ects. We call the approach
taken to controlling the dangerous flows in an envi-
ronment the safety policy. It may be described by a
collection of safety constraints (expressed in terms of
the system and human interfaces) that, if adhered to
within the given medium, will ensure a safe environ-
ment (no accidents).

Guidance on safety policy development can be
found from many sources (Royal Australian Navy
2006, Department of Primary Industries 2007) . In
general, a safety policy will take one of the following
approaches to controlling the dangerous flows.

A dangerous flow may be eliminated or con-
strained below harmful levels. Many standards exist
that o↵er guidance as to safe tolerances for exposure
to potentially harmful substances and energies.

A dangerous flow may be isolated from the humans
in the environment. This may involve active control,
monitoring for human presence and directing danger-
ous flows away from them; or passive control, building
barriers around the dangerous flow or removing it to
a remote location.

Finally, the humans in the environment may be
made resistant to the dangerous flow by restricting
working hours, requiring the use of protective equip-
ment, etc.

Policy development bears some similarity to haz-
ard analysis. It requires an understanding of system
interfaces and investigates the potential e↵ects of dan-
gerous flows in the environment. Both involve an
outward search through the environment to find dan-
gerous flows that may be influenced by the system
S to cause harm. However, policy development is a
more contained and positive activity than traditional
hazard analysis. In particular, because it focuses on
the direct interactions between humans and danger-
ous flows, it does not require nor promote the kind
of analysis of complex causal chains of hazards and
co-e↵ectors that requires a deep understanding of the
system and environment, both in nominal and failure
modes.

Indeed, failure analysis cannot occupy its tradi-
tional central place in safety policy development as
(quite deliberately) too little is known of the inner
workings of the systems operating in the environment.
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Only the interface flows of systems (and primarily the
dangerous flows) are considered and the focus is on
determining how these should be constrained to pro-
mote a safe environment. This is not to say that
danger mitigation (reacting to policy breaches) and
harm minimisation (reacting to accidents) should not
feature in a safety policy, only that safety policy de-
velopment can (and must) be addressed from the very
earliest stages of system development.

As system development proceeds, as equipment
choices are made and unmade, the collection of
dangerous flows may change and perhaps even the
medium itself. Any such changes will force a re-
development of the safety policy. However, at each
point, the scope of the safety policy remains the same:
it does not creep inexorably into the deepest nooks
and crannies of system design as does the traditional
failures-oriented hazard analysis process.

In some cases there will be an existing safety policy
applying the operation context and analysis may be
concentrated on the ways that the new system may
perturb the existing policy. For example, the addi-
tion of a new radar source may require further con-
straints on existing radar sources, perhaps reducing
their maximum intensity, perhaps restricting their di-
rection of signal.

In any case, the desired endpoint is a convincing,
positive argument that the proposed safety policy will
ensure a safe environment (when operated in the pro-
posed medium). The purpose of subsequent safety en-
gineering, is to enforce adherence to the chosen safety
policy.

8 The Safety Protocol

In developing the safety policy, the focus is on the
interaction between systems and humans, determin-
ing what constraints systems must satisfy in order
to operate safely. The obvious next step is to move
our focus onto the interactions between the systems
themselves, placing a structure on those interactions
that will enable adherence to the chosen safety policy.
During this design process, safety constraints may
be decomposed and/or strengthened and new flows
introduced to serve as communications channels be-
tween systems. The eventual aim is to assign to each
individual system a collection of safety requirements
expressed solely in terms of the given system’s in-
flows and outflows — in such a manner as to ensure
that the aggregation of all the system safety require-
ments implements the safety policy. We call such an
assignment of safety functionality across the various
systems a safety protocol.

The safety protocol constraints on S must be ex-
pressed in terms of the various system interfaces so
that they can then be adopted as system safety re-
quirements as development moves into the system ar-
chitecture phase. Safety protocol constraints on sys-
tems in the operational context should also act as
safety requirements to their respective systems and
may be needed as assumptions during safety archi-
tecture verification on S. In any case, it seems ap-
propriate to treat them on a par with the constraints
on S and express them solely in terms of their sys-
tem’s interface.

The safety protocol should also describe any safety
mitigations present in the operational context. Such
factors include redundant safety functionality, system
isolation, safety monitoring and protective barriers:
anything that may impact on the degree of reliance
placed on S for ensuring the overall safety the envi-
ronment.

The development of a safety protocol is a creative
process, concentrating on the desired interactions be-

tween the systems in the environment. It may include
many aspects of traditional hazard analysis, but with-
out the usual focus on failures. It may involve a cer-
tain amount of trial and error, proposing safety con-
straints and challenging them with accident scenarios
that show them to be inadequate. Equally, it may
involve the adoption of standardised approaches to
controlling specific dangerous flows or mathematical
calculation of “worst-case” propagation of dangerous
flows in the given medium. Many existing standards
provide useful guidance on developing hazard control
protocols (Royal Australian Navy 2006, Department
of Defense 1993, Department of Primary Industries
2007).

In any case the desired endpoint is a convincing
argument that the protocol actually implements the
safety policy.

9 Methodological Matters

While we have spoken of the safety protocol approach
in the preceding, what we have described is perhaps
better considered a modelling framework from which
to hang considerations about the fundamental nature
and purpose of system safety engineering. We do not
suggest that this framework provides even a signifi-
cant portion of a viable methodology for safety engi-
neering, but we do believe that it has shown its value
in immediately clarifying some of the murky waters
surrounding the foundations of system safety. This
can be used to assist in evaluating and utilising exist-
ing methodologies. We do not go into any details of
existing methodologies here, but raise some relevant
points in the following.

Recognising the safety constraint as the primary
focus of safety engineering e↵ort has the potential to
clarify the concept of hazard, as used in existing safety
techniques. Current definitions of hazard are unsat-
isfying in that they conflate the notion of constraint
violation with those of dangerous flow and equipment
failure. This is particularly problematic when consid-
ering (or justifying the exclusion of) accident scenar-
ios involving dangerous flows or equipment failures
that are managed by protocol measures in the oper-
ating context. Both dangerous flows and equipment
failures may legitimately occur within a system oper-
ating correctly within its safety constraints – this is
after all the purpose of the safety constraints. It is
important that practitioners clearly distinguish these
three concepts and that safety methodologies should
encourage them to do so.

The authors’ primary interest in this system safety
model lies in its potential to enhance the presentation
and evaluation of safety cases. We have identified
a simple three-level taxonomy of safety constraints.
Policy constraints directly address the safe manage-
ment of dangerous flows within the operating context.
Protocol constraints address the safe interaction of
systems in the operating context. Architecture con-
straints address the safe interaction of components
within a system. This separation of concerns clarifies
the structure of the safety engineering process and
opens the potential for highly formal requirements
tracing in support of high assurance safe cases. Again
it is likely that practitioners will benefit by clearly
distinguishing these three levels of safety constraint
and, even if they do not require such structure, safety
methodologies should, at least, be able to accommo-
date it. Moreover, a constraint focus allows safety en-
gineering to be better integrated with the general en-
gineering process, which is also requirements focused.
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10 The PARTI Environment

We illustrate the safety protocol approach using a
case study from DEF(AUST)10679 (Department of
Defence 2008a, Mahony & Cant 2008). All of the
information presented here is taken from that case
study and the purpose is to contrast safety protocol
development with the hazard analysis approach taken
there.

The PARTI (Phased Array Radar and Target Il-
lumination) System is a ship-borne Surface to Air
Missile (SAM) targeting support system. It uses a
Phased Array Radar (PAR) to direct laser illumina-
tion of hostile missiles and aircraft. The laser illumi-
nation provides targeting information to an existing
ownship SAM capability. The main elements of in-
terest in the PARTI and environment are depicted in
Figure 7.

Our approach begins by describing the environ-
ment in which the PARTI must operate in su�cient
detail to allow the development of a safety policy
governing the operation of the environment with the
PARTI. Ideally there would be an existing fleet-level
or theatre-level safety policy which we would be up-
dating to allow the inclusion of one or more PARTI
systems on ship platforms. Unfortunately, no such
policy is likely to exist and developing such a policy
is likely beyond the scope of the PARTI development.
Instead we strive to describe only those aspects of the
environment, safety policy and safety protocol rele-
vant to the safe operation of the PARTI. Additionally,
for the sake of brevity, we adopt a narrow focus on
“system safety” issues — ignoring “OHS” issues —
that would not be appropriate in a real safety case.

The PARTI system is to be installed on a class
of frigate operating in a naval theatre of operations.
The elements of safety concern in this environment
are as follows.

CMS — The Combat Management System (CMS)
provides command and control over all ship-
based systems. The CMS has no relevant dan-
gerous flows.

Search Radar —The CMS supports a conventional
search radar for maintaining situational aware-
ness and supporting an Identify Friend and Foe
(IFF) functionality. The radar emits a HF radio
signal.

SAM — The SAM System launches missiles against
targets identified by the CMS. The missiles have
target illumination home-all-the-way capability
that is to be enabled by the PARTI. Missiles also
have self-destruct functionality that will activate
on order from the SAM system, on loss of target
illumination and at mission expiry. The SAM
system has no other ability to influence missile
flight post-launch. The SAM system can deliver

M

Ordnance

Friendly 
Aircraft

Friendly 
Ship

Personnel

PARTI

SAM 
System

CMS
Tactical
Radar

Figure 8: PARTI Environment

dangerous kinetic and explosive flows through its
missiles.

PARTI — The PARTI provides precision tracking
and target illumination in support of the SAM
system. The PARTI can deliver dangerous HF
radiation and laser energies.

Ordnance — Other systems include the harpoon
missile, the 5-inch gun, the Nulka Anti Missile
Defence system and a torpedo system. These
ordnance can deliver dangerous explosive ener-
gies.

Friendly Aircraft — Helicopters may land or take-
o↵ from the frigate and/or from nearby ships.
Other friendly aircraft may also be present.
These aircraft can deliver dangerous kinetic,
chemical and fire energies.

Friendly Ships — The frigate may be accompanied
by other non-hostile surface vessels. These ships
can deliver dangerous kinetic, chemical and fire
energies.

The structure of the environment is depicted in
Figure 8.

The medium M resolves the physical interactions
between system outflows to determine the resultant
system inflows. For the most part this is a straight-
forward resolution of positional interactions, in par-
ticular determining when humans actually come in
contact with dangerous flows present in the environ-
ment: is the human present when a collision between
aircraft and missile or terrain causes dangerous accel-
eration; is the human close enough to an explosion to
be harmed; is the human in the path of a laser beam.
Interactions with the (at least) two radars are also
complicated by the need to resolve the superposition
of the interacting wave forms.

11 The PARTI Safety Policy

The purpose of the safety policy is to describe safe in-
teraction between the systems and the humans in the
environment. The most desirable approach to ensure
safe interaction is to restrict the release of energies
to safe levels: prevent collisions and dangerous ac-
celerations; prevent fires; etc. However, the PARTI
environment contains a number of dangerous flows
that might reasonably be termed “mission critical”.
The SAMs must fly energetically to their target and
explode e↵ectively. The PARTI must emit radar and
laser signals at intensities suitable for the purpose of
guiding the SAMs to destroy incoming threats. In-
stead of preventing the release of these energies, our
policy is ensure that they are never released in the
presence of the humans in the environment.

To achieve this, a region of the environment is
set apart for the enacting of PARTI functionality,
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the SAM system and the PARTI agreeing to operate
solely in this space and the humans in the environ-
ment agreeing not to enter it. This tactical region
may vary according to the threat situation but will
always exclude inhabited areas of ownship and other
friendly surface vessels. The DEF(AUST)10679 case
study (Department of Defence 2008a), adopts a pol-
icy of always setting the tactical region so as to ex-
clude all friendly manned tra�c in the environment’s
airspace. This protects friendly manned aircraft at
the possible expense of making it impossible to e↵ec-
tively respond to an incoming threat. Thus, since the
safety onus is placed on the PARTI, friendly aircraft
and ships e↵ectively have no safety responsibilities re-
lated to the PARTI system.

Overall, the safety policy constraints are as fol-
lows.

CMS — The tactical region is set and promulgated
by the CMS, according to situational awareness
and in response to command input. The tactical
region must always exclude a suitable bu↵er zone
around all manned friendly aircraft and surface
vessels. The tactical region should always include
only the essential volume(s) of space required to
respond e↵ectively to any identified threat(s).

Search Radar — The search radar shall always
emit HF radiation within safety standards set for
naval operations.

SAM — The SAM system shall always operate its
missiles within the tactical region.

PARTI — The PARTI shall always emit its HF ra-
diation and laser beams only within the tactical
region.

Ordnance — All ordnance may only detonate
within the tactical region.

12 The PARTI Safety Protocol

We now proceed to consider the potential interactions
between systems in the environment so as to develop
a protocol for their safe operation in the environment.

An obvious matter of concern in regard of ord-
nance and friendly vessels lies in the potential for
radar and laser beams to damage these systems with
consequent loss of safety control and release of dan-
gerous flows. To avoid this threat, it is su�cient to
ensure that radar and laser energies are never directed
at any of these systems. This is essentially the pur-
pose of the tactical region safety constraints and they
serve to protect the systems as well as their human
operators.

The primary matter of concern is the PARTI mis-
sion of providing target guidance for the SAM system.
Since the SAM system has little control over missiles
once launched, the PARTI must have primary respon-
sibility in ensuring that missiles fly within the tacti-
cal region and therefore do not interfere with friendly
tra�c. Clearly, these systems must communicate ef-
fectively if they are to operate safely and this com-
munication will be enacted through the CMS.

The CMS determines (in response to operator in-
put) when the SAM and PARTI are operational.

The CMS develops situational awareness of the
threat environment through an array of sensors, in-
cluding the search radar and IFF. This situational
awareness is transmitted to the PARTI as a list of
tracks, some of which are tagged as threats.

The CMS determines (in light of its situational
awareness and in response to operator input) the
tactical region and factors this information to the
PARTI.

SAM System
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Figure 9: Protocol Interfaces

Based on this information from the CMS, the
PARTI uses its PAR to acquire precision tracks on
identified threats and then commences illuminating
them with its targetting lasers. When target illu-
mination is established it sends a (target) acquired
message to the SAM system, along with the current
position of the threat. The identified threat is then
referred as a target until a (target) released message
is sent or it is destroyed.

The SAM system configures a missile to acquire
target lock on the identified threat position and
launches it. The missile briefly flies a preprogrammed
path ⇢, within the tactical region, during which it
must either attain target lock or self-destruct. Once
target lock is attained it flies a line of sight path to
the threat.

The PARTI maintains target illumination until the
threat is destroyed or it becomes unsafe to maintain
illumination. It is safe to maintain illumination pro-
vided the laser and the missile have safe line of sight
to the threat. Line of sight is essentially the straight
line path between objects, modulo the missile’s flight
navigation tolerances. The line of sight is safe pro-
vided it is entirely within the tactical region and there
is no third object in line of sight. If line of sight be-
comes unsafe, the PARTI informs the SAM system
and ceases illumination. The SAM system then trans-
mits a self-destruct command to the missile, which
will self-destruct, either because it has detected the
loss of target illumination or because it has received
the self-destruct command.

The resulting safety interface to the PARTI safety
protocol is shown in Figure 9 (outflows are shown in
red and inflows in green).

The protocol described above is summarised by
the following safety requirements.

CMS A – at all times the tracks presented form an
accurate model of the objects moving through
the environment to within allowed tolerances.

CMS B – at all times the tactical region plus an
allowed tolerance contains no friendly tracks.

SAM A – if a missile is launched, the SAM system
is enabled and there is a valid target.

SAM B – when a missile is launched, it initially flies
along an initial path ⇢ safely within the tactical
region.

SAM C – if a missile departs from its initial path
⇢, it has either acquired target lock or self-
destructed.
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SAM D – while a missile has target lock, it navi-
gates a line of sight path to its target to within
allowed tolerances.

SAM E – if an in-flight missile does not acquire tar-
get lock promptly or loses target lock or flies be-
yond its mission deadline or the SAM receives a
target release message, the missile self-destructs
promptly.

PARTI A – only tactical regions are irradiated.

PARTI B – if an object is being illuminated then it
is a target.

PARTI C – each target acquired message gives the
correct current position of a threat within the
tactical region.

PARTI D – if an object is a target then it is a
threat, the PARTI is enabled and the object is
being illuminated.

PARTI E – if line of sight to an object is not safe
then it is not a target.

PARTI F – if the PARTI is not enabled then it is
not radiating or illuminating.

The protocol constraints CMS A and CMS B
clearly ensure satisfaction of the CMS safety pol-
icy constraint. Similarly, the PARTI A, PARTI B,
PARTI E and PARTI F ensure satisfaction of the
PARTI policy constraint.

Modulo the determination of correct tolerances,
the protocol also ensures satisfaction of the SAM pol-
icy constraint. To see this, consider the path of a
missile from launch to detonation or self-destruct.
SAM B ensures that some initial segment of the mis-
sile’s path is safely in the tactical region. Now sup-
pose that the missile has travelled safely in the tacti-
cal zone up until some point x on its flight path. Then
the missile is safely within some fixed tolerance, say
�, of the tactical region boundary and regardless of
the missile’s current speed and direction, it will re-
main within the tactical region until it has moved a
distance �

2

to a point y. Either the threat remains a
target while the missiles moves to y or it does not. If
the target remains a threat, then by PARTI E there is
safe line of sight to the target at all times and in par-
ticular the point y is safely within the tactical region.
If the threat ceases to be a target while the missile
moves, then by PARTI B the threat is no longer being
illuminated and by PARTI E a target released mes-
sage has been sent. Thus, by SAM E the missile will
self-destruct before it can leave the tactical region.

Note that SAM C and SAM D are not used in this
argument as they are in fact redundant safety func-
tionality. If either protocol constraint is violated, the
PARTI will detect loss of line-of-sight, release the tar-
get and the missile will self-destruct.

13 Final Remarks

In this paper, we have discussed the traditional
hazard-based approach to developing system safety
requirements, highlighting a number of its properties
that we see as short comings. In its place, we sug-
gest a more contained investigation of the dangerous
flows associated with a system and its environment,
together with a more direct determination of a pol-
icy for safely constraining these dangerous flows. A
safety protocol is then developed that describes a par-
ticular way of coordinating the interactions between
systems in the operational context so as to implement

the safety policy and therefore ensure a safe environ-
ment.

Why have we used the word “protocol” instead
of “requirement”? This is a most interesting ques-
tion. In the computer science field the term protocol
is used to mean “a set of rules governing the exchange
or transmission of data between devices”. There are
many familiar examples: communications protocols,
such as TCP/IP, but also security protocols, such as
Internet Key Exchange. In the field of safety, the term
“protocol” has so far mostly been used in a narrow
sense to denote procedural rules designed to promote
safety, such as rules for food handling or procedures
for operator behaviour in factory operations. We like
the term in our situation because we wish to think
that averting a dangerous flow is going to involve a
kind of “agreement” or “handshake” between the var-
ious systems in the operational context. To use an-
other familiar analogy, it is going to be a “contract”
that represents agreement between the components.
The notion of protocol is broad enough to cover both
system design constraints and procedural obligations
on humans.
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Abstract 
Human Reliability Analysis (HRA) is often seen as a time 
consuming task, which requires significant expertise. This 
may lead to a reduced focus on the human in the loop, 
and a failure to consider both where human error and 
recovery may impact on system safety performance.  
Through the use of a case study involving a Positive 
Train Control (PTC) driver interface, this paper aims to 
examine whether early system architecture phase task 
analysis can produce meaningful results with little time 
overhead or human factors expertise. The approach which 
has been used was to conduct a task analysis on a system 
sequence diagram, identifying the high order goals and 
the individual driver tasks, including alternate paths. 
Once this task analysis was completed, a tailored 
FMECA was conducted to identify human failure modes 
which may lead to system hazards and to thereby limit the 
scope of the subsequent HRA. The criticality analysis 
was performed via a HEART analysis to estimate error 
likelihoods, and which also identified risk factors in the 
HMI design and operating environment.  
The outcomes of the case study were design requirements 
on the resulting driver interface, in addition to operating 
procedures, and training requirements. It is argued that 
the approach presented allows for an analysis to be 
conducted early in a system design lifecycle at low cost 
and with limited expertise, which adds to the overall 
safety argument for the end product. 
Keywords:  Human Reliability Analysis, HEART, Human 
Factors 

1 Introduction 
This paper provides a method for analysing and assessing 
safety-related human-machine interfaces.  The method 
provided extends on the existing methods currently used 
for such assessment. Four key contributions and advances 
over current learning within the domain of analysis and 
assessment of safety-related human-machine interfaces 
are argued.  These contributions/advances are 
summarised as follows: 

1. Analysis is conducted early in the development 
lifecycle, before significant effort has been 
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expended on developing the HMI, so that the 
development work can be guided from the outset 
by the analysis; 

2. The method requires minimal human-factors 
expertise and can be performed by engineers 
with minimal (re)training.  This is not to say that 
later more detailed expert analyses would not be 
conducted, but such small-footprint analysis 
means that it can be done as part of the normal 
safety engineering process and before time has 
been expended developing options that later may 
turn out to be unsuitable in terms of overall risk; 

3. The method utilises and combines well 
understood safety-analysis techniques with 
HMI-analysis methods, meaning that safety 
engineers are extending and building on their 
existing knowledge; and 

4. The method uses a quantified analysis to make 
comparative assessments of risk, to guide overall 
development direction.  The intent is not to 
make a formal/precise assessment of quantified 
error likelihood, but to enable different design 
options to be compared within a broad risk 
framework. 

 
The remainder of the paper is structured as follows: 

1. Section 2.1 provides an overview of the 
literature concerned with HMI analysis 
techniques applied in the paper. 

2. Section 2.2 discusses methods for assessing the 
risk of human error. 

3. Section 3 discusses the analysis method used in 
this paper, which combines elements of both 
existing HMI-analysis techniques, as well as 
commonly used safety-engineering methods. 

4. Section 4 gives an overview of the Case Study 
used in the paper, as well as the significant 
outcomes of the analysis, in terms of the specific 
HMI under analysis. 

5. Section 5 summarises and concludes the paper, 
linking the contributions/advances listed above 
with the method and outcomes discussed in 
Sections 3 and 4. 

2 Literature Survey 

2.1 Analysing Operator Error 
Operators are an integral part of any interactive system, 
working with safety-critical machines via operator 
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interfaces to achieve task goals.  The safety argument for 
an interactive system should provide confidence that 
hazardous operator error rates have been minimised by 
analysis of operator characteristics (e.g., skill level and 
training) and the characteristics of the workplace of 
which the operator is a part (e.g., noise levels, lighting 
and the task itself). 

Hussey & Atchison [Hussey00] presents a generic 
method for operator safety case preparation. Per Hussey 
& Atchison, there are four key steps to analysing hazards 
arising from operator error: 

1. Task analysis; 
2. Human error analysis; 
3. Error reduction measures; and 
4. Residual risk quantification. 

2.1.1 Task Analysis 
Tasks are goal-directed activities to transform some given 
initial state into a goal state. A task can be decomposed 
into sub-tasks unless the task is itself composed only of 
elementary actions.  

“Knowledge  Analysis  of  Tasks”  (KAT)  [Johnson  92] 
is a form of Cognitive Task Analysis (CTA) and divides a 
task analysis into four main parts: 

1.  goals; 
2.  task procedures; 
3.  actions and objects; and 
4.  summary. 

CTA and similar techniques are well established, e.g., 
Carroll and Rosson have used scenarios as design 
representations [Carroll90].  

Task models enable identification of requirements and 
analysis of designs for new requirements and user 
training needs [Johnson90]. Task models examine the 
knowledge or competence required to operate a system 
[Hoppe90]. 

For the purpose of safety-critical systems, the task 
analysis may describe procedures for normal operation of 
the system, maintenance procedures and also procedures 
for emergency situations [Redmill97]. The description of 
procedures for normal operation and maintenance should 
include any recovery steps by which errors of the user are 
detected and corrected to avoid an accident [Kirwan92].  
Task Analysis may be conducted within the context of an 
overall Cognitive Work Analysis (CWA) [Vicente99].  
The CWA informs the task analysis process and provides 
a functional model of the workplace within which tasks 
will be performed. 

In this paper, to maintain the simplicity of the method 
that is presented, only the basic task analysis techniques, 
such as KAT, are considered.  More advanced workplace 
models could be constructed to further inform both the 
task and human error analysis.  However the extension of 
the methods in this paper to consider such workplace 
models is outside the scope of this paper. 

2.1.2 Human Error Analysis 
HAZOP Studies (e.g., [Std00-58]) and FMEA (e.g., 
[StdIEC-1025]) are the predominant techniques for 
analysing human error based on a task analysis as the 

model of the system. HAZOP Studies have been used by 
e.g., [Chudleigh93], [Kirwan94] and [Leathley97]). 
Because it is possible to categorise human error types and 
mechanisms, FMEA is the basis of many current methods 
for human error analysis including HEART (Human 
Error Assessment and Reduction Technique) 
[Williams86] and THERP (Technique for Human Error 
Rate Prediction) [Swain83].  THERP has been further 
developed and specialized for the nuclear plant industry 
via the SPAR-H method [Byers00]. 

HEART  and  THERP  are  both  “first-generation”  HRA  
methods. First generation techniques use a simple pattern-
matching of the error situation with related error 
identification and quantification whereas second 
generation techniques are more theory based in their 
assessment and quantification of errors.  One of the more 
widely used second-generation techniques is CREAM 
[Hollnagel98].  CREAM uses performance criteria (both 
positive and negative) in combination with a model of 
cognitive demand to determine overall error probabilities. 

Only unintentional errors are considered in this paper.  
Categories of error include omissions, substitutions and 
repetitions (the latter two are commission errors) 
[Senders91]. Example error categories documented by 
Redmill [Redmill97] include: Action or check made too 
early or too late; Right action or check on wrong object; 
Wrong information obtained. 
Reason and Embrey [Reason86] and Whalley 
[Whalley88] have summarised the common causes of 
human error: 

 Failure to consider special circumstances; 
 Short cut invoked; 
 Stereotype takeover; 
 Need for information not prompted; 
 Misinterpretation of display; 
 Assumption by operator; 
 Forget isolated act; 
 Mistake among alternatives; 
 Place losing error; 
 Other slip of memory; 
 Motor variability; and 
 Topographic or spatial orientation inadequate. 

Norman’s   [Norman90a]   model   of   human-machine 
interaction   is   referred   to   as   the   “execution-valuation”  
model (also refined by Rasmussen [Rasmussen83] in his 
“step-ladder”  model   of   decision  making   from   automatic  
activation and execution through to conscious 
interpretation and evaluation).  Norman categorises errors 
into two types; slips and mistakes.  The same distinction 
has also been made by Reason [Reason90]. Slips are 
concerned with automatic behaviour at the physical 
execution level. Mistakes are the result of conscious 
deliberation;;  a   “wrong”  procedure   is   formulated.     Errors  
arise when decision makers take short-cuts in the decision 
process, e.g., using rule-based routines when knowledge-
based decision is demanded by the novelty of a situation 
[Reason86]  

2.1.3 Error reduction 
The strategies to address operator errors have been 
summarised by Kirwan [Kirwan90]: 
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1. Prevention by hardware or software changes: 
automation of tasks and use of interlock devices 
and behavioural “forcing   functions”   to   prevent  
error. Norman [Norman90a] calls features that 
prevent   slips   or   mistakes   “forcing   functions”  
because they force a user to choose a safe 
sequence of actions.  Whilst automation of 
functions is necessary for tasks that exceed an 
operator’s   physical   capabilities   [Mill92],   the  
automation must not leave residual tasks that are 
outside   the   operator’s   capacity   (e.g.   during  
emergency situations) [Bainbridge87]. 

2. Enhanced error recovery: provide feedback, 
checking procedures, supervision and automatic 
monitoring of performance. 

3. Reduce errors at source: improve procedures, 
training and interface design. 

2.2 Risk Assessment 

2.2.1 Qualitative Assessment 
Error Producing Conditions (EPCs) are associated with 
characteristics of the operator interface, the individual, 
human cognition generally and the organisation 
[Rasmussen82]. Redmill [Redmill97] has produced a 
categorised list of EPCs including: Task demands and 
characteristics; Instructions and procedures; 
Environment; Displays and controls; Stresses; Individual 
capabilities; Social and cultural influences. 

2.2.2 Quantitative Assessment 
Human reliability quantification techniques aim to 
quantify the Human Error Probability (HEP) which is 
defined as: number of errors per number of opportunities 
for error.  EPCs similar to those given by Redmill 
[Redmill97] appear as a factor in most of the available 
estimation methods, e.g., HEART, THERP [Kirwan90].   

HEART uses a combination of generic task categories, 
coupled with nominal human unreliability assessments 
(HRAs) (as performance ranges), as well as EPCs that are 
used to refine those nominal HRAs to generate an 
assessed nominal likelihood of failure or Human Error 
Probability.  HEART requires that the assessor judge the 
effect of each EPC (in terms of assessed proportion of 
possible effect, APE, between 0 and 1). 

More recently, the Rail Safety and Standards Board 
(RSSB) issued a rail-specific HRA method based on 
HEART, which incorporated a rail-specific taxonomy of 
human error [RSSB04].  The RSSB-HRA method is 
oriented however toward existing rail technologies, 
whereas the example case study application considered in 
this paper is novel in its approach to railway operations.  
For this reason, we chose to use HEART rather than 
RSSB-HRA for our case study. 

Truly accurate methods for predicting human error 
rates are yet to emerge. While databases of error 
likelihoods are relatively straightforward to apply, they 
can only give rough estimates of the likely error rate for 
any particular circumstance. Expert judgment may take 
account of particular circumstances better, but is likely to 
exhibit significant variation, and the effort required to 

apply methods involving expert judgment is likely to be 
much greater. 

3 Methodology 

3.1 Analysis Process 
The analysis takes as an input the functional requirements 
and an understanding of the HMI design (an early 
prototype or design proposal is sufficient).  User Goals 
are identified based on the functional requirements. A 
separate set of goals should be generated for each user 
group and system function. 

For each goal we identify the tasks to be completed to 
achieve the goal, including alternate paths based on 
choice points (e.g. confirm correct vs. reject incorrect 
input) – a system architecture specification is generally 
useful for this step,  however  it  isn’t  necessarily  required,  
merely an understanding of the interaction sequences 
between the system and the user which are required to 
achieve the goal.  
Once the task analysis is complete for all goals, conduct a 
modified FMECA on the output, analysing each step as a 
separate   “component”.  Guidewords   or   SME   advice  may  
be used to determine the valid failure modes for each task 
step.   To   enable   this   analysis   the   “standard”   FMECA  
process has been tailored as shown in Table 1.  The event 
tree for the task analysis can be represented directly in the 
FMECA table to enable the task analysis and safety 
analysis to be combined. 

3.2 Intent 
The method discussed in this paper provides four key 
advantages over existing approaches to HMI-analysis of 
safety-related systems.  The advantages are discussed in 
the following subsections. 

3.2.1 Early lifecycle analysis 
The method used in this paper enables engineers to 
conduct an early lifecycle analysis with reduced need for 
expert HF input, and provide early design advice on the 
suitability of a proposed HMI design. By conducting such 
analyses early in the product lifecycle it is possible to 
achieve customer / end-user buy-in of safety related 
interface designs, and also to determine where specific 
workflows may need to be enforced to achieve system 
level safety requirements. 

Identification of critical tasks may also enable 
efficiencies to be designed into the workflows with 
limited impact on safety performance. 

3.2.2 Minimal human-factors expertise 
As the conduct of FMECAs is well understood within the 
RAMS and Engineering communities, it is envisaged that 
a broad range of resources could apply this approach, 
without the need for detailed HF knowledge. 

It   is   important   to   note   that   this   isn’t   a   full   HEART  
analysis as such a full analysis would require much more 
time than is intended here, and significant support from 
skilled HF resources. 
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Column Title Description 
ID Row identifier 
Goal Top level goal identified from analysis of functional requirements 
Main Task Step in the main task sequence 

Alternate Path(s) Possible alternate sequence steps broken off at each choice point. Can rejoin at the next main step 
or reference an earlier or later main sequence step 

Failure mode(s) Possible failure mode for this task, where a task has more than one valid failure mode, each should 
be examined. Failure modes may be based on SME advice, or guidewords 

Local Effect impact on the current task, including implications for future task steps (be they main or alternate) 
System Hazard Definition of any possible hazards the local failure effect may present 
HEART task Category HEART category selected for this task failure 
Category nominal unreliability The nominal human unreliability allocated to the selected Heart category 

Error Producing Conditions A summary of the applicable EPC(s) from the HEART table, and the Assessed Proportion of Effect 
(APE) for each. 

HEP Calculated based on the HEP for the task failure 
External Triggers / Conditions Defines what is required for hazard to become an accident, including pre-existing mitigations 
Adjusted likelihood of hazard Modified HEP taking into account the impact of the external triggers and conditions 
Severity of accident Severity of worst credible accident, calibrated to match the risk matrix or other technique, in use. 
Risk Calculated risk  

Recommended mitigations 
Mitigations to reduce risk where required, taking into account the hazard mitigation hierarchy. 
Noting that the focus of this analysis technique is to reduce either the category of the Task, Or to 
remove EPCs / reduce their APE. 

Post-mitigation Likelihood Likelihood following implementation of mitigations 
Post-mitigation Severity Severity following mitigation 
Post-mitigation Risk Calculated Risk, once all mitigations implemented 
Comments Any further comments which relate to this failure mode. 

Table 1: Analysis structure 

3.2.3 Well-understood techniques  
The approach focuses on conducting an early breakdown 
of User Tasks, based on Functional requirements of the 
system, and performing a FMECA style analysis on 
failures of each user task. This FMECA is calibrated 
based on a very quick HEART based analysis (guided 
directly by the tables). The intention is to remove 
subjectivity in the analysis, by using a structured 
calibration such as HEART it allows the team conducting 
the analysis to compare like with like.  

3.2.4 Comparative assessment 
The analysis is not intended to form a quantitative risk 
analysis, rather it allows for a comparative assessment of 
the different HMI hazards presented in the proposed 
system.  

As the analysis is comparative in nature, it is argued 
that it is less prone to individual risk rating criteria. As 
long as the engineer conducting the analysis applies the 
HEART method consistently, it does not matter if they 
have a more or less risk averse strategy. 

This will enable the system designers to either 
eliminate hazards, or develop the system in such a way to 
reduce these hazards SFAIRP. The key outcomes will be 
the critical functions, and the magnitude of achieved risk 
reduction from the selected mitigation strategies.  

4 Case Study 
To demonstrate an application of the methodology a case 
study is provided in this section. The selected case study 
examines a proposed design for a Positive Train Control 
(PTC) Driver Machine Interface (DMI). No specific 
technology is referenced, as the purpose is to examine the 
interface only, rather than compare different PTC 
solutions. 

4.1 PTC Screen 
The proposed PTC under examination provides 
supervision of a train against defined allowed speeds 
(both temporary and permanent) and defined Limits of 
Authority (LoA) within a rail network. To enable this 
supervision the PTC needs to be configured with the 
network geography to be covered and the specific 
configuration of each train to be supervised.  

Two separate interfaces are provided to support the 
configuration and operation of each installed PTC. To 
configure the track database, and generic information 
about the network and train types a Maintenance interface 
is provided, which is portable and shared between the 
fleet. Each locomotive is also fitted with a DMI which 
allows for driving advice to be provided to the driver, and 
to seek configuration specific to a given train, or driver 
confirmations. 

 
Figure 1: Example PTC DMI 

An example DMI configuration is provided in Figure 1. 
The DMI has a touch sensitive screen which is used to 
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receive input directly from the driver. Data entry is 
managed through selecting menu items from the right, 
and entering data, or confirming data as shown in Figure 
2. 

 
Figure 2: Confirmation overlay. 

It is the second interface that this paper is concerned with. 
In summary the following functions are provided by the 
DMI: 

1. Display LoA information; 
2. Display Maximum allowed speed, and upcoming 

speed changes; 
3. Display warnings of impending violation, and 

notification of enforcement; 
4. Display driving mode (i.e. whether the train is 

under active supervision or not; 
5. Receive train configuration particulars; and 
6. Receive driver confirmation of internal data; and  
7. Confirmation for significant alerts. 

Items 5, 6 and 7 in the above list have been selected to 
demonstrate the analysis methodology. These functions 
were selected as they involve user input and multiple 
interaction steps, which present immediate opportunities 
for error. Functions one to four involve general 
information gathering and situation awareness. Such 
functions are subject to latent understanding failures and 
require a more thorough understanding of the context of 
use than is feasible to provide in this paper.   

4.2 Use Cases 
To demonstrate the simple task analysis three functions 
have been selected. To provide context, a brief summary 
of the requirements is provided, followed by the use case 
sequences. Whilst the sequences could be represented as 
either sequence diagrams or UML Use cases, a tabular 
format is provided in Table 2 to provide an example of a 
simple, yet effective representation.  

1. Track Selection: At the commencement of a 
mission the PTC system may not be able to accurately 
resolve which track a train is on in multiple tracking 
areas. The PTC shall request Driver selection of current 
track occupancy from a list of available tracks. 

2. Enter Train Data: At the commencement of a 
mission   the   PTC   shall   default   to   “worst   case”   train 
configuration, i.e. most restrictive braking enforcement 

calculations assuming maximum length and weight. To 
allow for reduced headways the PTC shall allow the 
driver to enter the current configuration of the train. The 
driver shall be required to confirm train configuration 
prior to any modification of the braking calculations. 

3. Confirm Integrity: Should the PTC detect a loss of 
train integrity (defined to be a significant change of 
detected length, or an unexplained loss of brake pressure) 
it shall immediately alert the driver to the loss of 
integrity, and notify the central authority server (In the 
ERTMS concept this is referred to as a Radio Block 
Centre, or RBC) to prevent roll-up of protection behind 
the train. The PTC shall allow the driver to “acknowledge 
train integrity”   (despite   the   system   detection   of   loss   of  
integrity) thereby removing the alert and allowing for 
roll-up behind the train.  

ID Goal Main Task Alternate 
Path(s) 

1 1. Track 
selection 

1. DMI displays candidate list 
of tracks received from DB 

  

2   2. scroll and select track   
3     2a.1. scroll 
4     2a.2. close 

window 
5 2. Enter 

data 
1. Select data menu   

6   2. Select driver ID/train 
ID/train data 

  

7   3. Enter data via keypad   
8     3a.1. navigate 

text via arrow 
keys 

9     3a.2. delete text 
via delete key 

10     3a.3. return to 3  
11   4. observe entered data on 

confirmation window 
  

12   5. confirm or reject entered 
data 

  

13 3. Confirm 
integrity 

1. Observe Loss of integrity    

14   2. select Request menu   
15   3. select Train Integrity menu   
16   4. select Acknowledge   

Table 2: Example Sequences 

4.3 FMECA 
To demonstrate the application of FMECA to the task 
sequences identified in Table 2 an analysis of Function 3 
(Confirm Integrity) is provided in Table 3. In the interests 
of space only Steps 1 and 4 are shown. The outcome of 
failures to perform steps 2 and 3 were determined to be 
equivalent to failure to identify a loss of integrity from a 
system point of view. 

The table shows possible error modes for IDs 13 and 
16 in the task analysis.  There are two error modes for ID 
16 and these are shown as 16a and 16b. 

Comparing the pre-mitigation risk likelihoods of line 
item 13 with line item 16b it is clear that item 16b is more 
critical (several orders of magnitude), even taking into 
account the subjective nature of the failure rate 
calibration. As such it is reasonable to apply further risk 
reduction to incorrect confirmation of integrity. 
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ID 13 16a 16b 
Goal 3. Confirm integrity     
Main Task 1. Observe Loss of integrity (B7) 4. select 

Acknowledge 
  

Alternate Path(s)  -  - - 
Failure mode(s) Fail to observe loss of integrity, 

proceed on mission without 
conducting rest of task 

Fail to 
acknowledge 
(cancel request) 

Acknowledge that train is complete when 
wagons have been left behind or are being 
dragged. 

Local Effect Fail to confirm integrity, RBC 
prevents roll-up behind train 

Fail to confirm 
integrity, RBC 
prevents roll-up 
behind train 

Fail to initiate safeworking procedures to 
protect following trains 

System Hazard Obstruction left on track / track 
damage See line 13 Obstruction left on track / track damage 

HEART task 
Category 

F (taken to be top of the band as 
no external checking)  - F (taken to be top of the band as no external 

checking) 
Category nominal 
unreliability 

0.007  - 0.007 

Error Producing 
Conditions 

8. Channel capacity overload 6, 
APE = .2 there is a lot of 
information on the display, only a 
small icon indicates integrity loss, 
audible alert should draw TD 
attention 

 - 

4. A means of suppressing or overriding 
information or features which is too easily 
accessible 9, APE = 1 as the interaction for 
confirming loss is the same as confirming 
completeness and the warning will be 
removed from the DMI. 

HEP 0.014  - 0.063 
External Triggers 
/ Conditions 

Integrity failure must lead to 
wagon left behind or track 
damage (ARTC input) 
RBC Failure to protect following 
traffic (SIL 4) 

 - 

Loss of integrity leads to wagons left on track 
(or track damage sufficient to cause derail) 

Adjusted 
likelihood of 
hazard 

4.424E-13 
 - 

1.26E-05 

Severity of 
accident 

5  - 5 

Risk M  - H 
Recommended 
mitigations 

No further reduction required 

- 

Recommend system allows for confirmation 
that integrity is lost, and design support in 
other system to protect following rail traffic. 
Additionally, require drivers to enter actual 
train length at train creation to reduce false 
positives. 
Results in moving Nominal Unreliability to the 
bottom of Band F (8E-4) and reduce APE to 
.2 

Post-mitigation 
Likelihood 

4.424E-13  - 4.16E-07 

Post-mitigation 
Severity 

5  - 5 

Post-mitigation 
Risk 

M  - M 

Comments Assume design shall be updated 
to include Audible alert on 
detection of loss of integrity 
 
Assume integrity is lost once 
every 1000 train hours.  - 

Design is such that drivers are not required to 
enter train length on train creation, leading to 
default (worst case) figures being used) 
Assume that confirmation of integrity involves 
procedural checks such as walking the train 
length or seeking confirmation from crossing 
trains. 
Assume integrity is lost once every 5000 train 
hours. (comparable railway experienced 30 
coupler separations in 150000 train hours) 

Table 3: Example Sequences 
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To determine the most effective mitigation the 
engineer must examine the selected EPC(s) and 
determine to either remove them, or reduce their APE. As 
the currently proposed PTC DMI only allowed for 
operator confirmation that integrity had not been lost it 
was identified that to allow the driver to confirm that the 
train had lost integrity would reduce the likelihood of 
inadvertently suppressing the information. By extension, 
this also prevents the driver form unwittingly allowing 
following traffic into an area where there may be 
significant track damage (dragging wagons) or standing 
vehicles (where part of the train has separated). 
Furthermore it was identified that requiring the driver to 
enter the train length at train creation would reduce the 
number  of  “false  alarms”,  leading  to  reduction  in  learned  
behaviour of ignoring integrity alerts. 

By allowing the engineer to identify these design 
clarifications it was determined that this would reduce the 
nominal unreliability as well as the APE. Note that the 
Error Producing Condition was not completely removed 
as it is still possible to incorrectly suppress the alarm. 

4.4 Outcomes 
In   terms   of   Norman’s   [Norman90a]   model   of   human-
machine interaction, the design of the system is prone to 
“slips”   whereby   the   Driver   confirms integrity when the 
train is not in fact whole.  Similarly, using Reason and 
Embrey’s [Reason86] list of human error mechanisms, 
the most prominent cause for item 16b is Stereotype 
takeover.  The error reduction strategy chosen is a simple 
form of prevention by software changes, as discussed by 
Kirwan [Kirwan90].  In terms of the comparative 
assessment, the nominal likelihood calculated moves 
from 1.26E-05 to 4.16E-07.  The reduction in likelihood 
is modest but may be sufficient where there are other 
factors necessary for an accident to occur.  The analysis 
and proposed design solution indicates that risk has been 
reduced, but that the risk for 16b remains significant, and 
further attention may be necessary for risk to be reduced 
sufficiently in accordance with the overriding SFARP 
principle, as required by the Rail Safety Act.  

4.5 Limitations 
It is noted that the methodology presented in this paper is 
limited to those instances where qualitative analysis is 
appropriate. This is due to the comparative nature of the 
analysis; if human error contribution to overall system 
performance requires quantification, then a formal HRA 
will need to be conducted. The methodology also 
assumes that the task model is simple enough to be 
presented in the FMECA format discussed here. As such 
the level of abstraction must be selected carefully. 

5 Conclusions 
This paper has discussed a new approach to early-
lifecycle analysis of HMIs, to determine risk and assess 
possible design mitigations.  Four key contributions and 
advances over current learning within the domain of 
analysis and assessment of safety-related human-machine 
interfaces.  These contributions/advances have been 
demonstrated in the paper as follows: 

1. Analysis is conducted early in the development 
lifecycle, before significant effort has been 
expended on developing the HMI, so that the 
development work can be guided from the outset 
by the analysis.  This is demonstrated by the 
analysis in the case study, which is based on a 
functional task model of the system and does not 
require detailed design mockups or storyboards; 

2. The method requires minimal human-factors 
expertise and can be performed by ordinary 
engineers.  The authors of the paper are not HMI 
experts, but have used the combined method 
demonstrated in the paper to propose changes to 
the case study HMI that would be later tested to 
show that they improve the overall safety of the 
system; 

3. The method utilises and combines well 
understood safety-analysis techniques with 
HMI-analysis methods, meaning that safety 
engineers do not need to retrain, but instead are 
extending and building on their existing 
knowledge.  The case study shows how we have 
combined FMECA, a commonly used safety-
analysis technique, and a simplified version of 
HEART, an accepted HMI-analysis method; 

4. The method uses a quantified analysis to make 
comparative assessments of risk, to guide overall 
development direction. This has been 
demonstrated by section 4.4 in the case study, 
which shows how we have used comparative 
assessments to claim that the revised HMI is 
safer than the original proposal. 

To further demonstrate the effectiveness of this 
methodology it has been proposed for application to 
analysis of a train control system. This will allow us to 
refine the approach and integrate it into our safety 
lifecycle. 
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Abstract 
The estimation of safety assurance for complex systems 
using risk based methodologies requires ranking of 
accident risk and (implicitly) the estimation of acceptable 
residual risk following system deployment. The paper 
describes a methodology for estimating and comparing 
risks, based on combining the derived Probability Density 
Function (PDF) of accident probability (Likelihood) with 
actual accident result (Outcome). The paper also suggests 
a method for calculating the residual risk after the 
completion of hazard mitigation activities, together with a 
possible methodology for implementing this approach. 
The effect of uncertainty on risk estimates, the 
importance of risk interpretation and the difference 
between risk and safety targets are also discussed.  

Keywords: Hazard Risk Analysis, Residual Risk, Risk 
Uncertainty, Risk Interpretation, Marked Point Process, 
Stress-Strength Model.  

1  Introduction 
The use of Probabilistic Risk Analysis (PRA) is 
widespread throughout industry and government. An 
overview of PRA is provided by NASA (2002). A special 
case of this methodology is used in the safety evaluation 
of complex systems and is often known as Hazard Risk 
Assessment (HRA).  

The efficacy of a risk based system safety program for 
systems being deployed in their intended environment 
follows from an arguable reduction in safety risk 
resulting from that safety program. The essential 
outcome of a HRA based safety program is called the 
Safe Residual Risk (SRR), a measure which purports to 
provide information about the risk of an accident after 

                                                           

Copyright © 2012, Australian Computer Society, Inc.  This 
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on Value Adding & Improving Efficiency in System safety, 
Brisbane.  Conferences in Research and Practice in Information 
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academic, not-for profit purposes permitted provided this text is 
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preventative measures are taken to mitigate an 
occurrence of the accident. This paper addresses practical 
issues of estimating risk and residual risk and also 
considers the uncertainties of those estimates. 

2 Risk Concepts for Complex Systems 
The concept of risk for a complex system assumes that 
the risk of a particular outcome is based on a relationship 
between outcome likelihood and the severity of that 
outcome. The acceptability of that risk is then dependent 
on the context of the risk taker and on whom the risk is 
imposed. For example, acceptable risks for driving on 
public roads are qualitatively different to those accepted 
by the aviation industry.  Typically, an outcome is 
deemed to be acceptable if the likelihood of the outcome 
is below a predefined value, or if the nature of the 
outcome is considered to be relatively trivial. There can 
also be a cost/benefit comparison, where the cost of 
reducing risk is weighed against the benefits that could 
result from the reduction. This is one facet of the widely-
used (and widely-discussed) ALARP criterion (see for 
example Melchers, 2001). 

Comparison of risks often finds expression in the 
construction of a Hazard Risk Matrix (HRM) where the 
Severity of Outcomes and Likelihoods are tabulated in a 
two dimensional matrix, e.g., MIL-STD-882C. The 
limitations of risk matrices in a more general context 
have been widely documented for more than a decade 
with Cox (2008) providing a useful summary of the 
position. In the context of assessing the safety of 
complex defence systems Edwards et al (2009) discussed 
theoretical limitations when attempting to interpret an 
HRM and proposed a revised methodology aimed at 
improving the development of system safety assessment, 
mainly focussing on informally quantifying the Severity 
of Outcomes of the HRM, but also proposing a 
mathematical transformation of the estimated accident 
likelihood. Edwards and Westcott (2010) reviewed and 
extended the approach to the second HRM component, 
i.e., estimating the Likelihood of the occurrence of a 
mishap or accident and addressed the treatment of 
accident likelihoods by HRA based safety standards, 
where the resulting accident Probability Density Function 
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(PDF) was used to provide an empirical estimate of the 
accident likelihood. 

3 Computation of Risk 

3.1 Assumptions and Notation 
We begin by noting that as far as possible, Safety 
terminology in this paper is based on that provided by the 
Royal Society (1992). We also note that while the term 
likelihood has a specific technical statistical meaning, in 
the HRA domain it is often used interchangeably with the 
word probability. 

The occurrence of death or injury involving complex 
systems usually results from a series of (often unlikely) 
events. In the HRA domain such a series of events is 
often called the realisation of a hazardous state. 
Consistent with the ICAO definition we call the 
realisation of a hazardous state an Incident.1 In 
combination with external coeffector(s)2  an Incident can 
lead to an Accident. We thus distinguish between the 
incident sequence and the accident process with the aim 
of combining both concepts into a single estimate of risk.  

For example, a speeding driver encounters water on 
the road resulting in the loss of control of the car. Here 
the water on the road is the external coeffector which, in 
combination with the high speed, leads to the hazardous 
state (the loss of control) or the incident. This does not 
necessarily mean that someone is killed or injured, but 
that there is now a non-zero probability that an accident 
might occur. Estimation of the accident outcome 
probability is a separate exercise from estimating the 
incident probability. 

Any attempt to create a taxonomy of risk quickly 
reveals the width, depth and complexity of the topic. In 
this paper we confine our focus to physical systems 
whose deployment has been approved by an authorised 
technical regulator. We make no comment on the 
methodology used in the design and construction of such 
systems. 

Implicit in all that follows is the assumption that a 
properly endorsed system boundary has been established 
and that system hazards have been identified by a Hazard 
Analysis (HA) process. We further assume that each of 
the events in the incident sequence can be identified and 
understood a priori to the occurrence of an accident. The 
importance of the system boundary and the hazard 
analysis are discussed later. 

3.2 Risk Distributions and Uncertainty 
A particular problem associated with the current 
approach to HRA is the uncertainty associated with the 
estimation of risk. There are two sorts of randomness that 
lead to uncertainty about the interpretation of risk 
                                                           

1 Incident - An occurrence, other than an accident, associated 
with the operation of a system which affects or could affect the 
safety of operation. (ICAO Annex 13) 
2 Coeffector - External states or events that may contribute to an 
accident. (DEF(AUST)5679). 

estimates, i.e., stochastic variability resulting from the 
use of known statistical processes (such as a Poisson 
process), and the representation of ignorance about the 
actual process. These are called aleatoric and 
epistemological uncertainty respectively.  As the Royal 
Society  report  (1992)  notes,  “both  of  these  [probabilities  
and consequences] are subject to uncertainties, related to 
lack  of  precision  in  models  or  random  variation”.  NASA  
(2002) also contains a useful discussion of this topic. 

In the case of complex defence systems that are either 
in the acquisition phase or newly fielded, there is likely 
to be a good deal of uncertainty about risk estimates. 
Such uncertainty results from the necessarily Bayesian 
approach to estimating probabilities used in estimating 
risk. The accommodation of this uncertainty occurs in the 
wide bounds placed on the distributions of events leading 
to hazard realisation, and on the estimates of parameters 
associated with the characterisation of those 
distributions. Vose (2008, Section 4.3) provides an 
excellent guide to those choices. 

 This paper largely uses probability distributions as a 
way of expressing uncertainty. There are a number of 
non-probabilistic ways to treat uncertainty, such as 
sensitivity analyses,  ‘what-if’  scenarios,  model  envelopes  
and model averaging. Our approach is in line with the 
philosophy expounded by Sir David Cox (1988), where 
he  says  “probability  provides  a  mathematical  framework  
for describing uncontrolled variability and, in a different 
role, a basis for measuring uncertainty. The philosophical 
interest and importance of the subject stems from this 
dual claim to be able to study and analyse random 
variability and also to be able to come to terms with 
uncertainty, to recognise its existence, to measure it and 
to show that advancement of knowledge and vigorous 
action in the face of uncertainty are possible and 
rational”. 

3.3 Proposed Approach to Calculating Risk 
We now propose an alternative approach to the 
computation of risk which, while not original, could be 
of interest to practitioners concerned with estimating risk 
associated with deploying a complex system. The 
proposal is based on the notion that, while uncertainty 
about the Likelihood (the Incident probability) is best 
expressed as a Probability Density Function (PDF) 
(Edwards and Westcott, 2010), Outcome (the Accident) 
severities associated with complex systems may also 
have uncertainty which can be expressed in the form of a 
statistical distribution. For example, random events 
leading to an accident are often modelled as a Poisson 
process. Here the concept of using a statistical model is a 
simple extension of the idea that accident severities are 
not deterministic in nature and have a natural variability. 
For example, an accident described   as   “multiple   loss  of  
life”   clearly   can   take   many   states   ranging   from   zero   to  
the maximum number possible. In this case a careful 
consideration of the physical situation would provide an 
empirical distribution of deaths in the event that a 
particular accident has occurred. If only a single death 
was possible the accident PDF would reduce to a binary 

CRPIT Vol 145 (ASSC 2012)

Page 56



 

 

distribution characterised by a single probability. In fact 
most accident severities (such as the cost of legal 
liability) possess intrinsic variability, which can be 
described by some form of statistical distribution. 

3.3.1 Incident Model 
There is a simple stochastic model of incidents and their 
consequences that provides a helpful interpretation of the 
Likelihood/Consequence description of risk. Suppose 
that incidents occur at random times 1 2t t   in some 
interval of interest [0,T], and that with the incident at it  
there is associated a random consequence iX . This forms 
a marked point process, where the times are the point 
process and the consequences are the marks. The times 
are often assumed to be a Poisson process but this is not 
conceptually necessary. If the consequences add, so that 
the total consequence over [0,T] is the sum of the 
relevant iX , we have 

Consequence(T) = ( )

1

N T
ii

X
  

where ( )N T is the number of incidents in [0,T]. Suppose 
that the incident rate (expected number per unit time) is 
constant over [0,T] , and is equal to  , say. If the 
incident times and the consequences are statistically 
independent (and in some other cases as well), and the 
consequences all have the same expected value,   say,  
the expected consequence  over ( )N T is .T  . So the 
expected consequence per unit time is .   , a product of 
a Frequency/Likelihood   and  a  ‘consequence’    . If the 
accidents are rare, so that effectively there will be at most 
one incident in [0,T], then ( )N T is effectively a 0-1 
random variable and so    ( ) Pr ( ) 1E N T T N T  . 
Thus the expected consequence over [0,T] can be 
interpreted as the  probability of an incident times the 
expected consequence, which is another commonly used 
calculation method for risk. 

This  is  of  course  very  basic.  In  practice,  ‘time’  should  
be   replaced   by   ‘exposure’.   Incidents   will   often   have  
associated random characteristics which influence the 
consequence (vehicle speed affects the level of damage 
or number of deaths), so the marks can be multivariate. 
For large T the incident rate and mean consequence are 
likely to vary. For serious incidents, an occurrence might 
lead to system modifications which might change the 
model parameters.  Nonetheless, we feel the basic 
conceptual model of a marked point process provides a 
rationale for the product combination of Likelihood and 
Consequence and can be helpful in thinking about other 
matters in the field of Risk. 

3.3.2 Incident Probability 
A statistical method for estimating the probability of an 
incident was described in Edwards and Westcott (2010) 
where we noted (inter alia): 
‘Since we are simulating probabilities, we need a 
distribution on [0, 1] or a subinterval thereof. Two 

obvious choices are the triangular and beta distributions 
(Johnson et al, 1995; Vose, 2008).’  

Both in the earlier paper and in this one we have 
chosen in the example to use a triangular distribution 
determined by the triple (a, b, pnom), where a and b are 
initially 0.0 and 1.0 respectively and where pnom is the 
nominal event probability. This provides a very 
conservative,   or   ‘precautionary’,   estimate   of   the  
distribution and reflects the degree of ignorance about the 
event process. Clearly, if better information about the 
particular event was available then the bounds on the 
distribution could be tightened and/or the value of pnom 
modified. 

3.3.3 Possible Refinements to the Incident 
Sequence Model 

We mentioned earlier that the mark associated with an 
incident could be multivariate, with the consequence (one 
of the variables) being affected by the values of the other 
variables. How might this be realised in the simulation 
approach? 

One possibility is to expand the incident sequence to 
allow a degree of severity at each step in the incident 
sequence. In keeping with the spirit of our approach, this 
will in general be a random variable. Formally, the 
outcome at each step of the incident sequence is 
expanded from a binary yes/no result to a real number, y 
say, which we call the severity level of the step. Note that 
in DEF(AUST)5679 (2008) ‘severity  level’  is  applied  to  
the impact of any resulting accident, e.g., multiple loss of 
life. The value of y could be a mixture of a binary and 
continuous response. For example, if the step is whether 
a door is left open, possible outcomes are 0 (the door is 
fully open), 1 (the door is closed) or a real number 
between 0 and 1 (the proportion of the doorway blocked 
by the door). 

What might be the effect of y in the model? The 
simplest possibility is that it does not affect the 
occurrence of any of the subsequent steps in the incident 
sequence, so it just gets carried through to the end as an 
extra output variable. It then, however, affects the 
consequence. This could be a functional dependence if 
we use a deterministic consequence model, or as a 
parameter of the distribution of consequences if the 
consequence is random (for example, the mean of a 
Poisson distribution for the number of deaths is a 
function of y). In more complex models, it might affect 
the occurrence of subsequent steps, and perhaps their 
severity levels as well. Clearly this could rapidly lead to 
a very complex and interdependent probability model. 

To simulate such a model, a distribution for y must be 
chosen at each step where a severity level is included. If 
the probability of occurrence of a step and its severity 
level are affected by severity levels from previous steps, 
appropriate conditional probabilities and distributions are 
required. In the spirit of this paper, these should reflect 
uncertainty in the forms of these functions. Again, the 
complexity of such a model could rise very rapidly. The 
issues involved arise also in fields such as Bayesian 
Belief Networks (BBN), where transition probabilities 
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between nodes in the network are treated as random 
variables. One simplification used there is to dichotomise 
continuous responses, which has its own set of issues 
(see for example Kuhnert and Hayes, 2010). 

We give another example of a severity level in Section 
6, which is an expanded discussion of the accident 
sequence model used in Edwards and Westcott (2010). 

3.3.4 Accident Model 
The accident severity in general is also a random 
variable. Here it is more obvious that outcomes are the 
result of some inherently random process, but we should 
also allow for uncertainty in the specification of this 
process. One simple way of representing these sources of 
randomness is to assume that the severity has a 
probability distribution ( ; )F x  that depends on a 
(possibly vector) parameter   and then take   to also be 
random, in the same way as we made the hazard 
realization parameter random on 3.4.1. 

As an example, which we use later in the paper, the 
number of deaths in an accident might reasonably be 
assumed to be a Poisson-distributed random variable 
with mean  . To determine  , one possibility is to 
decide on a plausible value for the probability q of no 
deaths and then take log( )q   , because for the 

Poisson distribution q e  . To deal with uncertainty in 
 , one possibility is to choose q from a distribution on 
[0,1] (or a subset thereof) as in 6.1.1. 

Note that there will be situations, particularly when 
safety cases are being made, where there is only one 
consequence  of  interest.  In  such  situations,  the  ‘outcome  
severity’   is  effectively  a  0-1 variable; does the outcome 
occur or not? In such cases, the consequence can be 
regarded as the last step in an accident sequence in which 
there is already a 0-1 variable for each step in the 
sequence. Such situations are covered by the discussion 
in Edwards and Westcott (2010); the present paper is a 
refinement where the yes-no consequence of the final 
step is expanded to a more general set of possible values. 

3.3.5 Combination of Incident and Accident 
Probabilities 

Once the idea that both the Outcome and Likelihood 
components of Risk can be described statistically is 
accepted, it is a small conceptual step to the idea that a 
Risk  Function  (RF)  can  be  generated  by  ‘combining’  the  
two statistical distributions. Such a combination is 
similar to that discussed by Brooker (2004) in the context 
of aviation safety, though his use of the word 
‘convolution’   for   this   combination   is   non-standard. 
While the derivation of such a combination may not yield 
to theoretical analysis, it can be readily generated by 
computer simulation techniques similar to those 
described below. Importantly, the RF is not merely a 
distribution of probabilities, but rather a distribution that 
includes a measure of consequence. This is consistent 
with the notional interpretation of a conventional 
qualitative HRM (likelihood combined with outcome) 

and is necessary if both dimensions of risks are to be 
used with ranking risks in a hazard mitigation 
programme. 

If the probability that an incident occurs is p and the 
accident severity is X, the risk R will be calculated as 
R=p.X, where both p and X are random variables, 
assumed independent. In principle the distribution of R 
can be calculated theoretically but the answer is unlikely 
to be mathematically tractable. An alternative approach is 
to use simulation, extending the approach in Edwards 
and Westcott (2010) which effectively looked at 
simulating the distribution of p alone. In the simplest 
situation, this simulation would be augmented with a 
simulation of values of X from an appropriate ( ; )F x  , 
with an added simulation for the values of   as 
discussed above. 

3.3.6 Risk Metrics 
In providing a quantitative assessment of the risk of a 
particular outcome we need to provide some summary 
metrics based on the RF. Following NASA (2002) we 
suggest in the example below a number of arbitrary, but 
potentially useful metrics. 

3.4 Comparing Risks and Safety Targets 

3.4.1 Risks 
In principle risks can be compared and ranked by 
comparing metrics from the derived RFs. However such 
a comparison only has meaning if the measure of the 
outcomes is the same, e.g., deaths or financial loss. If 
different sorts of outcomes can be related by a 
statistically valid calibration then it becomes possible to 
compare the risk of different outcomes. For example, the 
cost of death or injury of personnel could be related via 
actuarial tables. 

Noting that the RF contains all the uncertainties built 
into the incident and accident PDFs comparison of the 
RFs becomes a relatively straightforward process. 
Metrics which allow satisfactory comparisons to be made 
were provided in our previous paper and are also 
discussed later in this paper. 

3.4.2 Safety Targets 
The availability of RFs allows various risks to be 
compared in quantitative terms, thus assisting the process 
of resource allocation following mitigation activities. 
However there is often a requirement to determine if the 
probability of death or injury is below a specified value. 
These are typically called Safety Targets. 

Safety targets are usually couched in terms of reduced 
probabilities of death or injury, and are often required by 
safety authorities in response to the demands of a 
particular safety standard. Comparison of single value 
probabilities with a probability level in a safety standard 
has little meaning unless the uncertainty of this 
probability is also considered. The methodology 
discussed above (see also Edwards and Westcott, 2010) 
allows the computation of the estimated probability of 
zero deaths and hence provides a mechanism for 
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assessing whether a particular safety target has been met.  
This approach is illustrated in the example below. 

4 Residual Risk 

4.1 Background 
The first comprehensive statement on Residual Risk was 
provided by Asquith (1949): 
‘..that a computation must be made in which a quantum 
of risk is placed on one scale and the sacrifice, whether 
in money, time or trouble, involved in the measures 
necessary to avert the risk is placed on the other. If it be 
shown that there is a gross disproportion between them, 
the risk being insignificant in relation to the sacrifice, the 
person upon whom the duty is laid discharges the burden 
of proving that compliance was not reasonably 
practical.’ 
Another definition is provided at 
http://www.businessdictionary.com/definition/residual-
risk.html 
‘Exposure to loss remaining after other known risks have 
been countered, factored in, or eliminated.’ 
At paragraph 2.27 AS/NZS ISO 31000 (2009) notes that: 
‘residual risk (2.1) remaining after risk treatment (2.25)’ 
and that 
‘Residual risk can contain unidentified risk. 
Residual  risk  can  also  be  known  as  “retained  risk”.’ 

The concept of residual risk is often discussed in 
safety standards. Such standards usually demand the 
provision of qualitative estimates of residual risk as part 
of the safety assurance process. The lack of a measure of 
residual risk makes comparisons of the effectiveness of 
mitigations problematic and hence leaves an inherent 
uncertainty about the effectiveness of a safety program 
based on such qualitative estimates.  

4.2 Safe Residual Risk 
Estimating safe residual risk associated with the 
deployment of a complex system is focused on 
estimating safety risk associated with the behaviour of 
the system in its operating environment. Computation of 
SRR follows from the assumption that, while possible 
outcomes identified by the HA remain after system 
deployment; the estimated probability of such outcomes 
will have been reduced by design or other mitigation 
strategies. This process is likely to be repeated several 
times until the SRR is reduced to a level acceptable to the 
appropriate Technical Regulatory Authority (TRA). 
Reductions in residual risk are likely to be asymptotically 
diminishing while associated costs increase, suggesting 
that the asymptotic limit is similar to the As Low as 
Reasonably Practical (ALARP) value. As such the final 
risk function represents a statement of the system 
residual risk as far as a particular accident is concerned. 

5 Estimating the Effect of Mitigation 
Activities 

5.1 The Stress-Strength Relationship of a 
Safety Program 

Stress-Strength models have found application in a wide 
diversity of domains, with Kotz et al (2003) providing a 
comprehensive review of the topic. In its simplest form 
the model is described as P(X < Y), where X is the stress 
and Y is strength of a system. We now suggest that the 
Stress-Strength concept be applied to the competing 
demands   of   a   safety   program,   where   “strength”   is  
represented by the effectiveness of the various mitigation 
techniques available to the safety engineer, while the cost 
of  such  mitigation  represents  the  “stress”.  The  following  
is provided as an illustration of how such a model might 
be used. 

Consideration of both the Stress and Strength of a 
particular mitigation has the potential to provide the TRA 
and Program Managers with information to guide the 
choice of mitigation technique. Noting that it is likely 
that the cost of retrospectively implementing a strong 
safety mitigation will be higher than one of lower 
strength, it is important that the strength of implementing 
various mitigation strategies be calibrated with the 
associated cost and be able to be related to the 
requirements of risk-based safety standards. 

5.2 Cost of Hazard Mitigation Strategy 
In practise the choice of mitigation strategy depends on 
the demands of accident probability reduction made by 
risk based safety standards such as MIL-STD-882C. 
While the mitigations are discussed qualitatively in these 
standards they do not provide guidance as to the 
quantitative reduction in accident probability to be 
achieved from various mitigation strategies. For example, 
a relatively weak mitigation may not reduce the incident 
probability to an acceptable level, thus requiring a 
stronger (and usually more expensive) retrospective 
mitigation to be implemented. 

Relating the reduction in incident probability to the 
mitigation Strength is thus required in order to provide a 
quantitative estimate of that probability. Table 1 provides 
suggested guidance on the degree of reduction in incident 
realisation probability following particular hazard 
mitigation strategies. Entries in the table are the 
magnitude of the reduced nominal event probability 
provided in response to the application of a particular 
hazard mitigation strategy. Thus for example, the use of 
procedural mitigations provides only one order of 
magnitude reduction in the probability that a particular 
event leading to the incident will occur. In making this 
comparison we are aware of debate over the effectiveness 
of implementing procedural mitigations which require 
operator intervention to mitigate a hazard. Sandom 
(2007) provides a useful discussion of the issue. Despite 
the debate we believe that for complex systems 
procedural solutions currently provide the lowest strength 
hazard mitigation.  
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Hazard 
Mitigation 
Strategy 

Hazard 
Mitigation 
Strength 

(reduction in 
event probability) 

Safety 
Program 

Stress (cost) 

Procedural 10 Low 
Output Checking 100 Moderate 

Mechanical 
Interlocks 

1000 Medium 

Module Redesign 10000 High 
Formal System 

Redesign 
100000 Very High 

 
Table 1. Suggested Stress and Strength of Hazard 

Mitigation Strategies 
Although in this paper we do not comment generally on 
system design and construction issues, we note that the 
most effective reduction in incident probability is 
achieved through integration of safety requirements with 
other system requirements and subsequent formal system 
design prior to system deployment. Here potential 
hazards identified during the system hazard analysis are 
mitigated by careful design prior to system development 
and testing. This process is well documented in 
DEF(AUST)5679 (2008). 

Balancing the choice of mitigation strategy is the need 
to minimise safety program stress. Table 1 also provides 
guidance on the degree of program stress induced by the 
various strategies. Calibration of stress with cost depends 
on issues particular to a specific program and should be 
considered as part of any development of system 
requirements. 

6 Example 
The example is based on a missile system developed for 
the RAN and is discussed in Edwards and Westcott 
(2010). The accident sequence was developed by an 
independent safety contractor and focused on the injury 
or death of personnel involved in removing an expended 
missile canister from the launch system. The process is 
shown in Figure 1. Probability values, including 
conditional probabilities, assigned to each transition by 
the safety contractor are also shown. 

 
 
 
 
 
 
 
 

 

 
Figure 1. Example Accident Sequence
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For purposes of illustration we now focus on Outcome J 
i.e., Personnel are killed.  

6.1 Derivation of the Density Functions 

6.1.1 Incident Sequence 
In accordance with our previous paper (Edwards and 
Westcott, 2010) the derived PDF of the probability of the 
incident sequence leading to death from a falling canister 
is shown in Fig. 2 below. Note that this sequence not 
include event J, as that accident process is now modelled 
separately, and that each probability value provided by 
the independent safety contractor is used as the modal 
value of a triangular distribution on [0,1]. Alternatives to 
this choice are discussed in Edwards and Westcott 
(2010).  

 
Figure 2. PDF of Incident Probability 

6.1.2 Accident Severity 
We now turn to the need to estimate the associated 
accident severity PDF. Clearly the number of personnel 
killed could vary from zero to the maximum number 
involved in opening the launcher door. The outcome 
severity is modelled by a Poisson distribution. 

As discussed in 3.4.2., if q is the independent 
contractor’s   estimate   that   no   personnel   would   be   killed  
by the falling canister, then the mean   of the Poisson 
distribution is log( )q . From Figure 1 it is seen that in 
the case of Event J, 1 0.6q  , so 0.9163  . A 
simulation of the resulting Outcome PDF is shown in 
Figure 3. For fixed   these values are of course 
analytically known, but if q (and hence  ) were also 
taken as random, to represent the uncertainty in the 
nominal value, simulation would almost certainly be 
required. An example of this is discussed later. 

 
Figure 3. PDF of Accident Outcome 

6.1.3 Risk Function 
In order to estimate the Risk Function we now combine 
the Incident and Accident models. Figure 4 shows the 
resultant Risk Function of the risk that personnel are 
killed by a falling canister. We observe that upper 5th 
percentile value of the distribution is 0.09236. We stress 
that this value is not a probability but is a risk value, 
since the actual number of personnel killed are combined 
with the accident probability in the simulation. Our 
contention is that this is a possible metric for ranking the 
risk of personnel being killed with other risks identified 
in the scenario shown in Figure1. 

 

 
Figure 4. Risk of Death from Falling Canister 

 

Proc. of the Australian System Safety Conferrence (ASSC 2012)

Page 61



 

 

6.2 Comparing the Risks 
As noted above comparison of the risk of the outcomes 
can be made if the measure of the outcomes is the same. 
So it would seem reasonable that we could compare the 
risks of Events J, N and O shown in Figure 1, as each 
outcome involves the loss of life. We thus obtain for 
10,000 simulations the following table: 

 
 
Risk 
Comparison 
Metric 

Event J Event N Event O 

Mean 0.02007 0.00298 0.01448 
Median 0.00356 0.00000 0.00359 
Upper  5th  
Percentile Limit 

0.09236 0.01798 0.06489 

 
Table 2. Comparison of Risks for Events J, N and O 

 
From the above table it can be seen that the risk of Event 
J is significantly greater than Event O. Assuming Figure 
1 represents the physical reality of the system, Event J 
should be the first focus for mitigation. 

6.3 Residual Risk Following Hazard 
Mitigation 

We now focus on Event J and examine possible 
mitigation strategies. For illustrative purposes we assume 
that the system developer and TRA agree that the 
installation of a mechanical interlock on the round 
restraint mechanism is both feasible and affordable. 
Consistent with the stress/strength model in Table 1 the 
nominal probability of Event F is reduced to 0.0006 and 
the triangular distribution of Event F is now 
characterized by the triple (0.0, 0.1, 0.0006). Here the 
upper 5th percentile value of the Risk Distribution is 
reduced to 0.00647. Repeating the process for events N 
and O with the hardware interlock in place yields the 
following: 
 

Risk 
Comparison 
Metric 

Event J Event N Event O 

Mean 0.00130 0.00019 0.00092 
Median 0.00014 0.00000 0.00015 
Upper 5th 
Percentile Limit 

0.00647 0.00095 0.00414 

 
Table 3. Comparison of Risks for Events J, N and O 

with Hardware Interlock 
 
The result of the installation of a hardware interlock is 
that the overall risk of at least one death from any of the 
events has been reduced by at least one order of 
magnitude. Additionally, Event J continues to carry the 
greatest risk of causing death. 

6.4 Safety Targets 
The probability of at least one person being killed by a 
falling canister (Event J) is now computed as in Edwards 
and Westcott (2010); see the discussion in 3.4.2 on one 
consequence of interest. Table 4 shows the change in the 
probability of at least one death before and after the 
mitigation provided by the hardware interlock. 

 
 No Hardware 

Interlock 
Hardware 
Interlock 

Mean 0.01212 0.00076 

Median 0.00581 0.00029 

Upper 5th  
Percentile Limit 

0.04533 0.00316 

 
Table 4. Event J - Safety Target Probabilities 

 
In this case the probability of at least one death has been 
reduced by at least an order of magnitude. Acceptability 
of such a reduction would depend on the target 
demanded by a particular standard. For example, in the 
context of MIL-STD-882C, the mitigation would likely 
be  accepted  by  the  TRA  as  an  ‘Unlikely’  probability,  i.e.,  
“less  than  10-3 and greater than 10-6 ”  for  a  defined  period  
of deployment. 

6.5 Modified Incident Model 
As suggested above an enhancement to the incident 
model could be achieved by incorporating a degree of 
severity for each event in the incident sequence. For 
illustrative  purposes  we  now  focus  on  Event  E  “Canister  
is  Filled  with  Water”,  and  assume  that  rather  than  either  
being filled or empty, the canister can be partially filled. 
This has a practical interpretation as it seems intuitive 
that a 10% filled canister is much less likely to cause a 
serious accident than a 90% filled canister in the event 
that the canister were to fall on a person. 

In order to model Event E we now assume that the 
degree to which the canister is filled with water is a 
random variable represented by a rectangular distribution 
between [0.0 , 1.0]. For each simulation we now sample 
from the distribution to obtain the degree to which the 
canister is filled. We call this variable Wp . Its value is 
now used to determine the value of   (and hence the 
accident Poisson distribution as discussed in 6.1.2) by 
the following linear relationship 
 

 0 1 0 Wp       

 
where 0  is the value of    for an empty canister and 1  
is the value of   for a full canister. In this example 0  
has been set to 0.01 as even an empty canister possesses 
some risk, while 1  is set as 1.0. The resulting RF is 
shown in Figure 5.  
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Figure 5. Risk of Death from Falling Canister – 

Canister Randomly filled with Water 
 

In this example the result of assuming a uniform 
distribution for the degree to which the canister was 
filled with water is a 50% reduction in the 5% upper 
percentile risk value. In practise the relationship between 
the percentage of water in a canister and the accident 
model would need to be validated by the systems 
designers and operators.  

7 Discussion 

7.1 System Boundary 
The importance and associated difficulty of defining the 
system boundary is discussed in Edwards (2008). In 
order to avoid future programmatic arguments about the 
scope of a safety program it is important that the system 
boundary be established at the outset of the safety 
program. This can be a deceptively difficult task, but is 
critical in establishing a holistic approach to 
understanding system risk. 

The identification of interfaces to external systems on 
the system boundary is of particular importance because 
data flows across the interface may have the propensity 
to contribute to an incident sequence. For example, 
consider a flight control system that depends on airspeed 
data from an external sensor for correct operation. Such a 
system might require airspeed data of a higher resolution 
than that provided by a currently installed wind sensor in 
order to operate safely. If the wind sensor was 
considered to be outside the system boundary it is 
possible that the need to modify the pitot static system, 
or to ensure the flight control system operated safely in 
the presence of aberrant data, might be conveniently 
ignored (e.g. for cost and/or schedule reasons) during 
system development. The end result could then be that an 
incident occurs after the system has been accepted into 
service. 

The establishment of an appropriate system boundary 
thus requires careful consideration, should include 
consideration of system integration issues, and should 
result from a consensus between the various regulatory 
authorities. In developing an agreed system boundary 

care needs to be taken to ensure that technical and not 
schedule and cost issues drive the process. 

7.2 Hazard Analysis 
The importance of conducting a planned and considered 
HA cannot be overemphasised. This process aims at 
identifying hazards at the system boundary. Cant and 
Mahony (2011) note: 
‘safety risks must be clearly identified. For this reason, 
we strongly believe that the hazard analysis phase 
remains central to any safety case. The main reason for 
this is that hazard analysis identifies the potential risks 
to human safety: without it, no sensible decisions can be 
made about whether sufficient effort has been made to 
eliminate or reduce these risks. It is the starting point for 
effective safety assessment of any system.’ 

The strategic importance of conducting a HA is well-
documented in Issue 2 of DEF(AUST)5679 (2008). 
There is however no agreed benchmark against which to 
judge the quality an HA. While various bespoke 
techniques have evolved over the years there is still no 
satisfactory way of measuring the completeness or 
internal consistency of a HA. We suggest that this is an 
area requiring further study. 

7.3 The Role of the Technical Regulator is 
Assessing Risk 

The TRA plays an important role in assessing system 
risk.  Bouleau (2011) notes: 
‘True risk analysis necessarily involves understanding 
interpretations.   That’s   much   more   difficult   [than   a  
mathematical representation], not least because it is 
sensitive to the information that is available to 
concerned social groups, and to their imagination, not in 
the sense of dreaming or delirium, but in their ability to 
perceive the field of possibilities.’ 

The role of the TRA is to provide the interpretation of 
risk in a particular context which complements the 
contribution of the risk analyst. Thus both the analysis 
and interpretation of a particular risk form the complete 
assessment of risk provided to the decision maker. In this 
regard the degree of independence of the TRA within an 
organisation is of some importance. If the TRA reports to 
a middle manager there is a danger that the presentation 
of risk assessments will be reinterpreted before being 
placed in front of a decision maker higher in the chain of 
command. 

7.4 Statistical Issues 

7.4.1 Choice of Risk Metric 
Throughout this and our earlier paper (Edwards and 
Westcott, 2010), we have used the upper 5th percentile of 
a density function as a conservative measure to 
characterise accident and incident distributions. It is 
worthy of note that the choice is deliberately arbitrary 
and may not suit a particular regulatory regime. Just as 
electrical engineers in the USA and Australia chose 
different voltages and frequencies for the distribution of 
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electrical energy, so the various TRAs might want to use 
different metrics to characterise risk. In the example we 
have suggested a number of metrics that might be useful. 
Alternatively,  the  expression  that  “on  balance  the  risk  is  
worth   taking” could be interpreted to imply that the 
median value of the RF might be an appropriate metric in 
some circumstances. 

7.4.2 Logical Structure of the Event Sequence 
When estimating the probability of an incident it is first 
necessary to estimate probabilities of individual events 
leading to that condition and then combine them to 
provide the final estimate. As noted in Edwards and 
Westcott (2010), 
‘Frequently, the accident sequence will contain logic 
dependencies. So, for example, Event C will depend on 
Event A AND Event B occurring. In this case issues of 
estimating conditional probabilities arise as well as 
questions about the stochastic independence of events.’ 

 
It is important that the process of estimating the 
probability of an incident takes into account any logical 
structure imposed on the event sequence leading to the 
incident. This in turn leads to an inescapable requirement 
to estimate conditional probabilities associated with 
events. Such a requirement is often used to support a 
uniquely qualitative approach to estimating risk, an 
approach which abrogates any implied contract for 
intellectual responsibility between the safety community 
and the public.  

7.4.3 Probability Elicitation 
The use of single value probabilities in risk assessment 
has recently received much attention. For example in the 
Nimrod Review (Haddon-Cave, 2009) it is noted 
(Section 22.43): 
‘(8) Care should be taken when using quantitative 
probabilities, i.e. numerical probabilities such as 1 x 10-
6   equating   to   “Remote”.   Such   figures   and   their  
associated nomenclature give the illusion and comfort of 
accuracy and a well-honed scientific approach. Outside 
the world of structures, numbers are far from exact. QRA 
is an art not a science. There is no substitute for 
engineering judgment. As the HSE emphasised to the 
Review:  “Quantitative  Risk  Assessment  has  its  place,  but  
should  never  be  used  as  an  absolute  measure  of  safety.” 
(9) Care should be taken when using historical or past 
statistical data. The fact that something has not 
happened in the past is no guarantee that it will not 
happen   in   the   future.  Piper  Alpha  was  ostensibly   ‘safe’  
on the day before the explosion on this basis. The better 
approach is to analyse the particular details of a hazard 
and make a decision on whether it represents a risk 
which  needs  to  be  addressed.’ 
In making safety claims about complex systems that 
have not been deployed it is important to ensure that the 
claim is not based on subjective judgement for which 
there is little evidence. Sandom (2011) notes:  

‘Statistical inference can lead to systems safety claims 
based upon a circular argument whereupon a judgment 
is based on a probability when the probability was based 
on judgement. Vick summarizes this situation neatly with 
the phrase:  
 “…subjective   probability   is   judgement’s   quantified  
expression”  (Vick,  2002,  p393) 
This situation occurs throughout the safety assurance 
process; particularly in those analyses based upon 
quantitative techniques and methods where subjective 
opinion is based upon subjective opinion without taking 
into  account  their  source.’ 
In a more general vein Cant and Mahony (2011) note: 
‘The abuse of quantitative risk assessment techniques 
has long been a concern of the authors. Numbers are 
often used to hide qualitative assessments on the basis 
that it helps them to fit into the overall risk management 
process. However, hiding qualitative assessments behind 
hard numbers can give them an unjustified level of 
technical authority – “You   can't   argue   with   the  
numbers." Often the underlying safety argument has little 
technical   merit,   safety   becoming   essentially   a   “self-
fulfilling prophecy".’ 
In response to the above we note that we too have been 
concerned about the current state of quantitative risk 
assessment techniques - as exemplified for example in 
MIL-STD-882C. However, contrary to the bulk of 
opinion in this area we believe that sound application of 
probability elicitation and quantitative statistical 
techniques in the limited field of deployed complex 
physical systems, complemented by associated 
qualitative arguments and the provision of contextual 
interpretation by a TRA, offers the potential to enhance 
the understanding of the nature of the risk and its 
assessment for practical systems. 

There are well-documented pitfalls in the process of 
probability elicitation. These include issues such as 
overconfidence, representativeness, anchoring, affect, 
hindsight bias and linguistic uncertainty. The importance 
of elicitation techniques has been discussed previously in 
Edwards and Westcott (2010). Kuhnert et al (2009) 
provides a useful description of issues associated with 
the elicitation of probabilities in a number of different 
contexts, and additional references. 

We again emphasise the importance of the provision 
of traceable and well-documented arguments to support 
the use of probabilities in developing safety arguments, 
particularly for complex systems under development or 
those modified to operate in a new environment. 

7.4.4 Uncertainty of Risk Estimates 
In this paper we have commented on two sources of 
uncertainty; uncertainty in the model and uncertainty in 
the data. We have concentrated on the former and shown 
one way of representing this uncertainty, namely making 
the model parameters random variables. In a recent 
comprehensive report, Hayes (2011) gives further 
discussion of these issues, but also mentions two other 
types of uncertainty; decision uncertainty and linguistic 
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uncertainty. The former refers to policy analysis after 
risks have been estimated. The latter comes from 
imprecise and subjective use of language. One specific 
example   is   the   use   of   terms   such   as   ‘likely’   or  
‘improbable’   in   qualitative   risk   assessment   exercises  
such as traditional risk matrices.  These issues were 
discussed in Jarrett (2008) and Edwards et al (2009). 

7.5 Implications for Safety Standards Based 
on Hazard Risk Assessment 

In Edwards and Westcott (2010) we noted that: 
‘The use of HRA to assess system safety is widespread 
throughout industry and government and there is a 
natural reluctance to question the efficacy of processes 
and standards that have become the accepted norm. This 
is because such standards impose a lesser burden of 
diligence and, it must be said at lower cost, than might 
otherwise be the case. Thus while governments continue 
to accept an unquantified residual risk resulting from 
HRA safety assessments, industry has a vested interest in 
maintaining the status quo. This is particularly the case 
with respect to MIL-STD-882, whose development and 
use continues to be supported by defence industry and 
government as partners in an unhealthy symbiosis.’ 

The concept of a HRM was developed in response to 
a need to provide a systematic approach to the provision 
of assurance that complex systems were safe to use. 
MIL-STD-882, which was first issued in the 1970s, 
epitomises this approach. It now appears that the concept 
of   a  HRM  was   a   product   of   a   ‘qualitative’   approach   to  
the problem of system safety developed in the 1970s and 
is an artefact that has outlived its usefulness. We suggest 
that a more rigorous mathematical modelling approach to 
the problem is required and that the example used in this 
paper illustrates one possible approach. We do not claim 
it is the only approach that might be used and have 
previously suggested that the approach of Jarrett (2008) 
in constructing a modified HRM has merit.  

In commenting on the use of MIL-STD-882C to 
assess system risk we do not suggest that the standard be 
discarded. Rather we believe that the kernel arguments 
used to assess system risk need to be upgraded and then 
integrated with the various deliverables required by the 
standard. Such an upgrade should provide a manageable 
process allowing for acceptance of a revised standard by 
both industry and governments. 

A common argument for the continued use of a 
conventional HRM in the safety domain is that it 
provides a convenient way to present a summary of 
system risk to senior management. We do not agree with 
this argument and assert that a conventional HRM can 
too easily provide a facile summary of an often complex 
analysis, which in turn has the propensity to misdirect 
the allocation of mitigation resources. 

8 Towards a Practical Application of Risk 
Functions 

8.1 Process Outline 
Before risk functions can be applied to guide resource 

allocation for risk mitigation some experimental testing 
of the process will be required. In particular the process 
of choosing the risk metric and the calibration of the 
stress-strength hazard mitigation strategies will need to 
be exercised and the results subjected to a thorough 
examination. Nevertheless an outline of a practical 
application methodology is clear. The steps are: 
a. Define the system boundary; 
b. Conduct a thorough hazard analysis that identifies 

potential hazards, particularly those realised on the 
system boundary; 

c. Model the event sequences leading to incidents; 
d. Elicit probabilities for the incident sequences; 
e. Model accidents that potentially can follow 

identified incidents; 
f. Combine the probability density functions for the 

incidents and the accidents; 
g. Rank the identified risks; 
h. Determine required mitigation strategies; and 
i. Determine if the residual risk is acceptable and if 

safety targets are met. 
Clearly this process must involve some sort of feedback 
loop when problems in the process are detected. 
However, we have chosen not to suggest a process flow 
chart at this stage because the methodology has not been 
tested in practice. 

8.2 Stress-Strength Model for Safety 
Programs 

The stress-strength hazard mitigation model suggested 
earlier provides a method for relating the impact of 
hazard mitigation to programmatic issues of interest to 
managers and other decision makers. By developing a 
linkage between hazard mitigation and programmatic 
stress the model offers an opportunity to develop an 
understanding between the safety community and the 
builders and users of complex systems. Clearly this 
concept requires further development and would 
necessarily need to be the subject of further research and 
discussion between both communities. 

8.3 Required Disciplines 
Membership of safety teams will vary depending on 
system and context, but experience suggests that such 
teams need to be multidisciplinary and include (inter 
alia) members competent in systems analysis and 
statistical modelling together with members experienced 
in conducting hazard analyses. Both NASA (2002) and 
DEF(AUST) 5679 (2008) discuss membership of safety 
teams in general terms but do not specify the requirement 
for particular skill sets.   
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9 Conclusion 
We conclude that the current approaches to assessing and 
managing risk in the domain of complex system safety 
are both process intensive and inherently unsound. We 
believe that careful application of statistical techniques 
offers an avenue for advancing the discipline and provide 
a basis for further development of risk based system 
safety standards.  
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Abstract 
System safety is an accepted approach to help understand 
and manage hazards and risks in complex systems in 
order to prevent accidents.  Many different industries use 
system safety analyses and methods to help reduce the 
potential for harm to people, property, and the 
environment.  When used correctly, system safety 
methods can provide tremendous benefits, focusing 
resources to reduce risk and improve safety in complex 
systems. Because computing systems are increasingly 
being used to control critical functions and supply safety 
decision information, software may directly or indirectly 
contribute to an accident. Therefore, software must be 
included  as  part  of  an  organization’s  system  safety  efforts  
to manage hazards and risks. However, for many 
organizations, software is not effectively incorporated 
into the system safety process, and questions are not 
asked about whether the analyses are appropriate for 
complex, automated systems. This paper will summarize 
several accident reports and use those reports to illustrate 
potential failures in the system safety process with respect 
to software and computing systems. Lessons learned will 
be discussed, and some essential questions in software 
safety will be presented. This discussion is intended to 
provide insights to help promote a questioning attitude 
that can improve software safety and system safety 
efforts. 
Keywords:  software safety, system safety, lessons 
learned. 

1 Introduction 
As more advanced technology and automation are used, 
transportation systems, energy production systems, 
medical devices, manufacturing processes, and many 
other systems continue to increase in complexity.  These 
complex systems create safety risks to their operators and 
to the communities they serve.  System safety is an 
approach to help manage hazards and risks in complex 
systems.   

System safety is often implemented through a system 
safety process.  1 
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A typical system safety process includes the following 
components: 

 Safety planning 
 Hazard identification 
 Hazard risk assessment and risk decision making 
 Risk reduction and hazard controls 
 Risk reduction verification 
 Hazard tracking, anomaly reporting, and change 

management 
 

Of particular concern with regard to system safety are 
the risks related to software and computing systems. 
Software and computing systems may be safety-critical if 
they:  

 can cause a hazard (for example, if a software 
command or automated system can inadvertently 
create the potential for harm), 

 control a hazard (for example, if software is 
needed to prevent a mishap), 

 are used in critical calculations or analyses (for 
example, output from models and simulations), 

 are used to test critical systems.  
 

Software includes computer programs, procedures, 
scripts, rules, and associated documentation and data 
pertaining to the development and operation of a 
computer system. Software can be developed by the 
organization implementing the system or may be 
purchased as Commercial Off-The-Shelf (COTS) 
software. Software safety encompasses not just the 
software but also the computing system. A computing 
system includes the software and supporting hardware, 
sensors, effectors, humans who interact with the system, 
and data necessary for successful operation. Examples of 
computing systems include Programmable Logic 
Controllers (PLC) and Supervisory Control and Data 
Acquisition (SCADA) systems. 

In spite of the fact that software is such an important 
part of complex systems, the analysis of hazards and risks 
from software has been inconsistent across industries. 
Hazard and safety analyses have historically been 
hardware-focused. Therefore, many analysts may not 
understand how to incorporate software into their system 
hazard analyses, and evaluators of those analyses may not 
understand what should be assessed. Organizations may 
be focused on compliance to regulations, which often do 
not address software, and therefore those organizations 
may not properly assess or mitigate software-related 
risks. As a result, organizations need to increase the 
attention given to addressing the potential for hazards 
related to software and computing systems. 
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2 Lessons Learned: System Safety Process 
Failures 

Although the system safety process is an accepted 
approach to reducing risk in complex systems, there are a 
number of ways this process can fail to prevent an 
accident, especially in systems where software and 
computing systems are used. The sections that follow 
present potential failures in implementation of the system 
safety process, based on review of hundreds of software-
related accidents and incidents (Hardy 2012).  These 
sections will use findings from accident reports to provide 
lessons learned on those process failures.  Note that in 
discussing these accidents this paper does not intend to 
oversimplify the events and conditions that led to the 
mishaps. Rarely is there only one identifiable cause 
leading to the accident.  Accidents are usually the result 
of complex factors that include hardware, software, 
human interactions, and procedures.  The descriptions 
here are meant to provide examples of where the system 
safety process failed in some way and to show how 
software and computing systems can play a role in those 
accidents. Readers are encouraged to review the full 
accident and mishap investigation reports to understand 
the often complex conditions and chain of events that led 
to each accident discussed here. 

2.1 Failing to plan  
System safety efforts must be planned, like any other 
engineering activity, and then that plan must be followed 
to be effective. Safety planning includes the planning for 
the management of system safety and emergency 
planning in the case where something could go wrong.  It 
is not enough for a plan to exist – the plan must also be 
effectively implemented, updated, and followed.  

On October 26, 1992, the London Ambulance Service 
(LAS) introduced a new computer aided dispatch (CAD) 
system to automate call taking, resource identification, 
and resource mobilization tasks. The automation was 
intended to improve emergency medical services for the 
city. At the time, the LAS provided ambulance service to 
6.8 million people living in a 600 square mile area, 
making it the largest ambulance service in the world. The 
LAS received 2000-2500 calls per days, of which 1300-
1600 were emergency calls. Just a few hours after the 
new computer system was introduced problems began to 
surface. The system was unable to keep track of 
ambulances and their locations. Multiple ambulances 
were sent to the same location in some cases. The system 
could not keep track of duplicate calls. And the system 
began to generate so many exception messages that the 
dispatchers became overwhelmed, and calls were lost. As 
the system became bogged down the LAS was forced to 
partially switch back to the manual system. Eight days 
later the computer system quit working and the LAS had 
to resort to a completely manual operation. Some 
estimates stated that as many as 46 people died as a result 
of the service failures.  

An investigation into the incident found multiple 
causes to the system failures.  

 The vendor chosen to build the system was 
selected primarily on the basis of price, and the 
vendor’s  cost  estimates  were  unreasonably  low. 

 An unrealistic schedule of 11 months from start of 
development to deployment was placed on the 
vendor. 

 At the time the system went live there were 81 
open, known issues and no load testing had been 
performed on the system. 

 Dispatcher training was inadequate. 
 The system did not function well when given 

invalid or incomplete data on positions and 
statuses of ambulances. 

 The user interface was poorly designed and did 
not respond properly to incorrect user entries.  

 A memory leak in a small portion of the code led 
to the failure of the system eight days after 
deployment. 

 Software requirements were developed without 
input from key users of the system, including 
dispatchers and ambulance operators. 

 No quality assurance was performed on the 
software, and configuration management 
processes were lax.  

 The system was overly complex. 
 

The failure of the LAS CAD system was therefore a 
combination of errors related to safety planning, 
organizational priorities, safety management, process 
quality, product design, and product verification 

(Finkelstein and Dowell 1996). 

2.2 Failing to accurately identify what can go 
wrong 

Identifying what can go wrong, also known as hazard 
identification, is arguably the most important part of the 
safety analysis effort. One could think of the hazard 
identification step as defining the problem to be solved. If 
one does not properly identify the problem then it 
becomes difficult to assess the risk or postulate solutions. 
Describing what can go wrong can be difficult in 
complex systems, and identifying hazards takes 
persistence and creativity. In addition, complex systems 
using software can fail in complex ways, and some 
conditions and environments are difficult to postulate.   

On February 11, 2003, an employee of the Southern 
Clay Plants & Pits in Gonzales, Texas was fatally injured 
while performing maintenance on a reaction tank. The 
U.S. Mine Safety and Health Administration (MSHA) 
determined that the cause of the accident was a failure to 
close and secure a manual gate valve for a steam line and 
a failure to place the batch PLC in the stop mode. The 
company was a surface clay mill that purchased clay and 
blended, refined, milled and processed the material into 
products used in paints, inks, and grease. On the day of 
the accident the employee had been informed that there 
had been a product change in one of the batch processing 
systems. The employee was assigned to perform cleanup 
duties on a reactor tank. Two valves controlled steam 
entry into the tank: a manual gate valve and a butterfly 
valve with an automatic pneumatic actuator. The PLC 
controlled the functioning of the batch system based on 
sensors that monitored material flow. At the time of the 
accident  the  PLC  was  in  “slurry  hold”  mode.  In  this  mode  
the system was programmed to actuate the steam valve 
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when the clay slurry level reached 5.5 feet. An aluminum 
extension ladder used by the employee caused the level 
sensor to falsely sense that slurry was in the reactor, 
which resulted in the PLC sending a command to open 
the steam valve. Because the manual valve had been left 
open, steam at 350oF then entered the tank, fatally 
burning the employee (U.S. MSHA 2003a). 

2.3 Underestimating risk 
After the hazard has been identified there needs to be an 
understanding of the significance of the potential problem 
to facilitate safety decision making.  Risk assessment 
helps to understand potential problems and their 
significance, and helps to prioritize resources to fix the 
problems identified.  The concept of risk includes an 
understanding of both the severity of the consequences 
and likelihood of the event.  Without a proper analysis of 
both severity and likelihood it is possible that the risk 
could be underestimated. A number of accidents 
involving software and computing systems has shown 
that risk is frequently underestimated or misunderstood in 
these systems. 

On January 19, 1995, an X-31 U.S. government 
research aircraft was destroyed when it crashed in an 
unpopulated area just north of Edwards Air Force Base 
while on a flight originating from the NASA Dryden 
Flight Research Center, Edwards, California. The crash 
occurred when the aircraft was returning after completing 
the third research mission of the day. The pilot safely 
ejected from the aircraft but suffered serious injuries, 
including two fractured vertebrae and a broken ankle and 
rib.  A mishap investigation board studying the cause of 
the X-31 accident concluded that an accumulation of ice 
in or on the unheated Pitot-static system of the aircraft 
provided false airspeed information to the flight control 
computers. The resulting false reading of total air 
pressure data caused the flight control system to 
automatically misconfigure for a lower speed. The 
aircraft suddenly began oscillating in all axes, pitched up 
to over 90 degrees angle of attack and became 
uncontrollable, prompting the pilot to eject. The mishap 
investigation board also faulted the safety analyses, 
performed by Rockwell and repeated by NASA, which 
underestimated the severity of the effect of large errors in 
the Pitot-static system. Rockwell and NASA had assumed 
that the flight software would use the backup flight 
control mode if this problem occurred, and this in itself 
would reduce the risk. The mishap investigation board 
noted that probability and severity were confused in this 
safety analysis; just because the risk assessment 
concluded that the probability of total pressure being lost 
was low did not mean that the consequences were any 
less severe.  This risk assessment resulted in a failure to 
recognize the safety-criticality of the Pitot tube and thus a 
failure to perform testing using both nominal and off-
nominal conditions. (Haley 1995). 

2.4 Overestimating the effectiveness of 
safeguards 

If we simply identified the hazard and assessed the risk 
we would do little to improve safety. It is the 
implementation of safeguards (hazard controls) and 

designing safety into the system that reduces the risk.  
However, these controls must be appropriate for the 
hazard considered and they must be effective.  Ineffective 
controls may provide a false sense of security, and may 
not work when needed. Automated systems may have 
weaker controls than thought, especially if human 
interaction is required. In addition, hazard controls 
themselves could introduce new, unforeseen hazards. 

On February 18, 2009, an employee was fatally 
injured at the Ravensworth Coal Preparation Plant reject 
waste bin in the Hunter Valley region of New South 
Wales, Australia. The accident occurred when 10 tons of 
waste rock were inadvertently released from the reject bin 
and   fell   onto   the   cabin   of   the   employee’s   truck.   At   the  
Ravensworth Coal Preparation Plant, raw coal was 
extracted from the mine and usable coal was separated 
from waste rock. The waste rock was transferred 
approximately 2 kilometres on conveyers to the reject 
bin. The waste rock was then loaded from the reject bin 
onto trucks and hauled away. The process of loading the 
trucks with waste rock was controlled by a PLC system. 
The PLC system included truck detection sensors, traffic 
lights, bin capacity sensing, and remote control, hand-
held transmitters used by the truck drivers. On the day of 
the accident the truck driver drove his truck under the 
reject bin delivery chute. A signal was sent from the 
handheld remote control to command the chute to open. 
The accident report stated that it was not clear whether 
the signal was sent inadvertently or intentionally. 
Opening the chute required that two of three lines of truck 
detection sensors be blocked in addition to a command 
from the remote control to assure that the truck was in the 
correct location. Each sensor line contained three sensors, 
and all three sensors had to be blocked for the entire line 
to be considered as blocked. At the time of the accident 
the truck was obscuring one line of sensors, and a second 
line of sensors was obscured by dirt on the lenses and 
therefore was not working correctly. Because two of the 
sensor lines were blocked and the remote control signal 
had been sent, the PLC automatically opened the reject 
bin chute door and dropped 10 tons of material on the 
truck cab before the driver had safely cleared the chute, 
resulting in the fatal injury (State of New South Wales 
2010). 

2.5 Failing to verify that safeguards actually 
work 

Once the control strategy has been identified and 
implemented, those controls should be validated and 
verified. Validation determines that the correct system is 
being built and verification determines that the design 
solution has met all the safety requirements. Verification 
normally includes analysis, test, inspection, and 
demonstration. Experience has shown that verifications 
that are performed using improper assumptions or are 
conducted under conditions that are different from those 
in operation can lead to an underestimation of risk. Of 
special concern in software is the failure to test using 
sufficient off-nominal conditions and considering 
hardware failures and improper inputs. 

On November 16, 2000, the Space Technology and 
Research Vehicles (STRV) microsatellites STRV 1-C and 
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STRV 1-D were launched on an Ariane 5 launch vehicle. 
STRV 1-C was intended to perform accelerated life 
testing of new components and materials in the high 
radiation environment of geosynchronous transfer orbit. 
STRV 1-D carried additional experiments. Two weeks 
after launch STRV 1-C displayed control problems; 
STRV 1-D exhibited the same problems a few days later. 
Eventually, both spacecraft lost communications with the 
ground. Investigations after the loss of the spacecraft 
found that a software error provided continuous current, 
instead of a short pulse, to latching relays. The 
continuous current heated the relays and degraded their 
insulation, which resulted in a short circuit that disabled 
the main receiver. A secondary receiver existed for 
redundancy, but this secondary receiver had been isolated 
by a trip switch. The trip switch required a ground 
command to be reset, and this could not be done without 
communications through the primary receiver. The 
problem was traced to a software specification that did 
not incorporate a requirement to command the relays by 
pulse. The problem was not found on the ground because 
the test software drove the relays with pulsed signals 
(Harland and Lorenz 2005). 

2.6 Inadequate hazard tracking and anomaly 
reporting processes 

Accident analyses often show that clues existed before 
the mishap occurred.  Such clues frequently take the form 
of anomalies observed during the life cycle of a project.  
Therefore, learning from failure is critical to improving 
safety and preventing accidents. Anomalies discovered in 
the life cycle development must be properly reported to 
learn from those problems. In addition, a closed loop root 
cause and corrective action process must be in place to 
translate the documented anomalies into safety actions. 
That process must assure that hazard reports are re-
evaluated as problems are found.  

On August 12, 1998, the Titan IV A-20 launch vehicle 
lifted off from Florida. The rocket was carrying a 
classified National Reconnaissance Office payload. 
Approximately 40 seconds into flight the launch vehicle 
pitched down and began to break up, then automatically 
destroyed itself when the Inadvertent Separation Destruct 
System initiated the destruct sequence as soon as one of 
the solid rocket motors separated from the core booster. 
The payload was lost, although there were no injuries as a 
result of the accident. The accident investigation board 
found that exposed wires shorted during flight, causing an 
intermittent outage of the Missile Guidance Computer 
(MGC), which in turn lost the signal to the Inertial 
Measurement Unit (IMU) used to guide the rocket. The 
MGC recovered power, but the IMU then provided a false 
indication that the launch vehicle had pitched up and to 
the left (it had in fact been flying on the correct course). 
To compensate for the perceived pitch up, the MGC 
commanded the launch vehicle to pitch down and to the 
right. The aerodynamic stresses from these movements 
exceeded the structural margins of the launch vehicle and 
the rocket began to break up, ultimately destroying itself. 
The accident investigation board did not identify the 
source of the wire damage leading to the short circuit. 
However, the board reviewed historical records and 

identified hundreds of wiring faults and defects at the 
factory that were later discovered by inspection, and 
found previous incidents of short circuits while in flight. 
The board noted that the guidance system design was a 
causal factor because the timing signal from the MGC to 
the IMU was unable to withstand power transients that 
could reset the computer (U.S. Air Force 1999). 

2.7 Failing to adequately manage change 
While change is a normal part of the engineering process, 
there is no such thing as a minor change with respect to 
software safety. All changes to safety-critical systems 
must be evaluated because even minor changes can have 
major safety impacts. This typically means that 
organizations must have robust change management and 
configuration management systems, and changes must be 
factored back into the hazard analysis. 

On October 24, 2002, a grinder exploded at the 
Foreman Quarry and Plant in Foreman, Arkansas. An 
operator was killed when flammable waste fuel covered 
him and ignited. The operator had started the pump for 
solid waste fuel processing when the accident occurred. 
The U.S. MSHA stated that the cause of the accident was 
that the safety monitoring system designed to shut off the 
waste fuel system pump had not been maintained so that 
it functioned properly. The Foreman Quarry and Plant, 
operated by Ash Grove Cement Company, mined 
limestone and processed it for use in Portland cement. 
Kilns were used in the processing, and these kilns were 
heated by burning coal, natural gas, and liquid waste fuel. 
The liquid waste fuel was delivered by truck or railcar 
and pumped into large storage tanks. From the storage 
area it was pumped through a grinder to reduce the 
particle size of the solids in the fuel. Two independent 
systems monitored and controlled the waste fuel delivery. 
A Foxboro Intelligent Automation Distribution Control 
System (I/A DCS) monitored and recorded normal 
operating parameters. The Foxboro also issued audible 
and visual alarms that were available at the plant control 
room. A PLC provided basic start up and shutdown of the 
system and responded to commands from the Foxboro. 
On the day of the accident the Foxboro sensed that the 
fuel delivery pressure was low, apparently due to 
blockage in the line. As designed, the Foxboro sent a 
command to the PLC to shut down the pumps. However, 
the PLC failed to respond and the pumps kept running. 
Three months prior to the accident this PLC had been 
installed; this was supposed to be a simple replacement of 
an older PLC of similar capability. However, the Foxboro 
had not been connected to the newer PLC, and the 
connections remained to the older non-functioning PLC. 
The system had never been tested with the new PLC. A 
test had been scheduled three days prior to the accident 
but had been aborted when a pump failed during the test; 
the test had never been rescheduled. The accident report 
stated that the blockage may have broken free just prior to 
the accident. With the pumps running, the pressure 
elevated   significantly   and   a   “water   hammer”   effect  
caused overpressurization in the system at the grinder. 
The grinder was torn loose from its base, spraying fuel 
and pulling loose a 480-volt cable that ultimately served 
as an ignition source (U.S. MSHA 2003b). 
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2.8 Weak safety culture  
Most accidents are the result of a confluence of factors, 
and not just the result of failures of components or 
systems. Since the greatest threats to safety often 
originate in organizational issues, many industries have 
begun to realize that making the system safer requires 
improvements   in   the   organization’s   safety   culture.    
However, not all organizations have been successful in 
improving and maintaining organizational safety. 

On April 21, 2010, the chief engineer on the container 
ship Ever Excel died when he became trapped between 
the  top  of  the  ship’s  passenger  lift  and  the  edge  of  the  lift  
shaft. According to the U.K. Marine Accident 
Investigation Branch (MAIB), at the time of the accident 
the ship was undergoing a routine compliance inspection 
in Kaohsiung, Taiwan. The second engineer was unable 
to open the lift shaft doors to complete the inspection. 
The chief engineer tried to solve the problem and entered 
the lift car, climbed through an escape hatch, climbed on 
top of the lift car, and closed the hatch. The second 
engineer incorrectly believed that the chief engineer had 
set the controls to manual mode to take control of the lift 
car. Therefore, the second engineer released the 
emergency stop button then turned the reset key attached 
to the lift door. By closing the emergency hatch door the 
chief engineer had disabled the first safety barrier, an 
interlock that would not allow the lift to operate with the 
door open. The second engineer removed the second 
safety barrier, the emergency stop, by releasing the 
emergency stop and resetting the system. As a result, the 
lift returned to its normal automatic operating mode, and 
the lift automatically moved upwards, trapping and 
asphyxiating the chief engineer. The MAIB report noted 
that the crew had failed to follow manufacturer-suggested 
procedures in performing lift maintenance. The report 
also stated that the crew was unable to release the chief 
engineer after the accident and damaged the lift because 
they had not practiced emergency operation of the lift. In 
addition, the report identified a weak safety culture in the 
organization,  stating,  “It  was  evident  that  completing  the  
task was considered more important than working 
safely.”  The  report  went  on  to  state  that  communications  
were poor, risk assessments were not completed, there 
was little feedback provided to the crew on safe 
procedures, the company did not make use of previous 
accident and incident reports, and auditing was 
ineffective (U.K. MAIB 2011). 

3 Overall Software Safety Lessons Learned 
The accidents and incidents described here illustrate that 
there are significant challenges in the software safety 
discipline, and that organizations often fail to perform 
effective software safety efforts as part of an overall 
system safety approach. Some broad lessons learned that 
emerge from the examination of hundreds of accidents 
(Hardy 2012) include the following. 

 Decisions made in the acquisition and planning 
phases of development can profoundly affect 
safety. Planning typically involves trade-offs 
between many different facets of the program, 
including cost, schedule, performance, and 
safety. Poor planning can lead to unexpected 

safety consequences, and many safety decisions 
are actually made in the planning and acquisition 
phase. However, software safety personnel are 
often not included in early phases of a program 
when those critical decisions are being made. In 
addition, adequate resources may not be 
allocated to the software safety effort. This can 
result in a failure to perform hazard analyses and 
identify safety requirements early in the program 
when these activities provide the most impact. 

 Communication barriers between software 
engineers, hardware engineers, safety 
personnel, and management are common. No 
one person can fully understand a complex 
system, especially one with software. Therefore, 
multiple individuals and organizations must 
interact and trade information to effectively 
reduce risk. This means that different parts of 
the organization must learn  to  speak  each  other’s  
language. Communications between customers 
and suppliers must also be open and frequent. 
Misunderstandings and miscommunication are 
often contributors to accidents. Some of those 
misunderstandings come from inadequate 
requirements management efforts. 

 Software hazard causes are oversimplified or 
focused only on failures. Review of a number of 
hazard reports from different organizations has 
shown that software hazard causes and controls 
often do not provide sufficient detail or clarity. 
Software causes may be generically stated as 
“software  error,”  instead  of  defining  specifically  
the software functionality that can lead to an 
undesirable outcome. The focus is often on 
failure of the functionality to work, but other 
causes, such as inadvertent operation, may be 
ignored. Interfaces, especially those between 
software and hardware, may be misunderstood, 
and interactions between components are not 
explored. The software hazard analyses may not 
pay enough attention to those cases where the 
software works exactly as intended, but the 
implemented functionality is unsafe.  

 Risks may be underestimated and optimistically 
evaluated. Risk assessments allow organizations 
to make decisions about uncertain futures given 
existing knowledge. Assessing the risk of 
software-related systems presents challenges in 
large part because the evaluation of the 
likelihood of the hazard is difficult. Instead of 
using that limitation as an opportunity to 
carefully consider many different risk factors, 
organizations instead may create optimistic 
projections of what they want to happen. Or they 
may equate past success with low risk, ignoring 
the fact that testing and operations cannot 
feasibly consider all combinations of possible 
inputs. 

 Hazard controls may rely on good software 
processes and testing. System safety efforts 
should follow the design order of precedence, 
where the first approach is to try to design out 
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the hazard or minimize the risks through design 
selection. Software is no different in this regard. 
Yet organizations may still focus on quality 
control and quality assurance efforts, such as 
focusing on good software processes or 
extensive unit testing, to prove that the design is 
safe. However, software processes and testing 
will not prevent an accident if the software 
design is flawed with respect to safe system 
operations. 

 There   may   be   a   failure   to   ask   “what   if   the  
hazard   controls   don’t   work?” Organizations 
may implement what appear to be effective 
controls, but then do not take the analysis any 
further. While organizations certainly 
understand that those controls may fail, they do 
not take the next step and ask what happens if 
they do not perform their function or perform the 
function incorrectly. Organizations make 
optimistic assumptions about the ability of the 
system, including hardware, software, and 
humans, to come to the rescue when the 
undesired event happens. 

 Testing tends to focus on functional operation 
and not off-nominal conditions. Testing can be 
expensive, and most organizations are limited in 
the resources they can apply to testing. 
Therefore, the focus is naturally on making sure 
the system meets the requirements. This is 
necessary, but not sufficient. Many accidents 
have shown what can happen if testing does not 
include off-nominal scenarios and abnormal 
conditions. Testing should not just address what 
is required but also include what can go wrong.  

 Testing may not provide information on 
subsystem and component interactions. Software 
and computing system accidents occur most 
often because of unanticipated interactions, not 
because the software was poorly coded. A 
number of accidents have occurred when no 
component failed in the conventional sense, but 
the interaction of components caused a system 
failure. Therefore, a significant focus of safety 
testing must be on a fully integrated system, 
with testing of end-to-end events. That testing 
must include stressing of the software, and 
should include interactions of the software with 
hardware, humans, and environments. Many 
verification efforts however fail to perform 
sufficient integrated system testing, or include 
operator interaction in that testing.  

 Anomalies may not be factored into the design 
or hazard analysis. Learning from failure and 
problems is essential to safety. These problems 
provide clues of accidents yet to come. 
Therefore, software problem reports, like those 
of hardware, should be part of a larger root cause 
and corrective action system. These problem 
reports should include issues found during actual 
operation. Yet organizations do not always take 
these problems seriously or use those problems 
to look for issues that could lead to system 

failure. Software does not have to be perfect to 
be safe, and not all errors impact safety. But 
errors in safety-critical functions should be 
investigated and corrected. Conversely, 
organizations may incorrectly assume that a lack 
of anomalies or mishaps implies that the system 
is safe; in fact, latent errors could exist, and 
these errors may contribute to an accident. 

 Software change management and hazard 
analyses processes may not be integrated. 
Engineering by its very nature is an activity that 
requires change, and changes occur in the 
hardware, software, processes, and organizations 
throughout development and into operation. 
While a number of organizations may have 
strong configuration and change management 
practices, those practices do not always integrate 
with the hazard analysis process.  Hazards may 
fall through the cracks if those processes are not 
integrated. 

 Human-software interactions have significant 
safety implications that are often 
underestimated. Humans interact with hardware 
and software in positive and negative ways. 
Organizations may not understand the 
importance of human-software interactions or 
pay as much attention as they should to displays 
and control panels. In addition, they may make 
changes to user interfaces and information flow 
on critical systems without adequate assessment. 
Organizations may count on operators saving the 
day when a bad day occurs in complex, 
software-intensive systems, but they may not 
provide proper tools and training to enable 
operators to perform those safety-critical 
functions. 

 Support software may be as critical to safety as 
control software but may not be included in 
safety analyses. The focus of most software 
safety efforts is naturally on software that 
directly controls an operation. But software and 
computing systems show up in many different 
parts of the system, and this support software 
may turn out to be safety-critical. Support 
software, including models and simulations, may 
be just as hazardous as controlling software, but 
it is often not thoroughly examined.  

 Hazard analyses and safety systems may not be 
updated using operations and maintenance 
experience. It is usually during the initial 
operating phases that the most is learned about 
the system. However, organizations may fail to 
feed what is learned in operations and 
maintenance back into their safety analyses.  

4 Promoting a Questioning Attitude in 
Software and System Safety 

It is important to promote the use of system safety 
methodologies and analyses.  It is difficult to understand 
and then decrease the risk of complex technologies 
without the use of a structured approach to identifying 
and controlling hazards.  However, as discussed above, 
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lessons learned from past accidents and experiences point 
to the importance of cultivating and encouraging a 
questioning attitude toward all aspects of the system 
safety process, especially where software and computing 
systems are important for safety. Implementation failures 
can occur in any of the system safety process steps.  We 
should use lessons learned such as those described in this 
paper to help us understand how previous efforts failed to 
prevent accidents, and how our own efforts might be 
similar. We should require compelling evidence before 
concurring with the analysis.  

Most importantly, we should ask critical questions 
about the overall software and system safety process. By 
asking focused questions we can challenge assumptions. 
Such questions can stimulate thinking and get people to 
open up about the risks. Good questions allow us to view 
the system holistically, rather than just as the sum of its 
parts. Examples of such questions include the following: 

 Do plans reflect how business is really done?  
Are plans reviewed?  Do plans have unrealistic 
schedules or resource allocations?  Is software 
part of that planning? Poor or unrealistic plans 
may reflect an organization that does not truly 
place a priority on safety activities. 

 Is there a convincing story that the safety 
analysis is complete and thorough, and that 
software’s   contributions   to   hazards   have   been  
identified?  Did the analyst use multiple tools 
(fault tree, hazard analysis, etc.) to perform the 
analysis?  Were checklists, accident reports, 
previous experience, or a combination of those 
employed?  Failure to show that the problem is 
being looked at from multiple perspectives could 
be an indication that there are holes in the 
analysis and that significant problems may not 
be identified. 

 Are the reports detailed enough? Are causes 
descriptive? Does the logic make sense and is it 
complete? Do controls match up with the causes, 
showing a one-to-one or many-to-one relation?   
Lack of detail could be an indication of 
insufficient knowledge of the system, or lack of 
information on the system. 

 Are the hazard controls primarily procedural 
rather than design changes, safety features or 
devices?  Is there an overreliance on humans and 
software   to   “save   the   day”?   Overreliance on 
operational controls may indicate a weak safety 
design. 

 Can the control strategy actually be implemented 
and verified?  Is the control strategy so complex 
that it will be impossible to determine whether it 
will work when needed? Is the control truly 
effective? Are controls truly independent?  
Complex controls or overlapping control 
strategies may be an indication of a weak safety 
design.   

 Has the risk assessment truly considered the 
worst case? What is the basis for the likelihood 
levels? Has the risk assessment considered lower 
severity but higher likelihood cases? Is the risk 
analyzed by cause and by phase? Failure to 

provide good answers to these questions 
indicates a potential misunderstanding of the 
risk. 

 Are problems found in test and design included 
in the hazard reports and factored into the 
design? Failure to incorporate problems and 
corrective actions is an indication of the 
potential to miss serious design flaws. 
 

These questions help to identify whether the system 
safety process is robust. However, we must also ask 
questions related specifically to the use of software and 
computing systems in complex systems. The best 
questions come from real-world examples of accidents 
where software has been a contributor. Some examples of 
questions are as follows, and others can be found in 
Hardy (2011). 

 Have safety-critical software, commands, and 
data been identified? 

 Do hazard controls for software-related causes 
combine good practices and specific safeguards? 

 Do standards exist for software peer reviews and 
other design reviews? 

 Is software and system testing adequate, and do 
tests include sufficient off-nominal conditions?  

 Is the computing system design overly complex? 
 Is the design based on unproven technologies? 
 What happens if the software locks up? 
 Are the sensors used for software decisions fault 

tolerant? 
 Has software mode transition been considered? 
 Has consideration been given to the order of 

commands and out of sequence inputs? 
 Will the software and system start up and shut 

down in a known, safe state? 
 Are checks performed before initiating 

hazardous operations? 
 Will the software properly handle spurious 

signals and power outages? 
 
These are by no means all the questions a decision 

maker should ask, and positive answers to these questions 
provide no assurance that an accident will be prevented. 
These questions should encourage critical thinking and 
generate additional safety questions to provide further 
insight on system risk. A failure to ask these questions 
could mean that the potential for an accident is higher 
than we had assumed. 

We also have a responsibility as system safety 
practitioners to share our doubts and questions with 
decision makers to allow them to understand what we do 
not know and where uncertainties exist. In particular, we 
should: 

 Avoid oversimplifying the potential hazard 
causes. Identifying hazard causes in complex, 
automated systems can be a difficult process, 
and decision makers should be made aware of 
the challenges in performing this activity.  
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 Do not downplay uncertainties, especially with 
likelihoods. Obtaining credible reliability 
estimates for software may not be possible for 
new systems, and qualitative risk assessments 
should be supplemented with analyses of other 
factors such as complexity, maturity, degree of 
system testing, and so on. 

 Do not self-censor, especially with respect to 
hazard controls. When safety practitioners are 
aware that a contract has been issued which 
limits the choices of hazard controls, it is natural 
to eliminate options from consideration. 
However, the decision maker should be aware 
that such choices are being made. 

 Provide alternatives, but discuss the tradeoffs in 
risk. Rather   than   simply   saying   “no”   to   an 
activity, safety practitioners should provide the 
decision maker with options, then clearly 
describe the risk of each option. 

 Discuss the limitations of the testing and 
verification efforts. It is practically impossible to 
test every possible combination of software 
inputs, or test every possible hardware or 
software configuration to be used. Decision 
makers should be made aware of these 
limitations.  

 Be clear about the effects of failures and 
changes during development and the potential 
for increased risk. Problems discovered during 
development and in operation, and changes 
resulting from problem fixes and upgrades, can 
have major impacts on safety. 

 Use accidents and incidents to provide support 
for safety conclusions. Decision makers will 
respond more favorably to our conclusions if 
there is concrete evidence to back up our claims. 
We should use available accident and incident 
reports to provide that evidence. These  “stories”  
will also resonate better than statistics with 
decision makers in making our case. 

It is up to all stakeholders to look for those conditions 
that could lead to an accident and to recognize that the 
worst can happen. This means we should all express 
concerns about safety management and engineering when 
necessary based on our knowledge, experience, and 
judgment, and based on lessons learned from accidents. 
We must ask questions to understand the potential for 
harm, to understand the steps taken to assure that the risks 
have been reduced, and to assure that there is proof that 
hazard controls are effective. And we must openly and 
honestly communicate what we do not know. We will 
never eliminate risk, nor do we want to. Without risk 
there is no reward. But it is up to all of us to promote and 
encourage a questioning attitude to ensure that we are 
knowledgeable of those risks and to assure that the risks 
have been appropriately reduced. 

5 Summary 
System safety can provide immense benefits to any 
industry, especially those designing, building, and 
operating complex systems using software and computing 
systems. By proactively identifying hazards, assessing 

and characterizing risks, and taking actions to reduce 
those risks, organizations can prevent accidents and 
reduce the potential for death, injury, property damage, 
and environmental impacts.  However, poor system safety 
analyses can result in precious resources being used on 
low risk activities while larger risks are ignored.  When 
applied inappropriately, system safety methods can lead 
to overconfidence and result in an underestimation of 
certain important risks.  System safety efforts should be 
promoted and advocated, but we should also promote a 
questioning attitude to further the discipline.  We should 
understand the ways that these analyses can provide 
misleading results, especially in software-intensive 
systems, and we should examine the ways in which risk 
can increase by the actions we take. Lessons learned in 
the form of accidents and experiences in implementing 
the system safety process should be used to fuel those 
questions. It is through a questioning attitude that system 
safety and software safety efforts can accomplish their 
main goal -- preventing accidents.  
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Abstract 

Harm from consumer products is an increasingly serious 
problem that people have to face. There are too many 
consumer product related injury or fatality events 
occurring each year. To avert or mitigate the harm from 
consumer product related events, system safety 
methodologies can be used in the consumer product 
domain. This paper will focus on the perspective of 
identification and analysis problems in relation to causal 
factors with respect to consumer products. For a selected 
consumer product, we use a case study, standard matching 
and warning information to prepare a PHL to list the 
potential hazards – including causal factors leading to 
consumer product related injuries. Furthermore, based on 
the typical injury scenarios, we combine the FTA and 
FEMA together to form a composed method, which can be 
used on accident causal analysis within the consumer 
product safety domain.  

Keywords: Preliminary Hazard List (PHL), Fault Tree 
Analysis (FTA), Failure Mode and Effects Analysis 
(FMEA), Consumer Product Safety, Injury Scenarios. .

1 Introduction 

A consumer product is generally defined as any tangible 
good for sale that is used for personal, family, or 
household  (non-business) purposes; a product which 
usually is intended to satisfy consumers’ living-need. The 
determination as to whether a tangible good is a consumer 
product depends on the view of national regulatory 
authorities on a case-by-case basis. This basis may vary 
from one jurisdiction to another. For example, the U.S. 
Consumer Product Safety Commission (CPSC) lists more 
than 15,000 different types of consumer products. 

Although there are some differences in demarcation 
of consumer products among different countries, we all 
agree that consumer product safety is an important issue. 
We know  the U.S. Consumer Product Safety Act (CPSA) 
requires manufacturers, importers, distributors and 
retailers to notify the CPSC immediately if they obtain 
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information that reasonably supports the conclusion that a 
product distributed for commerce (1) fails to meet a 
consumer product safety standard or may be subject to a 
banning regulation, (2) contains a defect which could 
create a substantial product hazard to consumers, (3) 
creates an unreasonable risk of serious injury or death, or 
(4) fails to comply with a voluntary standard upon which 
CPSC has relied under the CPSA. 

On one hand, people cannot live without consumer 
products; on the other hand consumer products-related 
injuries happen often. According to the U.S. National 
Electronic Injury Surveillance System (NEISS) [01], more 
than 10,000,000 people visit hospitals each year because 
of consumer product related injuries; Table 1 summarizes 
the consumer product injuries in America in recent years.   

Time 
(year) National injury estimate 

National 
fatalities 
estimate 

2003 12 720 963 8  054 

2004 13 096 938 7  120 

2005 13 096 983 6  259 

2006 13 232 263 5  440 

2007 13 232 338 5  439 

2008 13 456 353 5  825 

2009 13 966 353 5  379 
2010 14 694 928 5  686 

Table 1: U.S. NEISS Data 
Note: Information collection based on 

https://www.cpsc.gov/cgibin/NEISSQuery/home.aspx

In Europe, the Injury Database (IDB) is an internet 
database set up by DG SANCO (Directorate General for 
Health and Consumer Affairs), a European Public Health 
Alliance, in 1999. Although the IDB as yet does not cover 
all countries in Europe, it can still provide useful injury 
information (see Table 2).  

As yet there is no accurate data available on 
consumer product related injury events in China. We 
therefore need to make use other data sources to identify 
the extent of consumer product related injury resulting 
from products made in China. We refer to the RAPEX 
reports and CPSC recall reports. 

RAPEX is the European Union Rapid Alert System 
that facilitates the rapid exchange of product safety 
information between Member States and DG SANCO on  

Proc. of the Australian System Safety Conferrence (ASSC 2012)

Page 77



 
Countries  and Injury Situat ion 2003 2004 2005 

In ju r ies  cases  563000  581000  589000  
Aus t r i a  

Inc idence  Ra te  70  72  72  
In jur ies  cases  468000  443000  438000  

Denmark  
Inc idence  Ra te  87  82  81  
In jur ies  cases  5793000  6885000  9723000  

France  
Inc idence  Ra te  94  110  155  
In jur ies  cases  617000  596000  599000  

Nether lands  
Inc idence  Ra te  38  37  37  
In jur ies  cases  654000  595000  578000  

Por tuga l  
Inc idence  Ra te  62  57  55  
In jur ies  cases  520000  521000  508000  

Sweden  
Inc idence  Ra te  58  58  56  

Table 2: Injury Status based on IDB (Injury Database) 
Note:  Information from https://webgate.ec.europa.eu/idb/index.cfm?fuseaction=idbnetwork

Incidence Rate: Injuries per 1000 inhabitants 

measures taken to prevent or restrict the marketing or use 
of products posing a serious risk to the health and safety 
of consumers. According to the Annual Reports [02, 03] 
on the operation of the Rapid Alert System for non-food 
consumer products, the total number of unsafe products 
notified through RAPEX in 2010 was 1963, marking a 

15.5% increase over the previous year. Among them, the 
number of products notified coming from China was 1134, 
which accounts for some 57.8% of total number of 
notifications. Table 3 lists the total number of banned 
products and the number of banned products from China, 
by European countries in recent years. 

 

 2005 2006 2007 2008 2009 2010 

Notified number of 
Chinese products 

346  
(49 .4%)  

440  
(47 .6%)

689  
(50 .8%)

869  
(56 .2%)

990  
(58 .3%)  

1134  
(57 .8%)

Total number of 
notifications 701  924  1355  1545  1699  1963  

Table 3˖Number of RAPEX notifications 2005 - 2010 
Note: Information collection based on RAPEX Annual Reports 

In United States market, from the recall reports [04] 
issued by CPSC, the number of recalled products from 

China exceed over 50% of total number of recall reports 
in recent years, see the Table 4. 

 
  2005  2006  2007  2008  2009  2010  

Number  o f  reca l l  
r epor t s  fo r  China

156  
43 .2% 

172  
47 .8% 

302  
61 .4% 

227  
51 .7% 

218  
50 .1% 

218  
54 .1%

Number  o f  reca l l  
r epor t s  fo r  U.S .A

81 
22 .4% 

66  
18 .3% 

66  
13 .4% 

67  
15 .3% 

74  
17% 

69  
17 .1%

Tota l  number  o f  
reca l l  r epor t s  361  360  492  439  435  402  

Table 4˖Unsafe products recalled by CPSC 
Note: Information from http://www.recalls.gov/ or http://www.cpsc.gov/ 

According to the data sources above, we can easily 
see that consumer product safety is a serious problem in 
China. However we need to highlight that not all the 
notified or recalled China made products for the Europe 
and USA markets can be attributed to China, as some of 

the unsafe products were made in China by non-Chinese 
companies. So, to improve the safety of consumer 
products requires global commitment. Whilst this is a 
major challenge as evidenced by the yearly notified and 
recalled products, this is an even bigger challenge for 
China. In fact, the Chinese government has taken 
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measures to improve the consumer product safety by 
funding research, such as the research which is the subject 
of this paper. 

2 The Approach 

In order to avert or mitigate the loss from consumer 
product related injury events, we apply System Safety 
Methodologies to consumer product safety. One 
important thing is that we need to consider how to 
identify the hazard -- including causal factor to consumer 
product related injuries events. In this paper, we use a 
combination method of case study, standard matching and 
warning information to prepare a PHL to list the potential 
hazards. We also develop an S-FFA method by 
combining FTA and FMEA together to analyse the 
reasons. Here, S-FFA means System Fault and Failure 
Analysis. We share some results achieved under the 
research program “Research on the impact factors of 
quality safety for consumer products and its standard 
development” supported by the Ministry of Science and 
Technology of the People’s Republic of China. 

We know that the concept of hazard is fundamental 
in the system safety domain. It is “a condition that is 
prerequisite to a mishap” [05]. In more detail, it is “a 
potential condition, or set of conditions, either internal 
and/or external to a system, product, facility, or operation, 
which, when activated transforms the hazard into a series 
of events that culminate in a loss(an accident).” For 
consumer product safety, we also talk about hazards in 
general. However we specially emphasize the hazards 
which are directly from the product itself. We consider 
them as causal factors which could possibly lead to an 
injury event taking place. In order to determine the causal 
factors, we designed a two-stage identification procedure. 

2.1 Identification and PHL 

At the first stage, we collect the potential hazards, mainly 
through three channels, a case study, standard matching 
and the RAPEX notification reports. To some extent, we 
can consider the potential hazards decided at this stage as 
the content of PHL. We insist on including much more 
information in the PHL to assist in the identification of 
the key or confirmed causal factors at the next stage. 

Now, for a selected consumer product, we try to 
identify and analyse those causal factors which could 
have possibly led to an injury event that has occurred. 

2.1.1 RAPEX and notification 

RAPEX was developed to comply with the European 
Directive 2001/95/EC [05]. The Directive imposes a 
general safety requirement on any product put on the 
market for consumers or likely to be used by them, 
including all products that provide a service but excludes 
second-hand and antiques. Through a weekly notification 
report, RAPEX advices information on potential unsafe 
consumer products found in the Europe market in order to 
give customers the necessary alert quickly. Products 
notified through the RAPEX system pose a serious risk to 
the public. A serious risk is defined as one which requires 
rapid intervention by the public authorities, and it 

includes risks with effects that are not immediate. 
Therefore, from the notification reports, one can find 
many messages about the potential causal factors. For 
example, RAPEX Report 6 [06], published on 
10-02-2012 described one brand of children’s sweatshirt 
that has possible strangulation dangers due to the 
presence of a drawstring in the hood and neck area, which 
does not comply with the relevant European standard EN 
14682. The action stated “withdrawal from the market 
ordered by the authorities”. It is natural for us to therefore 
consider the inappropriate drawstring to be a potential 
causal factor leading to an injury. So, we add it to the 
PHL. 

2.1.2 Standard matching 

Based on the notification report above, we cannot assert 
that the sweatshirt will actually result in an injury. What 
we know is that the product does not comply with a 
European standard, EN 14682. This suggests that we 
should look for all standards relevant to the selected 
product when we consider its safety. We call this 
procedure standard matching. By looking for conflicts 
and omissions with standards, we can see whether some 
attribute of the product is not compliant. In practice, one 
useful way to find the potential causal factor information 
is through standard matching. 

2.1.3 Case study 

Compared to standard matching and product notification, 
a case study can give much real information about the 
causal factors. Let us analyse real accident cases for 
similar products. From January 1985 through January 
1999, CPSC received reports of 22 deaths and 48 
non-fatal incidents involving the entanglement of 
children’s clothing drawstrings. Once the actual causal 
factor, namely the drawstring, had been determined (see 
Figure 1), CPSC issued a guideline to help prevent 
children from being strangled or getting entangled by the 
neck and waist drawstrings of upper outerwear garments, 
which impelled the ASTM (ASTM International, 
formerly known as the American Society for Testing and 
Materials) to adopt the Standard Safety Specification for 
Drawstrings on Children’s Upper Outerwear. It is easy to 
see that through a case study we can not only learn the 
causal factor but also enrich the safety standard for 
consumer products. 

All findings at this stage can be collected as the 
potential causal factors for the selected consumer 
products. 

                   
Figure 1: Information source from CPSC website 

http://www.cpsc.gov/CPSCPUB/PUBS/208.pdf
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2.2 The S-FFA Method 

At the next stage, we continue the identification using the 
potential causal factors, and specially propose some 
injury scenarios, which can be thought as the sequence of 
events from which injuries can arise from that causal 
factor. In general, injury scenarios can be a 
comprehensive sequence description based on some real 
injury events that have actually occurred, or some 
hypothetical, but plausible sequence of events by experts, 
possibly refined through some experimental analysis. 
Sometimes, the information of potential causal factors is 
also useful to suggest an injury scenario. 

It is necessary to consider the consumer for whom 
the product is intended and how the consumer uses the 
product in identifying the injury scenario, assuming that 
the consumer follows the user instructions or, if there are 
none, the expected normal handling and use for the 
product. Furthermore, other scenarios should be 
developed that include vulnerable consumers, slight or 
more pronounced deviations from normal use, 
unfavorable conditions of use, such as the situation shown 
in Figure 1. 

There are many system safety methodologies; we 
will adapt some of these to make them more suitable for 
consumer product safety. Here, our purpose is to find the 
key “confirmed” factors that relate to the injury scenario 
for a selected product. In order to do it, we propose the 
S-FFA (system fault and failure analysis) method. S-FFA 
combines the FMEA and MFTA (Modular FTA) methods 
into one, (see Figure 2). 
 

 
Figure 2:  Two-stage identification procedure 

At the end of the first stage, we have established a 
PHL to identify the many potential causal factors. We 
then need to find underlying the key factors, the 
confirmed factors that relate to the many causal factors. 
The aim is to undertake improvement measures for the 
information gained about these key factors. At the second 
stage, we make use of the S-FFA method to find the 
confirmed factors from the potential causal factors. In 
other words, we applied S-FFA to do the analysis in two 

ways; one from injury scenarios derived from the 
Potential Causal Factors; the second from posturing likely 
injury scenarios purely from a user perspective. 

Since FMEA is a methodology used in product 
development for the analysis of potential failure modes 
within a system, thus enabling classification by the 
severity and likelihood of the failures, it can be adopted to 
do bottom-to-up analysis here. For a selected potential 
causal factor, if FMEA analysis leads to an injury 
scenario, or a situation description relevant to a consumer 
product injury event, the selected factor can be considered 
as a confirmed factor. 

On the other hand, we can use MFTA to do the 
top-down analysis. MFTA (Modular FTA) is a variant of 
FTA that better suits consumer product safety. In general, 
consumer products have many attributes. However, when 
considering the safety attribute, we need only consider the 
structure of the product, the components and parts that 
compose the product, and the inherent (factor) property of 
the product. This allows us to simplify the FTA procedure 
for the analysis of consumer product safety. For a selected 
product and starting with one injury scenario, we get into 
the component level analysis to identify which component 
is the cause of the injury event. Then we further 
decompose the component to the part level, to identify 
the problem part within the component. Finally, at factor 
level, we need to determine what inherent property of the 
product causes the part to be the problem. This kind of 
FTA procedure can usually be achieved in three levels. 
We call this three-level analysis procedure an MFTA. The 
output of MFTA would contain the findings about the 
causal factors to the injury scenario; they can be 
considered to be the confirmed factors. It is easy to use for 
people who are non-experts in system safety, because the 
routine procedure is relatively simple. Figure 3 is an 
illustration of this three-level MFTA for a textile-bruise 
scenario, i.e. a bruise injury scenario due to a textile. 
 

 
Figure 3: Bruise analysis for textile 

For the bruise analysis, we focus mainly on two 
reasons: one is the consumer’s behavior, for example, 
children are apt to bite or tear at the clothes, which is 
shown in the left branches of the tree at the top level; the 
second is from the product itself, for which more analysis 
is required. Past experiences with similar products are 
useful here. Buttons, decorative articles, zippers, buckles 
etc would be causal factors to the bruise injury, and are 
shown at the bottom of the tree in Figure 3. 
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Between 2008 and 2010, we undertook an R&D 
project titled “Research on the causal factors of quality 
safety for consumer products and its standard 
development” and supported by the Ministry of Science 
and Technology of the People’s Republic of China. We 
found that consumer product safety is a serious problem 
in China and a complex issue to understand the 
mechanism resulting in consumer product injury. We 
proposed a description of the mechanism using a 3-branch 
and 3-level tree-like diagram shown in Figure 4. 

3-branches 

It is easy to see the three branches for analysing an 
injury event or establishing an injury scenario; personal 
(human) factors (left branch), the product itself (middle 
branch), and usage conditions (right branch). The 
personal factors may contain information about the 
vulnerability of the people, predictable misuse of the 
product etc; the usage conditions usually relate to the 
environment e.g. high temperature, high pressure, high 
voltage and extreme weather etc. We are going to put 
more emphasis on the product itself, because it is here 

where we can take measures to reduce or mitigate the 
harm, for example, by changing the design, by improving 
the production process and by enhancing the quality. 

3-level analysis for consumer product 

Our main purpose is to analyse the (key) causal 
factors to an injury event related to some consumer 
product. Any method for this purpose should be practical 
and pragmatic. The 3-levels for consumer product are: the 
component level of the product, the part level of the 
product (or the component), and the factor which is the 
inherent property of the product which causes the product 
injury event to occur. 

From the mechanism discussed above in the way a 
consumer product injury occurs, we can use the S-FFA 
method to do the causal factor analysis. The pictorial 
representation of our integrated approach is shown in 
Figure 4 above. For the safety analysis of consumer 
products, the simpler three-level thinking is reflected by 
the middle branch in Figure 4. Of course, we also must 
consider the personal factors and the usage conditions. 

 

 
Figure 4: Three-level top-to-down analysis 

3 Conclusion 

Clearly, consumer product safety is important. We 
discussed how to apply the System Safety Methodologies 
to Consumer Product Safety and demonstrated the 
usefulness of System Safety techniques. The tools and 
methods we developed have been utilized to identify the 
injury causes for textile products and electrical appliance 
products. Based on our findings on the causal factors for 

the selected products, we are making effort to raise the 
safety level through improving design of the product, 
revising the related product standards, even remolding 
production processes. 

For consumer product safety, the identification of 
the causal factor is just a first step; we then need to 
undertake further analysis and (risk) assessment. We are 
expecting to have our own (consumer product related) 
injury data base like NEISS and an early alert system like 
RAPEX such that we are at a position to do more 
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quantitative analysis, to improve decision making with 
respect to consumer product safety. In addition to, we 
need to also encourage safety education, emphasizing 
both the responsibility of the government and enterprises. 

The authors would like to thank the anonymous 
reviewers for their detailed comments and suggestions. 
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Abstract 
This paper introduces an empirical research method for 
systems engineering based on the examination of work 
products. To illustrate the method we describe an 
investigation of safety risk assessment as it is actually 
recorded, rather than the standards, forms and procedures 
used to guide risk assessment. A body of risk assessments 
was collected via a combination of public search, freedom 
of information request, and private request. The risk 
assessments are from multiple domains, for multiple 
purposes, and follow diverse formats – the one thing that 
they have in common is that they are genuine work 
products.  
Due to the necessarily arbitrary selection process, the 
collection cannot resolve quantitative hypotheses about 
the distribution of phenomena. However, it provides an 
opportunity to explore assumptions and suspicions about 
the real-world conduct of risk assessment that cannot be 
examined by looking at academic literature or guidance 
documents.  
 
The paper makes contributions in three areas: 
 Our early findings about the characteristics of the risk 

assessment collection 
 Our experiences with the exercise itself, and the 

lessons learnt which may be helpful in future similar 
research 

 Observations on the relationship between theoretical 
and applied system safety, and the methods that may 
be applied to answer important questions in each 
sphere. . 

Keywords:  Risk Assessment, Empirical, Research 
Methods. 

1 Introduction – The Empirical Approach to 
System Safety Research  

System safety is a relatively young engineering 
discipline. Whilst concern about accidents is long-
standing (ASSE 2011), the start of modern system safety 
engineering is generally dated to the invention of Fault 
Tree Analysis in 1965 (Dhillon 1982). The body of 
knowledge in system safety, typical of many young 
disciplines, is populated by beliefs and techniques drawn 
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from experience or constructed based on plausible 
theories. As we showed in a study of current practice 
(Rae et al. 2010) there is a limited basis of evaluation 
evidence for supporting or pruning the body of 
knowledge. Progress in an academic discipline is 
characterised by refining and replacing knowledge in the 
light of new evidence, and system safety currently lacks 
strong mechanisms for testing the knowledge we have. 
System safety is inherently  a  “soft  science”,  populated  by  
researchers   drawn   mainly   from   a   “hard   science”  
engineering background. Faced with questions requiring 
soft science research methodologies, the field has 
concentrated on activities not involving empirical study. 
It is possible that discomfort with research methods seen 
as   “unscientific”   has   led   to   a   failure   to   recognise   the  
developing body of work in the traditionally soft sciences 
aimed at tackling empirical difficulties. 

The   traditional   distinction   between   “hard”   and   “soft 
science is discussed by Howard under the criteria of 
empirical cumulativeness and predictive accuracy 
(Howard 1993). Empirical cumulativeness is the 
reliability with which experiments produce results which 
are consistent with each other (Hedges 1987). Predictive 
accuracy describes how well a theory can predict the 
outcome of a real-world interaction. For example, a 
theory in psychology might correctly predict the outcome 
of an event 70% of the time – this shows low predictive 
accuracy. On the other hand, different experiments to 
validate the theory might consistently produce this 70% 
result – this shows empirical cumulativeness.  Howard 
argues that soft sciences may have low predictive 
accuracy due to the fact that the phenomena being studied 
have a large number of interacting causes, making it 
difficult to comprehensively account for variation in 
observations. 

On the criterion of predictive accuracy, system safety 
engineering is inevitably a soft science. The safety of a 
system emerges from a large number of interacting 
causes, and the precise characterisation of these causes 
and interactions is far beyond the state of the art. 
Consider,   for   example,   the   measurement   of   “safety  
culture”   (Guldenmund 2000) . Even if safety culture 
could be fully characterised (it cannot) or reliably 
measured (it cannot), culture would be only one among 
many factors determining accident rates. This does not 
make safety culture an unscientific concept. If we could 
establish empirical cumulativeness by finding a 
repeatable measure of safety culture, and establishing a 
reliable correlation between safety culture and accidents, 
then the fact that the correlation is not 100% does not 
make the relationship less real. 

System safety engineering is growing in scope and 
importance (see for example the recent introduction of 
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ISO 26262 (ISO 2011)). It is important that the body of 
knowledge continues to grow in parallel. This growth 
requires empirical foundations.  

In Section 2 of this paper we discuss the ways in 
which system safety research can be supported by 
empirical research, and introduce risk assessment as a 
running example of a topic needing empirical support.  

In  Section  3  we  introduce  the  “Safety  Menagerie”  as  a  
research method. In Section 4 we show how the research 
method can be applied to questions about risk assessment, 
and provide indicative findings. The contribution of the 
paper is not these findings, but the conclusions reached 
about the research approach itself, which are provided in 
Section 5 and discussed in Section 6.  

2 Observation and Measurement  
Alexander (2010) discusses the range of system safety 

research goals, and the suitability of various research 
methods for addressing these goals. Broadly speaking, 
there are two main categories of goals which can be best 
supported by empirical research: 

 
1. Evaluation of methods and techniques; and 
2. Observation and measurement of current 

practices.  
 
Each of these goals requires knowledge to be shared 

across what Alexander  refers   to  as  the  “research/practice  
boundary”.   In evaluation research, the techniques are 
transferred to industry, with information about efficacy 
returned across the boundary. In observation and 
measurement research, the challenge is to gain an 
accurate view of industry practice, to provide grounding 
for development of new theories and techniques. 
Trevelyan (2007) describes important discrepancies 
between the way engineers describe their work and the 
actual practice of that work. Thus, instruments such as 
surveys are seldom suitable for acquiring the necessary 
insight.  

The use of social science methods in studies of 
engineering practice has received considerable recent 
attention (Ahmed 2007). This is particularly the case in 
software engineering, which has many features in 
common with safety engineering. The performance of a 
software project is influenced by many poorly understood 
factors, making it difficult to isolate single factors for 
systematic study (Wohlin et al. 2003).  

Where there is a close relationship between the effect 
to be studied and the environment in which it occurs, case 
studies are considered the most appropriate research 
method (Creswell 2007). The most common forms of 
engineering case study are participant observation and 
action research. These methods have produced interesting 
results, but are limited in scope to a small number of 
workplaces, creating external validity problems for many 
questions of research interest. 

In order to refine existing safety engineering methods, 
design new methods, and improve education, it is 
desirable to understand how safety engineering is 
currently practiced. This is particularly the case if there is 
divergence   between   “best   practice”   as   described in the 
literature,  and  “industry  practice”  occurring  in  real-world 
organisations.  

This paper focuses on the practice of risk assessment. 
For this practice, there are research questions of interest 
that can only be answered by observing the real world. 
The high level questions concern the value-add of risk 
assessment as an activity.  

 
1. How often does risk assessment lead to 

implementation of improvements to a system or 
operations? 

2. To what extent are the outcomes of risk 
assessment predetermined or expected before the 
assessment is conducted? 

3. Are the hazards of a system better understood 
after risk assessment? 

 
We may also be concerned with what makes a good 

risk assessment. 
 
4. Are there elements of a risk assessment currently 

considered important which do not influence the 
outcomes? 

5. Are some methods of risk assessment more 
effective than others? 

6. How does the practice of risk assessment vary 
between industries? Between different types of 
risk? Between different system technology? 

 
In designing guidance and education, we may be 

interested in the practical shortcomings of risk 
assessment. 

 
7. To what extent do risk assessments document 

their assumptions? 
8. What types of uncertainty are treated well or 

poorly in risk assessments? 
9. Are internal inconsistencies common in risk 

assessment? 
10. Do risk assessments commonly cite evidence in 

support of estimates used? 
11. Is the theoretical division between risk assessment 

and risk acceptance preserved in practice? 
12. Are mitigations selected systematically or 

arbitrarily? 
 
Further, risk assessment may reveal beliefs and 

attitudes held by those who perform the assessment.  
 
13. Is risk aggregated, or is each source of risk treated 

atomically? 
14. What types of risk are considered in scope and out 

of scope? 
15. Is risk identification part of risk assessment, or are 

the important risks considered to be already 
identified? 

16. What language is used in talking about risk and in 
drawing conclusions? 

 
Finally, we may be interested in what risk assessment 

reveals about those performing the risk assessment. 
 
17. Do risk assessments for systems involved in 

accidents look different from risk assessments for 
other systems? 
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18. Is the style and language of risk assessment an 
indication of safety culture? 

3 The Safety Menagerie Method 

3.1 Purpose 
In the work reported in this paper we are trialling a 
method of observational research based on work 
products. Document analysis is frequently used in 
ethnography to extend and add detail to interviews and 
observations (Creswell 2007). Such analysis typically 
focuses on the way culture is revealed through features of 
the document. For our present research we are interested 
in documents as records of practice. This is not as direct 
as actually observing practice, but covers many more 
situations for the same research effort. Rather than 
examining one work situation through a clear lens, we 
observe many situations through a foggy window.  

The results reported in this paper are preliminary. 
Throughout the work we were as much concerned with 
testing and improving the research methods as we were 
with the research questions. The main question addressed 
by   this   paper   is   “Can   existing   safety   work   products   be  
used as research objects to learn about and improve the 
practices  of  system  safety?” 

The specific work products the paper is concerned 
with are risk assessment reports. Risk assessment is a 
natural starting point for exploring real world safety 
engineering practices because: 

 
 it is widely practiced; 
 it is typically well documented in a single report; 

and 
 risk assessment reports are often treated as public 

or non-confidential documents. 

3.2 Data Collection 
For convenience of reference, the data set for this project 
is   referred   to  collectively         as   the  “System  Safety  Zoo   – 
Risk  Assessment  Reports”  (SafeZoo-RAR). Each item in 
SafeZoo-RAR is self-described as a report of a risk 
assessment   activity.   Exactly   what   is   meant   by   “risk  
assessment”  varies  between  items,  as  is  discussed  further  
below. SafeZoo-RAR has been assembled by a non-
systematic search process combining solicitation and 
search-engine approaches. The items have been made 
public by a number of mechanisms: 

 
 regulations which require publication of risk 

assessments; 
 Freedom of Information requests; 
 government or local authority information 

policy; 
 publication in support of press-releases; 
 provision in response to informal requests for 

information; and 
 publication for no apparent deliberate 

purpose. 
 
The combination of search method and publication 

methods means that SafeZoo-RAR is not systematically 
representative of all risk assessment reports. It is likely to 

be biased towards industries and organisations with an 
interest in public disclosure, and in many cases the 
knowledge that the reports could become publicly 
available may have influenced their content.   

A known bias in the sample is that it excludes industry 
groups with policy directly requiring secrecy of risk 
assessments. Specific examples are major hazardous 
facilities (where revealing risk assessments is considered 
to compromise national security) and medical devices 
(where risk assessments are considered proprietary 
information).  

3.3 Composition of SafeZoo-RAR 
SafeZoo-RAR consists of approximately one hundred risk 
assessments. The exact size is fluid – new risk 
assessments are added to the collection as they are 
obtained. A permanent method of open access to 
SafeZoo-RAR has not yet been found. Most of the reports 
have not been formally published, so there is no reliable 
method for other researchers to recreate the data set from 
the names of the reports. However, we do not have 
license to redistribute the individual reports.  

Access to data is an important issue for the research 
methods we are trialling. Unlike case study research, 
where replication can be achieved through comparable 
case studies, researchers attempting to replicate any of 
our results will need access to the original data set. Whilst 
in theory a new data set could be assembled, this will 
only be possible if there are many reports which are 
readily findable but not found by the SafeZoo-RAR 
search.  For the purpose of current publication we have 
summarised the reports described in this paper in Table 1 
and will provide access on request.  

Thirty of the reports within SafeZoo-RAR have been 
classified according to questions of interest. The details 
captured for each report are: 

 
1. Title or identifier 
2. Purpose 
3. Jurisdiction 
4. Source of Harm 
5. Size 
6. Whether the report includes a quantitative 

assessment of risk 
7. Whether the report includes risk identification, or 

is based on previously identified risks 
8. Whether the report discusses uncertainty 
9. Whether the report discusses risk acceptability 
10. Whether the report documents assumptions 
11. Whether the report recommends actions 
12. Whether the report discusses rejected actions 
13. What targets of risk the report considers 
 
The full SafeZoo-RAR has not been classified, to 

allow tentative conclusions drawn from this initial set to 
be tested on further reports.  

3.4 Data Analysis 
The process of analysis is based on iterative test and 
improvement of models. Firstly, models are created. 
These  models  reflect  how  we  as  researchers  “expect”  that  
risk assessment is conducted. From these models testable 
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hypotheses are formed – questions that can be asked of 
the SafeZoo-RAR and answered in the affirmative or 
negative. These questions are then applied to a subset of 
SafeZoo-RAR. The result is a set of surviving 
hypotheses, as well as insights gained from the falsified 
hypotheses. These are used to form new models and the 
process is repeated. Several illustrations of this process 
are provided in Section 4. 

4 Application of the Method 
Section 2 discusses a range of questions which can only 
be addressed with real-world data about risk assessment. 
Among these questions is the relationship between 
theoretical models of risk assessment and actual risk 
assessment practices. In this section we show how this 
relationship can be explored using the SafeZoo method. 
We take two theoretical models for risk assessment, 
identify measurable features of the models, and search for 
those features within a subset of SafeZoo-RAR.  

4.1 The Red Book Model 
“Risk  Assessment  in  the  Federal  Government:  Managing  
the   Process”   (Committee on the Institutional Means for 
Assessment of Risks to Public Health, National Research 
Council 1983),   informally   known   as   the   “Red   Book”,  
describes risk assessment as a scientific process which is 
conceptually and managerially distinct from the political 
process of risk treatment or acceptance. This is a 
theoretical model of how risk assessment is conducted. If 
the model matches reality, there are several hypotheses 
which would be confirmed. For example 

 
a) Risk assessments would not contain statements of 

risk acceptability 
b) Risk assessment conclusions would be reported in 

a way which did not imply acceptability or 
unacceptability 

c) Risk assessment would contain statements about 
uncertainty which indicate whether the 
conclusions are certain enough to allow decisions 
about acceptability  

 
These hypotheses can be tested to see whether the model 
fits each item in a subset of SafeZoo-RAR. Because of 
the inherent bias in the set, we cannot draw quantitative 
conclusions, but the overall usefulness of the model can 
be explored.  

When the hypotheses were applied to twenty-three risk 
assessment reports, ten contained explicit statements of 
risk acceptability. A further two reports strongly implied 
acceptability in their conclusions. Three reports 
quantitatively compared risk to pre-determined 
benchmarks. Of the remaining reports, six recommended 
actions in response to the risk, implying that residual risk 
would be acceptable if the actions were taken.  In only 
two cases was the risk assessed without any implied 
judgement of the acceptability of the risk.  

Nine of the reports discussed uncertainty. In three 
cases it was explicitly stated that the conclusions could or 
could not be relied upon based on the amount of 
uncertainty. In the other cases causes of uncertainty were 

discussed without making judgements on the 
acceptability of the uncertainty.  

From these findings, two conclusions can be 
tentatively reached. Firstly, the model of separation 
between assessment and acceptability is not generally 
applicable. Secondly, where the model might apply, 
knowledge about levels of acceptability is often available, 
informing (and arguably influencing) the risk assessment. 

4.2 ALARP Model 
 “As   Low   as   Reasonably   Practicable”   (ALARP)   is   the  
principle applied in order to meet the United Kingdom 
(Health and Safety Executive 2001) legal benchmark for 
risk reduction. At the heart of any practical application of 
ALARP is consideration of alternative risk reduction 
strategies (Redmill 2010). Whilst ALARP is only 
required for certain legal jurisdictions, it is applied more 
widely, and it is appropriate to consider the extent to 
which it is used within SafeZoo-RAR.   

For assessments which include recommended actions, 
the ALARP model predicts that the reports would include 
discussion of risk control measures that are not 
recommended. This is because in order to determine that 
risk is ALARP the report must explain why further risk 
reduction is not practicable.  

To test this hypothesis, thirteen reports containing 
recommendations were considered. Of these reports, only 
two discussed rejected options. One of these reports was 
written for the primary purpose of making a selection 
from several options. 

From this result, it can be concluded that ALARP is 
not a generally applied method of choosing which 
mitigations to recommend. It would not be appropriate 
due to the small number of UK reports in the sample 
(five) to conclude that ALARP is generally not correctly 
applied in jurisdictions where it is a legal requirement – 
this would require a larger set of reports all from the same 
jurisdiction.   

5 Strengths and Limitations of the Approach 
The approach described in Section 3 and 4 has some 
inherent strengths and weaknesses described here. Whilst 
the strengths and weaknesses are apparent in our use of 
the approach so far, we have insufficient evidence to 
support or reject claims about the overall efficacy or 
efficiency of the research method.  

For any given risk assessment report, there are 
objective questions which can be answered. We can 
explore the methods used to conduct the assessment, the 
scope of the assessment, whether the report contains 
common features that undermine risk assessments, and 
the way the assessment is reported. We may also be able 
to explore more subjective questions about the values and 
attitudes reflected in the language of the report and its 
conclusions.  

There are also questions which we cannot answer 
about each report. Unless specifically mentioned, we 
cannot know about preparation or training for the risk 
assessment, and context such as procedures or norms that 
guided the assessment. We cannot know what decisions 
were supported by the assessment, or even if the report is 
an accurate representation of the assessment itself.  
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To extend the validity of findings beyond the scope of 
a single report, it is necessary to find patterns within the 
reports, and then to test these findings on further reports. 
Without evidence that the data set is representative, there 
will be a need for more systematic investigation of 
models that have passed this initial attempt at 
falsification.  

The main strength of the approach is that it provides 
insight into safety methods as they are practiced rather 
than as they are academically described. As researchers 
who are heavily engaged in safety teaching, we are 
equally interested in evaluating what constitutes good 
practice, and the weaknesses of current practice.  

Beyond individual techniques, we have the 
opportunity to examine a snapshot of the decision making 
processes of organisations attempting to manage risk. The 
existing body of work on sociology of organisations in 
the lead-up to accidents (Pidgeon 1991) suggests that 
leaders are forced to apply a form of `bounded 
rationality’  when   they   think  about   risk.  They  cannot  pay  
attention to everything, so it makes sense to devote 
resources to what they see as important. If the resources 
are mis-allocated, it appears as if the leaders were 
wilfully blind to some hazards. Through study of the risk 
assessments we can see what different organisations 
consider to be important risks, and how they discuss risks 
of different types. We can see the basis on which they 
choose to filter risks, prioritise risks, and determine the 
adequacy of risk mitigation.  

6 Discussion and Observations 
There is a large volume of safety work products held 
within organisations. Each item taken separately may 
seem of limited research value, but together they provide 
a cost-effective way of examining safety engineering 
practice. One fault tree is just a fault tree, but ten fault 
trees may provide a description of the way fault trees are 
used, and twenty fault trees may explain the mistakes 
commonly made in fault trees, and lead to better 
guidance.  

Throughout this work we have been pleasantly 
surprised by the amount of material we have been able to 
access. Freedom of Information enquiries have been on 
occasion refused, and more often simply ignored, but 
most direct requests for examples or documents referred 
to in the media have met with positive responses.  

7 Further Work 
The research approach has proved practical, but has not 
yet yielded significant results. It is reported here for peer 
review of the method, and to provide encouragement to 
others to engage with empirical system safety research.  

Our immediate ongoing work is exploring the 
representation of uncertainty in risk assessments. Initially, 
we were surprised by the fact that more than half of the 
reports, including all of those which present quantitative 
risk data, discuss uncertainty. Prior to this finding we 
expected that uncertainty would be ignored in most 
reports.  Uncertainty, however, is invariably discussed 
only in terms of source data. Methodological uncertainty, 
including fallibility of the risk assessors themselves, is 
invariably omitted. This is only a tentative conclusion, 

but we are working on further comparisons of ideal 
treatment of uncertainty with the sample of reports.   
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MRKQ�PFGHUPLG#FV�\RUN�DF�XN�

�
$EVWUDFW�
&RQWUDFWV�DUH�LQVWUXPHQWV�ZKLFK�SURYLGH�D�OHJDOO\�ELQGLQJ�
DJUHHPHQW� IRU� WKH� SXUFKDVH�H[FKDQJH� RI� JRRGV� RU�
VHUYLFHV�� :KLOH� ERWK� FLYLOLDQ� DQG� PLOLWDU\� DYLDWLRQ�
VRIWZDUH�V\VWHPV�DUH�DFTXLUHG�E\�FRQWUDFW��LQ�WKH�PLOLWDU\�
FLUFXPVWDQFH�WKH�FRQWUDFW�KDV�DQ�DGGLWLRQDO�UHJXODWRU\�DQG�
VDIHW\�DVVXUDQFH�UROH��
0LOLWDU\� FRQWUDFWV� W\SLFDOO\� DFKLHYH� WKH� UHJXODWRU\� DQG�
VDIHW\� DVVXUDQFH� RXWFRPH� E\� HQVXULQJ� WKDW� UHOHYDQW�
FRQWUDFW� FODXVHV� UHIHUHQFH� DSSOLFDEOH� UHJXODWLRQV� DQG�
VDIHW\� VWDQGDUGV�� +RZHYHU�� LQGXVWULDO� SUDFWLFH� VXJJHVWV�
VHYHUDO�NH\� IDFWRUV� WKDW� LQIOXHQFH� WKH�HIIHFWLYHQHVV�RI� WKH�
FRQWUDFWLQJ� DSSURDFK� WR� DFKLHYLQJ� VDIHW\�� )RU� PLOLWDU\�
DYLDWLRQ� VRIWZDUH� V\VWHPV�� WKHVH� IDFWRUV� VHHP� WR� EH�
SDUWLFXODUO\�SUHYDOHQW���
7KH�SDUDGLJP�RI�WKH�VWDQGDUG��L�H��JRDO�EDVHG��SUHVFULSWLYH�
RU� FRPELQDWLRQV� WKHUHRI�� LV� D� IDFWRU� DV� LW� LQIOXHQFHV� WKH�
SHUVSHFWLYHV� DQG� EHKDYLRXUV� RI� VXSSOLHUV� DQG� DFTXLUHUV�
ZLWK� UHVSHFW� WR� HYLGHQFH� SURYLVLRQ� WR� WKH� UHJXODWRU\�
DXWKRULW\��$QRWKHU�SUHYDOHQW� IDFWRU� LV� WKH�H[WHQW� WR�ZKLFK�
WKH� VWDQGDUG� JXLGHV� WKH� HIIHFWLYH� HVWDEOLVKPHQW� DQG�
H[HFXWLRQ�RI�D�FRQWUDFW�WKURXJK�SURYLGLQJ�FHUWDLQW\�LQ�ERWK�
SURGXFW�DQG�HYLGHQFH�GHOLYHU\��6WDQGDUGV�PD\�DOVR�KDYH�D�
VXEVWDQWLDO�LPSDFW�RQ�DFKLHYHG�SURGXFW�VDIHW\��
7KLV�SDSHU�H[DPLQHV�WKHVH�IDFWRUV�DQG�DLPV�WR�DVVHVV�WKHLU�
HIIHFW�RQ�PLOLWDU\�DYLDWLRQ�VRIWZDUH�V\VWHP�FRQWUDFWV��7KH�
SDSHU�VHWV�RXW�D�IUDPHZRUN�IRU�UHODWLQJ�HYLGHQFH�WR�VDIHW\�
REMHFWLYHV��7KH�IUDPHZRUN�DOVR�SURYLGHV�DQ�DSSURDFK�IRU�
LGHQWLI\LQJ�� DQDO\VLQJ� DQG� HYDOXDWLQJ� WKH� WROHUDELOLW\� RI�
OLPLWDWLRQV��H�J�� LQFRPSOHWHQHVV�� LQ�HYLGHQFH� IRU�DVVXULQJ�
VDIHW\�� $� ILFWLRQDO� H[DPSOH� LV� SUHVHQWHG� WR� GHPRQVWUDWH�
DSSOLFDWLRQ� RI� WKH� IUDPHZRUN� WR� WKH� FRQWUDFWLQJ� SURFHVV��
2EVHUYDWLRQV� RQ� HYDOXDWLRQ� RI� WKH� IUDPHZRUN� DUH�
SUHVHQWHG�WR�SURYLGH�VXSSRUW�WR�WKHLU�YDOLGLW\�LQ�LQGXVWULDO�
SUDFWLFH���
.H\ZRUGV�� � $UFKLWHFWXUH�� $VVXUDQFH�� $YLDWLRQ� 6\VWHPV��
&RQWUDFWV�� )DXOW� 7ROHUDQFH�� 6DIHW\�� 6RIWZDUH� $VVXUDQFH��
6RIWZDUH�6DIHW\��7HQGHU��

���������������������������������������� �������������������
�&RS\ULJKW� �� ������ $XVWUDOLDQ� &RPSXWHU� 6RFLHW\�� ,QF�� 7KLV�
SDSHU� DSSHDUHG� DW� WKH� $XVWUDOLDQ� 6\VWHP� 6DIHW\� &RQIHUHQFH�
�$66&�������KHOG�LQ�%ULVEDQH�������0D\��������&RQIHUHQFHV�LQ�
5HVHDUFK�DQG�3UDFWLFH�LQ�,QIRUPDWLRQ�7HFKQRORJ\��&53,7���9RO

�����(G��7RQ\�&DQW��5HSURGXFWLRQ�IRU�DFDGHPLF��QRW�IRU�SURILW�
SXUSRVHV�SHUPLWWHG�SURYLGHG�WKLV�WH[W�LV�LQFOXGHG��

�� ,QWURGXFWLRQ�
&RQWUDFWV�DUH�LQVWUXPHQWV�ZKLFK�SURYLGH�D�OHJDOO\�ELQGLQJ�
DJUHHPHQW�IRU�WKH�SXUFKDVH�H[FKDQJH�RI�JRRGV�RU�VHUYLFHV��
$�FRQWUDFW�QRUPDOO\�FRQVLVWV�RI�WHUPV�DQG�FRQGLWLRQV��DQG�
LV� VXSSRUWHG� E\� WHFKQLFDO� DQQH[HV� WR� GHILQH� WKH�
UHTXLUHPHQWV� IRU� JRRGV�VHUYLFHV� DQG� VFRSH� RI� ZRUN�� )RU�
DYLDWLRQ� V\VWHPV�� FRQWUDFWV� DUH� XVHG� IRU� WKH� DFTXLVLWLRQ�
DQG�RU� PRGLILFDWLRQ� RI� WKHVH� V\VWHPV� EHWZHHQ� WKH�
GHYHORSHU�PDQXIDFWXUHU� �L�H�� VXSSOLHU�� DQG� WKH� RZQHU� RU�
RSHUDWRU� �L�H�� DFTXLUHU��� :KLOH� ERWK� FLYLOLDQ� DQG� PLOLWDU\�
DYLDWLRQ� V\VWHPV� DUH� DFTXLUHG� E\� FRQWUDFW�� WKHUH� DUH� NH\�
GLIIHUHQFHV� LQ� WKH� UROH� RI� FRQWUDFWV� EHWZHHQ� WKH� PLOLWDU\�
FLUFXPVWDQFH� DQG� WKH� FLYLOLDQ� FLUFXPVWDQFH�� 6SHFLILFDOO\�
LQ� WKH� PLOLWDU\� FLUFXPVWDQFH�� WKH� DFKLHYHPHQW� RI�
UHJXODWRU\� DQG� VDIHW\� DVVXUDQFH� IXQFWLRQV� KDV� WR� EH�
HQDEOHG� WKURXJK� WKH� FRQWUDFW�� 7KLV� LV� EHFDXVH� WKH�
UHJXODWLRQV� DQG� VDIHW\� UHTXLUHPHQWV� HVWDEOLVKHG� E\�
PLOLWDU\� UHJXODWRUV� DUH� QRW� OHJDOO\� HQIRUFHDEOH� RQWR� D�
VXSSOLHU� XQOHVV� WKH� FRQWUDFW� HQDEOHV� WKLV�� 7KLV� LV� YHU\�
GLIIHUHQW� WR� WKH� FLYLO� FDVH� �H�J�� WKH� )HGHUDO� $YLDWLRQ�
$GPLQLVWUDWLRQ��)$$��RU�&LYLO�$YLDWLRQ�6DIHW\�$XWKRULW\�
�&$6$��� ZKHUH� WKH� UHVSRQVLELOLW\� WR� SURPXOJDWH� DQG�
HQIRUFH�UHJXODWLRQV�RQ�VXSSOLHUV�LV�HQVKULQHG�LQ�ODZ��
0LOLWDU\�FRQWUDFWV�W\SLFDOO\�DFKLHYH�WKH�GHVLUHG�UHJXODWRU\�
DQG� VDIHW\� DVVXUDQFH� RXWFRPH� E\� HQVXULQJ� WKDW� UHOHYDQW�
FRQWUDFW� FODXVHV� UHIHUHQFH� WKH� DSSOLFDEOH� UHJXODWLRQV� DQG�
VDIHW\� VWDQGDUGV�� +RZHYHU�� RQ� LWV� RZQ�� WKLV� PD\� EH�
LQVXIILFLHQW�� 7KH� DXWKRUV¶� SUDFWLFDO� H[SHULHQFH� VXJJHVWV�
VHYHUDO�NH\� IDFWRUV� WKDW� LQIOXHQFH� WKH�HIIHFWLYHQHVV�RI� WKH�
FRQWUDFWLQJ� DSSURDFK� WR� DFKLHYLQJ� VDIHW\� UHJXODWLRQ�� )RU�
H[DPSOH��WKH�FODULW\�ZLWKLQ�WKH�QRPLQDWHG�VWDQGDUG�RI�WKH�
UHTXLUHPHQWV� IRU� HYLGHQFH� SURYLVLRQ� IURP� VXSSOLHU� WR�
UHJXODWRU�VHHPV�WR�EH�D�PDMRU�IDFWRU��)RU�PLOLWDU\�DYLDWLRQ�
VRIWZDUH� V\VWHPV�� WKHVH� IDFWRUV� VHHP� WR� EH� SDUWLFXODUO\�
SUHYDOHQW�� 7KLV� SDSHU� LV� IRFXVVHG� RQ� PLOLWDU\� VRIWZDUH�
V\VWHPV�� KRZHYHU� GXH� WR� WKH� XQDYRLGDEOH� FRXSOLQJ�
EHWZHHQ� VRIWZDUH� DQG� LWV� V\VWHP�� ZKHUH� UHOHYDQW� WKLV�
SDSHU�PD\�WDNH�WKH�SHUVSHFWLYH�RI�WKH�V\VWHP��VRIWZDUH�RU�
VRIWZDUH� V\VWHP�� )RU� HDVH� RI� GLVFXVVLRQ�� ZH� DVVXPH� WKDW�
FHUWLILFDWLRQ�LV�EDVHG�RQ�WKH�GHOLYHU\�RI��VDIHW\��DUJXPHQWV�
DQG�VXSSRUWLQJ�HYLGHQFH�WR�WKH�DFTXLUHU���

���� 6WDQGDUGV� 3DUDGLJP�� *RDOV�EDVHG� RU�
3UHVFULSWLYH��

7KH� SDUDGLJP� RI� WKH� VWDQGDUG� �L�H�� JRDO�EDVHG��
SUHVFULSWLYH� RU� FRPELQDWLRQV� WKHUHRI�� LV� D� FUXFLDO� IDFWRU�
IRU�DFKLHYLQJ�UHJXODWLRQ�WKURXJK�FRQWUDFWV�DV�LW�LQIOXHQFHV�
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WKH�SHUVSHFWLYHV�DQG�EHKDYLRXUV�RI�VXSSOLHUV�DQG�DFTXLUHUV�
UHJDUGLQJ� WKH� SURYLVLRQ� RI� HYLGHQFH� WR� WKH� UHJXODWRU\�
DXWKRULW\�� )RU� H[DPSOH�� D� JRDO� EDVHG� VWDQGDUG� PLJKW� VHW�
KLJK� OHYHO� VDIHW\� REMHFWLYHV� DQG� SHUPLW� VXEVWDQWLDO�
IOH[LELOLW\� IRU� GHVLJQV�� ZKLFK� JLYHV� EHQHILW� LQ� GHILQLQJ�
HIIHFWLYH�SURGXFWV��+RZHYHU�LW�PD\�KDYH�OLPLWDWLRQV�ZLWK�
UHVSHFW� WR� HVWDEOLVKLQJ� FRQWUDFWXDOO\� HQIRUFHDEOH�
EHQFKPDUNV� IRU� HYLGHQFH�SURYLVLRQ�� DQG� WKLV�ZLOO� LPSDFW�
VXLWDELOLW\�DQG�VXIILFLHQF\�RI�ERWK�HYLGHQFH�DQG�DUJXPHQW��
6LPLODUO\��UHVROXWLRQ�ZLWKLQ�WKH�FRQWUDFW��RI�HYLGHQFH�DQG�
DUJXPHQW� VKRUWIDOOV� PLJKW� EH� HTXDOO\� OLPLWHG�� GHSHQGLQJ�
RQ�WKH�VXSSOLHU¶V�DWWLWXGH�DQG�SHUVSHFWLYH���
2Q� WKH�RWKHU� KDQG�� D� SUHVFULSWLYH� VWDQGDUG�PD\� VHW� FOHDU�
EHQFKPDUNV�IRU�HYLGHQFH�DQG�DFWLYLW\�FRPSOHWLRQ�WKDW�DUH�
VWUDLJKWIRUZDUG� WR� HQIRUFH� WKURXJK� FRQWUDFWXDO�
PHFKDQLVPV�� EXW� KDYH� OLPLWDWLRQV� LQ� UHOHYDQFH� WR�
DFKLHYHPHQW� RI� SURGXFW� VDIHW\� REMHFWLYHV�� 7KLV� PHDQV�
WKDW�� GHSHQGLQJ� RQ� WKH� VXSSOLHU� DQG� DFTXLUHU¶V� ELDV� LQ�
ZRUOGYLHZV� �VHH� >0F5��@��� WKH� SDUDGLJP� FKRLFH� ZLOO�
DIIHFW� EHKDYLRXUV�� DQG� WKHVH� EHKDYLRXUV� ZLOO� XOWLPDWHO\�
DIIHFW� WKH� OHYHO� RI� VDIHW\� �QRW� MXVW� HYLGHQFH� SURYLVLRQ��
DFKLHYHG�WKURXJK�WKH�FRQWUDFW���
7KH� TXHVWLRQ� RI� SDUDGLJP� LV� IXUWKHU� FRPSOLFDWHG� IRU�
FRPSOH[� DYLDWLRQ� V\VWHPV� LQYROYLQJ� WHFKQRORJLHV� �H�J��
VRIWZDUH�� ZKHUH� IDLOXUHV� DUH� �SUHGRPLQDQWO\�� WKH�
FRQVHTXHQFHV�RI�V\VWHPDWLF�IDXOWV��7KLV�LV�EHFDXVH��DFURVV�
DFDGHPLD� DQG� LQGXVWU\�� WKHUH� LV� VWLOO� OLPLWHG� FRQVHQVXV�
�UHIHU� WR� >-70��@�� >0F'��@�� >0F.��@�� >176��@�� DQG�
>:HD��@��DV�WR�KRZ�WR�SURYLGH�DVVXUDQFH�WKDW�WKHVH�IDXOWV�
GR�QRW�OHDG�WR�XQDFFHSWDEOH�DLUFUDIW�IDLOXUH�FRQGLWLRQV��$OO�
WKDW�FDQ�EH�FRQFOXGHG�IURP�WKLV�ODFN�RI�FRQVHQVXV�LV� WKDW�
FXUUHQW� DSSURDFKHV� WR� SURYLGLQJ� VDIHW\� DVVXUDQFH� RI�
VRIWZDUH� LQ� PLOLWDU\� DYLDWLRQ� V\VWHPV� KDYH� OLPLWDWLRQV��
7KXV��DV�QHLWKHU�SDUDGLJP�LV�ZLWKRXW�LWV�OLPLWDWLRQV�LQ�WKLV�
FRQWH[W�� LW� LV� OLNHO\� WKDW� WKH�PRUH�HIIHFWLYH�DSSURDFK�PD\�
EH�D�FRPSURPLVH�EHWZHHQ�ERWK�SDUDGLJPV��7KLV�UDLVHV�WKH�
TXHVWLRQ�� ZKDW� FRPELQDWLRQ� RI� JRDO�EDVHG� DQG�
SUHVFULSWLYH� VWDQGDUGV� HOHPHQWV� LV� QHFHVVDU\� WR�PLQLPLVH�
WKHVH�OLPLWDWLRQV�DQG�HQDEOH�HIIHFWLYH�VDIHW\�UHJXODWLRQ�YLD�
FRQWUDFWV"�

���� ,QWHJUDWLQJ� WKH� 6WDQGDUG¶V� /LIHF\FOH� ZLWK�
WKH�7HQGHU�&RQWUDFW�/LIHF\FOH�

$QRWKHU� LPSRUWDQW� IDFWRU� LV� WKH� ZD\� WKH� VWDQGDUG�
LQWHJUDWHV� ZLWK� WKH� FRQWUDFWXDO� OLIHF\FOH�� ,GHDOO\� WKH�
VWDQGDUG� VKRXOG� DVVLVW� LQ� UHGXFLQJ� XQFHUWDLQW\� DERXW� WKH�
GHOLYHUHG� SURGXFW�� DUJXPHQW� DQG� HYLGHQFH� SULRU� WR� WKH�
HVWDEOLVKPHQW� RI� D� FRQWUDFW�� 7KLV� LV� LPSRUWDQW� EHFDXVH�
ERWK�DFTXLUHU�DQG�VXSSOLHU�ZLOO�EH�VHHNLQJ�FRQILGHQFH�WKDW�
WKH� FRQWUDFW� ZLOO� EH� VXFFHVVIXO� SULRU� WR� HQWHULQJ� LQWR� WKH�
FRQWUDFW�� 6LPLODUO\�� WKH� VWDQGDUG� VKRXOG� DVVLVW� GXULQJ�
FRQWUDFW� H[HFXWLRQ�� 6KRXOG� VDIHW\� LVVXHV� HPHUJH� GXULQJ�
WKH�FRQWUDFW��WKHQ�WLPHO\�DQG�FRVW�HIIHFWLYH�UHVROXWLRQ�ZLOO�
EH�D�JRDO�IRU�ERWK�VXSSOLHU�DQG�DFTXLUHU��7KH�FRQWUDFW�DQG�
VWDQGDUG� VKRXOG� VXSSRUW� WKH� UHVROXWLRQ� RI� VDIHW\� LVVXHV��
DQG�QRW�KLQGHU�LW�E\�FRQWULEXWLQJ�WR�GLVSXWH���
$Q� LQVSHFWLRQ� RI� FRQWHPSRUDU\� VDIHW\� VWDQGDUGV� UHYHDOV�
WKDW� LQWHJUDWLRQ� EHWZHHQ� WKH� VWDQGDUG� OLIHF\FOH� DQG�
FRQWUDFW� OLIHF\FOH� YDULHV� VLJQLILFDQWO\� EHWZHHQ� VWDQGDUGV��
)RU� H[DPSOH� $53����� DQG� 57&$�'2����%� PDNH� QR�
PHQWLRQ� RI� LQWHJUDWLRQ� ZLWK� FRQWUDFWV� DV� WKH� PHDQV� RI�
HYLGHQFH� SURYLVLRQ�� +RZHYHU�� WKH\� HIIHFWLYHO\� DFKLHYH�

VRPH� SRWHQWLDO� FRQWUDFW� LQWHJUDWLRQ� WKURXJK� FHUWLILFDWLRQ�
DXWKRULW\� OLDLVRQ� DQG� DUWHIDFW� UHTXLUHPHQWV� ZLWKLQ� WKHVH�
VWDQGDUGV�� 8.� 'HIHQFH� 6WDQGDUG� ������ ,VVXH� �� PDNHV�
QXPHURXV� PHQWLRQV� RI� FRQWUDFWV� DQG� UHTXLUHPHQWV� RQ�
FRQWUDFWRUV��EXW�GRHVQ¶W�SURYLGH�UHTXLUHPHQWV�IRU�FRQWUDFWV�
UHODWLQJ� WR� WKH�SURYLVLRQ�RI�DUJXPHQWV�RU�HYLGHQFH�DFURVV�
WKH�FRQWUDFWLQJ�SURFHVV��:KHUHDV��0,/�67'����&�DQG�'�
GHDOV�H[SOLFLWO\�ZLWK�FRQWUDFW� LQWHJUDWLRQ�� LQFOXGH�VSHFLILF�
UHIHUHQFHV� WR� FRQWUDFW� FODXVHV�� WHQGHU� SURFHVVHV� DQG� GDWD�
UHTXLUHPHQWV��
,W�LV�HYLGHQW�WKDW�WKH�UHTXLUHPHQWV�RI�WKH�VWDQGDUGV�KDYH�D�
VXEVWDQWLDO�HIIHFW�IRU�WKH�LQWHJUDWLRQ�RI�WKH�VWDQGDUG�DFURVV�
WKH� WHQGHU�FRQWUDFW� OLIHF\FOH�� 7KLV� UDLVHV� WKH� TXHVWLRQ��
ZKDW� HOHPHQWV� RI� VWDQGDUGV�� DQG� WKHLU� LPSOHPHQWDWLRQ� LQ�
FRQWUDFWV� SURYLGHV� DSSURSULDWH� FHUWDLQW\� �UHJDUGLQJ�
SURGXFW� DQG� DVVXUDQFH� HYLGHQFH�� IRU� DFTXLUHUV� DQG�
VXSSOLHUV"�,V� LW�SRVVLEOH� WR�GHILQH�UHTXLUHPHQWV� IRU�VDIHW\�
DQG� DVVXUDQFH� VWDQGDUGV� WR� DFKLHYH� HIIHFWLYH� FRQWUDFW�
SURFHVV�LQWHJUDWLRQ"�

���� :KDW� 'RHV� 7KLV� 0HDQ� IRU� 6WDQGDUGV� DQG�
&RQWUDFWV"�

8OWLPDWHO\�� LW� LV� YLWDO� WKDW� WKH� UHJXODWRU\� DQG� VDIHW\�
DVVXUDQFH�SDUDGLJP�XVHG�EH�FRPSDWLEOH�ZLWK�WKH�FRQWUDFWV�
XVHG� IRU� PLOLWDU\� DFTXLVLWLRQV�� ZLWKRXW� LPSDLULQJ� RU�
GHWUDFWLQJ� IURP� WKH� DFKLHYHPHQW� RI� V\VWHP� VDIHW\��
6XFFHVV� LV� GHSHQGHQW� RQ� SHUVSHFWLYH� DQG� ZRUOGYLHZ��
&RQWUDFWV� ZKLFK� SURYLGH� FRVW� DQG� VFKHGXOH� FHUWDLQW\� DUH�
SUHIHUUHG�E\�ERWK� VXSSOLHUV� DQG� DFTXLUHUV��6XSSOLHUV�ZLOO�
DOVR�KDYH�D�YHVWHG�LQWHUHVW�LQ�SURILWDELOLW\�DQG�DFTXLUHUV�LQ�
YDOXH� IRU� PRQH\�� 6XSSOLHUV� ZLOO� JHQHUDOO\� VWULYH� WR�
DFKLHYH� VDIHW\�� DQG� WKH� DFTXLUHU¶V� UHJXODWRU\� DXWKRULWLHV�
ZLOO� VWULYH� IRU� DFKLHYHPHQW� RI� DQ� DFFHSWDEOH� OHYHO� RI�
VDIHW\��RU�ULVN��ZLWKRXW�VLJQLILFDQW�RXW�RI�VFRSH�UHZRUN�WR�
WUHDW� ULVNV�� RU� ZLWKRXW� WKH� UHWHQWLRQ� RI� LQWROHUDEOH� ULVNV��
+RZ� WR� GR� WKLV� IRU� WKH� DVVXUDQFH� RI� PLOLWDU\� DYLDWLRQ�
VRIWZDUH�V\VWHPV�LV�VWLOO�YHU\�PXFK�D�FKDOOHQJH��
7KLV� SDSHU� IXUWKHU� H[DPLQHV� WKH� GLIIHUHQW� VWDQGDUGV� DQG�
FRQWUDFWLQJ�SDUDGLJPV��DQG�DLPV� WR�DVVHVV� WKHLU� HIIHFW�RQ�
PLOLWDU\� DYLDWLRQ� VRIWZDUH� V\VWHP�DFTXLVLWLRQ��7KLV� SDSHU�
DUWLFXODWHV� PRUH� JHQHULF� SULQFLSOHV� OHDUQHG� DV� D� UHVXOW� RI�
GHILQLQJ� D� IUDPHZRUN� >5H0��@� E\� ZKLFK� WR� FRQWUDFW� IRU�
DUFKLWHFWXUDO� DVVXUDQFH� >5H0��@�� DQG� WR� SURYLGH� FODLPV�
DQG�HYLGHQFH�DVVXUDQFH�>50F��@�IRU�DYLDWLRQ�V\VWHPV��

�� :K\�0LOLWDU\�6\VWHP�$FTXLVLWLRQ�&RQWUDFWV�
DUH�'LIIHUHQW�

,Q� FLYLO� DYLDWLRQ� WKH� UHJXODWRU� UHVSRQVLEOH� IRU�
DLUZRUWKLQHVV�LV�D�JRYHUQPHQW�DJHQF\��H�J��WKH�)$$���7KH�
UHJXODWRU�LV�D�OHJDOO\�UHFRJQLVDEOH�LQGHSHQGHQW�HQWLW\�IURP�
WKH�VXSSOLHU�DQG�DFTXLUHU�RI�DLUFUDIW�DQG�DYLDWLRQ�V\VWHPV��
5HJXODWLRQV�HVWDEOLVKHG�E\�WKH�UHJXODWRU�DUH�LQGRFWULQDWHG�
LQ� ODZ� DQG� DUH� OHJDOO\� HQIRUFHDEOH�� +RZHYHU�� LQ� WKH�
PLOLWDU\�DYLDWLRQ�GRPDLQ��WKH�UHJXODWRU�LV�W\SLFDOO\�SDUW�RI�
WKH� VDPH� KLJK� OHYHO� RUJDQLVDWLRQ� DV� WKH� DFTXLUHU�� )RU�
H[DPSOH� LQ� WKH� $XVWUDOLDQ� 'HIHQFH� )RUFH�� ERWK� WKH�
'LUHFWRUDWH� *HQHUDO� 7HFKQLFDO� $LUZRUWKLQHVV� �UHJXODWRU��
DQG�WKH�'HIHQFH�0DWHULHO�2UJDQLVDWLRQ��DFTXLUHU��DUH�SDUW�
RI�WKH�&RPPRQZHDOWK�RI�$XVWUDOLD�±�D�VLQJOH�OHJDO�HQWLW\�
LQ� WKH� H\HV� RI� WKH� ODZ�� ,Q� WKH� 8QLWHG� .LQJGRP�� WKH�
0LOLWDU\�$LUZRUWKLQHVV�$XWKRULW\� �UHJXODWRU��DQG� WKH�8.�
0LQLVWU\�RI�'HIHQFH��DFTXLUHU�� UHSRUW� WR� WKH�6HFUHWDU\�RI�
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6WDWH� IRU� 'HIHQFH� DQG� DUH� SDUW� RI� WKH� &URZQ� ±� DJDLQ� D�
VLQJOH� OHJDO� HQWLW\� LQ� WKH� H\HV� RI� WKH� ODZ��7KH� VDPH� FDQ�
DOVR� EH� VDLG� IRU� WKH� UHODWLRQVKLS� EHWZHHQ� PLOLWDU\�
UHJXODWRUV�DQG�DFTXLUHUV�LQ�WKH�8QLWHG�6WDWHV�RI�$PHULFD��
7KLV�UHODWLRQVKLS�EHWZHHQ�WKH�DFTXLUHU�DQG�UHJXODWRU�UROHV�
KDV� VHYHUDO� LPSOLFDWLRQV� IRU� WKH� ZD\� DLUZRUWKLQHVV� LV�
UHJXODWHG�� RI� ZKLFK� RQH� VLJQLILFDQW� IDFWRU� KLJKOLJKWHG� LQ�
6HFWLRQ���LV�WKH�LPSDFW�RQ�FRQWUDFWV�EHWZHHQ�VXSSOLHUV�DQG�
DFTXLUHUV�� 5HJXODWRU\� HQIRUFHPHQW� LV� HQDEOHG� E\� WKH�
FRQWUDFW� UDWKHU� WKDQ� YLD� ODZV� IRU� WKH� PLOLWDU\�
FLUFXPVWDQFH��7KH�IROORZLQJ�VXEVHFWLRQV�HODERUDWH�VHYHUDO�
LPSDFWV�IRU�FRQWUDFWV��

���� (QIRUFHPHQW�RI�'HVLJQ�5HTXLUHPHQWV�
,Q�FLYLO�DYLDWLRQ��WKH�VXSSOLHU�LV�UHTXLUHG�WR�VXSSO\�DLUFUDIW�
DQG� DYLDWLRQ� V\VWHPV� WKDW� PHHW� WKH� DSSOLFDEOH�
DLUZRUWKLQHVV� GHVLJQ� UHTXLUHPHQWV� SURPXOJDWHG� E\� WKH�
UHJXODWLRQV�� )RU� H[DPSOH�� WKH� FLYLO� DLUZRUWKLQHVV�
UHJXODWLRQV� �H�J�� >��&)5��@��� DQG� WKHLU� VXSSRUWLQJ�
JXLGDQFH� LQ� WKH� IRUP� RI� DGYLVRU\� FLUFXODUV�� RUGHUV� DQG�
QRWLFHV��GHILQH�D�VXEVWDQWLDO�VHW�RI�GHVLJQ�UHTXLUHPHQWV�IRU�
WKHLU� DSSOLFDEOH� DLUFUDIW� FDWHJRU\�� 7KHVH� DUH� XVXDOO\�
VXSSOHPHQWHG� E\� DGGLWLRQDO� GHVLJQ� UHTXLUHPHQWV� DJUHHG�
EHWZHHQ� WKH� VXSSOLHU� DQG� UHJXODWRU� WKURXJKRXW� WKH�
FHUWLILFDWLRQ�SURFHVV��'HVLJQ�UHTXLUHPHQWV�DUH�W\SLFDOO\�LQ�
WKH� IRUP� RI� SURGXFW� UHTXLUHPHQWV� DQG� DVVXUDQFH�
UHTXLUHPHQWV��ZKLFK�LQFOXGHV�HYLGHQFH��YHULILFDWLRQ��HWF����
+RZHYHU�� LQ� PLOLWDU\� DYLDWLRQ�� WKH� DLUZRUWKLQHVV� GHVLJQ�
UHTXLUHPHQWV��RU�UHTXLUHPHQW�WR�HVWDEOLVK�DQG�DJUHH�WKHP��
PXVW�EH�LQFOXGHG�LQ�WKH�FRQWUDFW�LI�WKH\�DUH�WR�DSSO\�WR�WKH�
GHYHORSPHQW�� 7KLV� PHDQV� WKDW� WKH� FRQWUDFW� 6WDWHPHQW� RI�
5HTXLUHPHQW� �625�� VKRXOG� LQFOXGH� RU� UHIHUHQFH�
DSSOLFDEOH� DLUZRUWKLQHVV� GHVLJQ� UHTXLUHPHQWV�� LQFOXGLQJ�
VDIHW\� DVVXUDQFH� UHTXLUHPHQWV�� DQG� WKDW� WKH�6WDWHPHQW�RI�
:RUN��62:��PXVW�LQFOXGH�DFWLYLWLHV�WR�HQVXUH�HOLFLWDWLRQ�
DQG� DJUHHPHQW� RI� DQ\� DGGLWLRQDO� DLUZRUWKLQHVV� RU� GHVLJQ�
UHTXLUHPHQWV� UHOHYDQW� WR� WKH� GHVLJQ�� 7KLV� LV� QR� VLPSOH�
WDVN�� DV� WKH� VHW� RI� SRWHQWLDOO\� DSSOLFDEOH� DLUZRUWKLQHVV�
GHVLJQ� UHTXLUHPHQWV� PD\� EH� ODUJH� DQG� FRPSOH[�� ,Q� WKH�
FRQWH[W� RI�PLOLWDU\� DYLDWLRQ� VRIWZDUH� V\VWHPV�� WKH� VXEVHW�
RI� DSSOLFDEOH� GHVLJQ� UHTXLUHPHQWV� LQFOXGHV� DVVXUDQFH�
UHTXLUHPHQWV�� LQ� DGGLWLRQ� WR� D� UDQJH� RI� µSURGXFW¶� GHVLJQ�
UHTXLUHPHQWV��GHSHQGLQJ�RQ�WKH�V\VWHP�DSSOLFDWLRQ��WKHVH�
DVVXUDQFH�UHTXLUHPHQWV�DUH�WKH�PDLQ�IRFXV�RI�WKLV�SDSHU���

���� 2EWDLQLQJ�$VVXUDQFH�(YLGHQFH�
,Q� FLYLO� DYLDWLRQ�� WKH� UHJXODWRU� REWDLQV� HYLGHQFH� UHTXLUHG�
IRU� FHUWLILFDWLRQ� IURP� WKH� VXSSOLHU� DV� UHTXLUHG� E\� WKH�
UHJXODWLRQV�� 7KH� UHJXODWLRQV� ZLOO� UHTXLUH� WKH� VXSSOLHU� WR�
SURYLGH� WKH� UHJXODWRU� ZLWK� SODQV�� DUWHIDFWV� �LQVSHFWLRQ��
DQDO\VLV�DQG�WHVW�GRFXPHQWDWLRQ���DFFHVV�IRU�WKH�SXUSRVHV�
RI� DXGLW�� DFFHVV� IRU� WKH� SXUSRVHV� RI� ZLWQHVVLQJ� ��
SDUWLFLSDWLRQ���FRQGXFW�RI� WHVWV��HWF��+RZHYHU�� LQ�PLOLWDU\�
DYLDWLRQ�� WKH� UHJXODWRU� �DV� SDUW� RI� WKH� DFTXLUHU�� REWDLQV�
WKHVH�W\SHV�RI�HYLGHQFH�UHTXLUHG�IRU�FHUWLILFDWLRQ�IURP�WKH�
VXSSOLHU� YLD� WKH� FRQWUDFW�� 7KLV� PHDQV� WKDW� WKH� FRQWUDFW�
62:�PXVW�LQFOXGH�DSSOLFDEOH�DFWLYLWLHV�IRU�WKH�JHQHUDWLRQ�
RI� UHOHYDQW� FHUWLILFDWLRQ� HYLGHQFH�� LQFOXGLQJ� DVVXUDQFH�
HYLGHQFH�� 'HOLYHU\� YHUVXV� DFFHVV� WR� HYLGHQFH� LV� XVXDOO\�
GLFWDWHG� E\� LQWHOOHFWXDO� SURSHUW\� FRQVLGHUDWLRQV�� DQG� ZLOO�
EH� HYLGHQW� IURP� WKH� DUWHIDFWV� OLVWHG� LQ� WKH� &RQWUDFW�'DWD�
5HTXLUHPHQWV� /LVW� �&'5/��� DQG� VXSSRUWLQJ� 'DWD� ,WHP�
'HVFULSWLRQV��','V���

���� 5HVROYLQJ�6KRUWIDOOV�LQ�$VVXUDQFH�(YLGHQFH�
,Q� FLYLO� DYLDWLRQ�� LI� WKHUH� DUH� VKRUWIDOOV� LQ� WKH� VXSSOLHU�
SURYLVLRQ� RI� HYLGHQFH� WR� WKH� UHJXODWRU� IRU� FHUWLILFDWLRQ��
WKHQ�WKH�RQXV�LV�RQ�WKH�VXSSOLHU�WR�UHVROYH�WKH�VKRUWIDOOV��,I�
WKH� VXSSOLHU� GRHVQ¶W� UHVROYH� WKH� LVVXH� WKHQ� WKH\� GRQ¶W�
DFKLHYH� FHUWLILFDWLRQ�� DQG� WKH\� FDQ¶W� VHOO� WKHLU� SURGXFW���
+RZHYHU�� LQ� PLOLWDU\� DYLDWLRQ�� UHVROYLQJ� WKH� VKRUWIDOO� LQ�
HYLGHQFH�ZLOO�YHU\�PXFK�GHSHQG�RQ�ZKHWKHU�LW�LV�LQ�RU�RXW�
RI�VFRSH�RI�WKH�FRQWUDFW��,Q�PDQ\�UHVSHFWV�WKH�DFTXLUHU�FDQ�
EH�FRQVLGHUHG�WR�KDYH�DOUHDG\�SXUFKDVHG�WKH�SURGXFW�RQFH�
WKH�FRQWUDFW�LV�VLJQHG��,I�WKH�LVVXH�LV�ZLWKLQ�VFRSH��WKHQ�WKH�
RQXV� LV� RQ� WKH� VXSSOLHU�� EXW� LI� WKHUH� LV� DQ\� DPELJXLW\�
UHJDUGLQJ� VFRSH� RI� WKH� FRQWUDFW� SHUWDLQLQJ� WR� WKH� LVVXH��
WKHQ� WKH�RQXV� IRU� UHVROXWLRQ� LV� VKDUHG�E\� WKH� DFTXLUHU�� ,I�
WKH� VXSSOLHU� DQG� DFTXLUHU� FDQ¶W� DJUHH� WKDW� LW� LV� ZKROO\�
ZLWKLQ�WKH�VFRSH�RI�WKH�FRQWUDFW��WKHQ�WKH�LVVXH�PD\�EH�WKH�
VXEMHFW� RI� FRQWUDFWXDO� GLVSXWH�� 5DPLILFDWLRQV� RI� D�
FRQWUDFWXDO� GLVSXWH� FDQ� LQFOXGH� FRVW� DQG� VFKHGXOH�
LPSOLFDWLRQV�� D� UHTXLUHPHQW� WR� HOHYDWH� EH\RQG� SURMHFW�
VWDII�� D� UHTXLUHPHQW� WR� QHJRWLDWH� RYHU� FRQWUDFWXDO�
LQWHUSUHWDWLRQ� DQG� FRPSOLDQFH�� HWF�� 7KHVH� LVVXHV�
SRWHQWLDOO\�KDYH�WKH�LPSDFW�RI�GHJUDGLQJ�WKH�HIIHFWLYHQHVV�
RI� VDIHW\� UHJXODWLRQ� DFKLHYHG� WKURXJK� WKH� FRQWUDFW��
SDUWLFXODUO\� ZKHUH� SURMHFWV� PXVW� VHHN� DGGLWLRQDO� IXQGLQJ�
IURP� *RYHUQPHQW� �DQ� RQHURXV� SURFHVV�� WR� UHVROYH� WKH�
VDIHW\�VKRUWIDOOV�YLD�FRQWUDFW�FKDQJH�SURSRVDOV��

�� ,PSDFW�RI�8QFHUWDLQW\�DW�&RQWUDFW�6LJQDWXUH�
6HFWLRQ� �� KDV� LGHQWLILHG� VHYHUDO� UHVSRQVLELOLWLHV� RI�
FRQWUDFWV� LI� VDIHW\� UHJXODWLRQ� LV� JRLQJ� WR�EH� HIIHFWLYH� YLD�
WKH�FRQWUDFW��8QFHUWDLQW\�LQ�DQ\�RI�WKHVH�PD\�LQFUHDVH�WKH�
ULVN� RI� WKH� FRQWUDFW� EHLQJ� XQVXFFHVVIXO�� 6LJQLQJ� D�
FRQWUDFW�� LQ� VRPH� UHVSHFWV�� LQYROYHV� D� JDPEOH�� ,W� LV� D�
ZDJHU�IRU�ERWK�VXSSOLHU�DQG�DFTXLUHU�WKDW�WKH�VXSSOLHU�FDQ�
SURYLGH� D� V\VWHP� WKDW� WKH� PHHWV� WKH� DFTXLUHU¶V�
UHTXLUHPHQWV�ZLWKLQ�WKH�FRVW�DQG�VFKHGXOH�GLFWDWHG�E\�WKH�
FRQWUDFW�� 7KH� RGGV� �IRU� RU� DJDLQVW�� GHSHQG� RQ� WKH�
XQFHUWDLQW\� LQ� IDFWRUV� LPSRUWDQW� WR� HLWKHU� VXSSOLHU� RU�
DFTXLUHU�� 7KHUHIRUH�� DQ\� VHQVLEOH� JDPEOHU� �DQG� RQH� WKDW�
DELGHV� E\� FDXVDOLW\�� ZLOO� DFNQRZOHGJH� WKDW� WKH� FRQWUDFW�
VXFFHVV� ULVN� LV� D� IXQFWLRQ� RI� WKH� XQFHUWDLQW\� DW� FRQWUDFW�
VLJQDWXUH�� /RWV� RI� XQFHUWDLQW\�� DQG� WKH� RGGV� FRXOG� EH�
GUDPDWLFDOO\� DJDLQVW� VXFFHVV�� OHVVHU� XQFHUWDLQW\�� DQG� WKH�
RGGV� PLJKW� IDYRXU� VXFFHVV�� )RUWXQDWHO\� WKH� QRUPDO�
SURFHVVHV�IRU�JHWWLQJ�WR�FRQWUDFW�VLJQDWXUH�VXFK�DV�SURMHFW�
GHILQLWLRQ�DQG�WHQGHU�SKDVHV�SURYLGH�WKH�FRQWUDFW�DXWKRULW\�
ZLWK� D� PHDQV� RI� VHHNLQJ� LPSRUWDQW� LQIRUPDWLRQ� SULRU� WR�
FRQWUDFW� VLJQDWXUH�� 7KLV� LQIRUPDWLRQ�� LI� VRXJKW� DQG� XVHG�
HIIHFWLYHO\�� FDQ� UHGXFH� XQFHUWDLQW\�� DQG� WKXV� UHGXFH�
SRWHQWLDO�FRQWUDFW�ULVNV��
+RZ� WR� VHHN� WKH� ULJKW� LQIRUPDWLRQ� DQG� HIIHFWLYHO\�
HYDOXDWH� LW� ZLWK� UHVSHFW� WR� VDIHW\� IRU� PLOLWDU\� DYLDWLRQ�
VRIWZDUH� V\VWHPV� LV� VWLOO� YHU\� PXFK� D� FKDOOHQJH��
)XUWKHUPRUH� WKH� H[LVWLQJ� VWDQGDUGV� DQG� FRQWUDFWLQJ�
DSSURDFKHV� RIIHU� OLPLWHG� JXLGDQFH� RQ� KRZ� WKLV� PLJKW� EH�
DFKLHYHG� HIIHFWLYHO\�� ,QGXVWULDO� H[SHULHQFH� LQYROYLQJ�
SURMHFW�RYHUUXQV�DQG�FDQFHOODWLRQV�GXH�WR�VDIHW\�DVVXUDQFH�
FRQFHUQV� VXJJHVWV� WKDW� WKH� FXUUHQW� DSSURDFKHV� DUH� DOVR�
LQVXIILFLHQW��DOWKRXJK�PRVWO\�WKH�HYLGHQFH�LV�DQHFGRWDO��
7R� IXUWKHU� XQGHUVWDQG� WKH� LPSOLFDWLRQV� RI� XQFHUWDLQW\� DW�
FRQWUDFW� VLJQDWXUH� IRU� VDIHW\� LW� LV� QHFHVVDU\� WR� HVWDEOLVK�
ZKHUH�WKLV�XQFHUWDLQW\�PLJKW�H[LVW��7R�HOLFLW�WKLV��FRQVLGHU�
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WKH� IDFWRUV� RXWOLQHG� LQ� 6HFWLRQV� ���� WKURXJK� ���� ZLWK�
UHVSHFW�WR�D�PLOLWDU\�DYLDWLRQ�VRIWZDUH�V\VWHP�DQG�VDIHW\��
,Q�WKLV�FRQWH[W��XQFHUWDLQW\�PLJKW�H[LVW�ZLWK�UHVSHFW�WR�WKH�
IROORZLQJ��
x� :LOO�WKH�GHVLJQ�UHTXLUHPHQWV�SURSRVHG�E\�WKH�DFTXLUHU�

EH� DGHTXDWH� WR� DFKLHYH� WKH� VDIHW\� REMHFWLYHV"�
6SHFLILFDOO\��IURP�D�VDIHW\�DVVXUDQFH�SHUVSHFWLYH��ZLOO��
R� WKH�VRIWZDUH�DQG�V\VWHP�DUFKLWHFWXUH��LQFOXGLQJ�WKH�

XVH� RI� UHGXQGDQF\�� GLYHUVLW\�� DQG� IDXOW�
DYRLGDQFH�WROHUDQFH� OLNHO\� SHUPLW� DFKLHYHPHQW� RI�
WKH�VDIHW\�REMHFWLYHV"��

R� WKH� DUFKLWHFWXUH� SURYLGH� DGHTXDWH� SURWHFWLRQ�
DJDLQVW�V\VWHPDWLF�IDXOWV�DQG�IDLOXUHV"�

x� :LOO� FRPSOLDQFH� ZLWK� WKH� GHVLJQ� UHTXLUHPHQWV� DQG�
VDIHW\�REMHFWLYHV�EH�FRPSHOOLQJ�EDVHG�RQ�WKH�HYLGHQFH�
SURYLGHG"�6SHFLILFDOO\��ZLOO��
R� WKH� EHKDYLRXUV� RI� WKH� V\VWHP� DQG� LWV� VRIWZDUH� EH�

VXIILFLHQWO\� XQGHUVWRRG� DQG� YDOLG� XQGHU� ERWK�
QRUPDO�DQG�IDLOXUH�FLUFXPVWDQFHV"��

R� WKHVH� EHKDYLRXUV� EH� DSSURSULDWH� ZLWK� UHVSHFW� WR�
VDIHW\"�

R� WKH� HYLGHQFH� VXSSRUW� WKH� VDIHW\� DVVXUDQFH� FODLPV�
PDGH�E\�WKH�VXSSOLHU�DERXW�WKHVH�EHKDYLRXUV"��

R� DQ\�OLPLWDWLRQV�LQ�HYLGHQFH�EH�WROHUDEOH"�
x� :LOO� OLPLWDWLRQV� LQ� HYLGHQFH� EH� UHVROYDEOH� ZLWKLQ� WKH�

VFRSH�RI�WKH�FRQWUDFW"�6SHFLILFDOO\��ZKDW�LV��
R� ZLWKLQ�VFRSH"�
R� RXW�RI�VFRSH��UHTXLULQJ�D�FRQWUDFW�FKDQJH"�

:KHQHYHU� WKHUH� LV� XQFHUWDLQW\� ZLWK� UHVSHFW� WR� WKHVH�
TXHVWLRQV� WKURXJKRXW� WKH� FRQWUDFW� OLIHF\FOH�� WKHQ� WKH�
FRQWUDFW� ULVNV� UHODWH� WR� WKH� IROORZLQJ� LVVXHV�� 7KH� ILUVW� LV�
WKDW� WKH� XQFHUWDLQW\� PLJKW� XQGHUPLQH� WKH� DFTXLUHU¶V�
DVSLUDWLRQ�WR�HVWDEOLVK�LI�WKH�VRIWZDUH�V\VWHP�ZLOO�OLNHO\�EH�
DFFHSWDEO\� VDIH� �LI� WKLV� VXSSOLHU� ZHUH� WR� EH� FKRVHQ� WR�
FRQWUDFW� ZLWK��� 7KXV� WKH� VXSSOLHU� PLJKW� EH� HOLPLQDWHG�
GXULQJ� WKH� WHQGHU� HYDOXDWLRQ� EDVHG� RQ� SHUFHLYHG�
XQFHUWDLQW\� LQ� VXLWDELOLW\�� 7KH� VHFRQG�� DQG� XOWLPDWHO\�
PRUH� VHULRXV�� LVVXH� LV� WKDW� LI� WKLV� GHVLJQ� VROXWLRQ� LV�
FRQWUDFWHG� IRU�� DQG� LW� WXUQV�RXW� WKH�GHVLJQ�KDV�XQVXLWDEOH�
EHKDYLRXUV��LQ�WKLV�FDVH�WKHUH�LV�ULVN�WKDW�WKH�DFTXLUHU�PD\�
QRW� EH� DEOH� WR� FRPSOHWH� VDIHW\� FHUWLILFDWLRQ� ZLWKLQ� WKH�
VFRSH� RI� WKH� FRQWUDFW�� :RUVH� VWLOO�� LW� PD\� UHTXLUH� WKH�
DFTXLUHU�WR�UHWDLQ�ULVNV��GXH�WR�XQFHUWDLQW\��DQG�WKHVH�ULVNV�
SURYH�WR�EH�LQWROHUDEOH�LQ�SUDFWLFH��
,I� ZH� H[WUDSRODWH� WKHVH� IDFWRUV� DORQH�� WKHQ� WKH� UHVXOW� LV�
HDV\�� KDYH� WKH� VXSSOLHU� SURYLGH� IXOO� GLVFORVXUH� WR� WKH�
DFTXLUHU�GXULQJ�WKH�WHQGHU�SURFHVV��+RZHYHU��WKH�UHDOLWLHV�
RI�WKH�FRPPHUFLDO�EXVLQHVV�HQYLURQPHQW�TXLFNO\�VKRZ�WKH�
LPSUDFWLFDOLW\� RI� WKLV� DVSLUDWLRQ�� ,Q� GRPDLQV� ZKHUH�
GHYHORSPHQWDO� DQG� QRYHO� V\VWHPV� DUH� PRUH� FRPPRQ�
SODFH��LW�LV�XQHFRQRPLFDO�WR�UHTXLUH�VXSSOLHUV�WR�FRPSOHWH�
WKHLU� GHYHORSPHQW� OLIHF\FOH� WR� WKH� SRLQW� WKDW� DQVZHUV� WR�
WKH� DERYH� TXHVWLRQV� EHFRPH� HQWLUHO\� FHUWDLQ� GXULQJ� WKH�
WHQGHU� SURFHVV�� $V� RQO\� D� VPDOO� SHUFHQWDJH� RI� WHQGHU�
UHVSRQVHV� DUH� DFWXDOO\� VXFFHVVIXO�� DQG� WHQGHUHUV� DOUHDG\�
LQYHVW� VXEVWDQWLDO� UHVRXUFHV� LQ� SUHSDULQJ� WKHP�� WKH�
DFTXLUHU�PXVW�EH�FRJQLVDQW�RI�WKH�QHHG�WR�DYRLG�GHWHUULQJ�
SRWHQWLDOO\� VXLWDEOH� WHQGHUHUV� GXH� WR� WKH� OHYHO� RI� HIIRUW�
UHTXLUHG� WR� WHQGHU��7KHUHIRUH�� LQ�HVWDEOLVKLQJ� WKH� OHYHO�RI�

GHWDLO� UHTXLUHG� LQ� WKH� WHQGHU� UHVSRQVH� WKH� VROXWLRQ� PXVW�
SURYLGH� IRU� VXIILFLHQW� GLVFORVXUH� DQG� XQGHUVWDQGLQJ�� EXW�
ZKLOH� HQVXULQJ� WKH� PLQLPXP� LPSRVLWLRQ� RQ� WHQGHUHUV��
7KLV�LV�D�GLIILFXOW�EDODQFH���
$FTXLUHUV� DQG� VXSSOLHUV� HQWHU� LQWR� WKH� WHQGHU� DQG�
FRQWUDFWLQJ�DFWLYLWLHV�ZLWK�D�VHW�RI�PRWLYDWLRQV��DVSLUDWLRQV�
DQG� SHUVSHFWLYHV� ZKLFK� DUH� D� XQLTXH� G\QDPLF� FRQWUDVW�
EHWZHHQ� JRDOV� IRU� VSHFLILF� SURMHFW� VXFFHVV�� PL[HG� ZLWK�
EURDGHU� FRPPHUFLDO� JRDOV� DQG� FRPPHUFLDO� UHVWULFWLRQV��
(DFK�RI� WKHVH�ZLOO�YDU\�EHWZHHQ�HYHU\�DFTXLUHU�� VXSSOLHU�
DQG� FLUFXPVWDQFH��7KH�PRVW� REYLRXV�PRWLYDWLRQV� IRU� WKH�
DFTXLUHU� DQG� VXSSOLHU� ZLWK� UHVSHFW� WR� VDIHW\� DUH� WKDW� WKH�
VROXWLRQ� ZLOO� DFKLHYH� WKH� VDIHW\� REMHFWLYHV�� DQG� WKDW� WKH�
HYLGHQFH� ZLOO� VKRZ� WKLV�� %XW� LW� LV� WKH� DGGLWLRQDO�
PRWLYDWLRQV� WKDW� YDU\� WKH� SHUVSHFWLYH� RQ� DFKLHYHPHQW� RI�
WKLV�EHWZHHQ�VXSSOLHU�DQG�DFTXLUHUV��$FTXLUHU�PRWLYDWRUV�
LQFOXGH��
x� FUHGLELOLW\�RI�VXSSOLHU�FRVW�DQG�VFKHGXOH�IRUHFDVWLQJ��
x� VDWLVI\LQJ�FDSDELOLW\�UHTXLUHPHQWV��
x� DYRLGLQJ�FRQWUDFW�FKDQJHV���
x� FRVWV�RI�VROXWLRQV�IDOOLQJ�ZLWKLQ�QRWLRQDO�EXGJHWV��DQG�
x� GHOLYHU\�ZLWKLQ�FDSDELOLW\�VFKHGXOLQJ�UHTXLUHPHQWV��
6XSSOLHU�PRWLYDWRUV�LQFOXGH��
x� SURYLGLQJ�D�FRPSHWLWLYH�WHQGHU�FRVW�VFKHGXOH���
x� SUHVHUYDWLRQ� RI� SURILW� PDUJLQV� ZLWKLQ� WKH� FRQWUDFW�

SULFH���
x� DYRLGDQFH�RI�FRQWUDFW�SHQDOWLHV���
x� HQVXULQJ� WKDW� RXW� RI� VFRSH� ZRUN� UHTXLUHV� D� FRQWUDFW�

FKDQJH� �WR� SURWHFW� WKH� SURILW� PDUJLQ� ZLWK� WKH�
FRQWUDFW���DQG��

x� GHOLYHU\� RI� D� EURDGO\� VDWLVIDFWRU\� SURGXFW� ZLWK�
PLQLPDO�DSSOLFDWLRQ�RI�UHVRXUFHV���

7KHVH�PRWLYDWRUV�DUH�LQWULQVLFDOO\�OLQNHG�EHFDXVH�FRVW�DQG�
VFKHGXOH�DUH� UHTXLUHG� WR�SURGXFH�HYLGHQFH��DQG�HYLGHQFH�
LV� UHTXLUHG� WR� VKRZ� WKH� SURYLGHG� VROXWLRQ� PHHWV� VDIHW\�
REMHFWLYHV� �DQG�FDSDELOLW\� UHTXLUHPHQWV���%HFDXVH�RI� WKLV�
GHSHQGHQF\�� VRPH�RI� WKHVH�PRWLYDWRUV�ZLOO�ZRUN� DJDLQVW�
HDFK�RWKHU��DQG�WKLV�ZLOO�FDXVH�GLYHUJHQFH�LQ�VXSSOLHU�DQG�
DFTXLUHU� PRWLYDWLRQV�� DQG� WKXV� EHKDYLRXUV�� (PHUJHQW�
�FRPPHUFLDO�� EHKDYLRXUV� ZKHQ� LVVXHV� DULVH� WKDW� H[SRVH�
WKH� SRODULVDWLRQ� EHWZHHQ� WKHVH� PRWLYDWRUV� YHU\� PXFK�
GHSHQGV� RQ� WKH� UHODWLRQVKLS� EHWZHHQ� VXSSOLHU� DQG�
DFTXLUHU�� WKH� VHULRXVQHVV� RI� WKH� VDIHW\� FRQFHUQV� RU� FRVW�
LPSDFWV�� DQG� WKH� VXSSOLHU¶V� DQG� DFTXLUHU¶V� ZRUOGYLHZV�
UHJDUGLQJ�DVVXUDQFH��
*LYHQ� WKHVH� FRQWUDFWLQJ� PRWLYDWRUV�� DQG� DVVXPLQJ� WKDW�
DQ\� VHULRXV� LQFRPSDWLELOLW\� EHWZHHQ� WKHP� IRU� D� JLYHQ�
FRQWUDFW�ZLOO� UHVXOW� LQ� OLPLWDWLRQV� LQ� VXFFHVVIXO� RXWFRPHV�
IRU�WKH�FRQWUDFW��KRZ�PLJKW�D�IUDPHZRUN�EH�HVWDEOLVKHG�WR�
HQVXUH� WKDW� XQFHUWDLQW\� DW� WKH� WLPH� RI� FRQWUDFW� VLJQDWXUH�
FDQ� EH� ERXQGHG"� ,�H�� ZKDW� LV� WKH� FRPSURPLVH� EHWZHHQ�
WKHVH� PRWLYDWRUV� WKDW� HQDEOHV� WKH� DSSURSULDWH� GHVLJQ�
VROXWLRQ�WR�EH�LGHQWLILHG�GXULQJ�WHQGHU�SURFHVVHV��DQG�WKLV�
VROXWLRQ�WR�EH�DFKLHYHG�GXULQJ�FRQWUDFW�H[HFXWLRQ"�
7KH� UHPDLQGHU� RI� WKLV� SDSHU� H[DPLQHV� KRZ� DQ� DSSURDFK�
PLJKW� EH� HVWDEOLVKHG�� ,OOXVWUDWLRQ� RI� WKH� EHQHILWV� RI� WKH�
DSSURDFK�ZLOO�EH�YLD�DQ�DUWLILFLDO�EXW�UHDOLVWLF�H[DPSOH���
� �
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&RQVLGHU�DQ�XSJUDGH�RI�DQ�DQDORJXH�IOLJKW�FRQWURO�V\VWHP�
WR�D�GLJLWDO�IOLJKW�FRQWURO�V\VWHP�IRU�D�PLOLWDU\�KHOLFRSWHU��
7KH� IOLJKW� FRQWURO� V\VWHP� SURYLGHV� DXWRPDWLF� IOLJKW�
IXQFWLRQV�DQG�VWDELOLW\�DXJPHQWDWLRQ��DQG�LV�PL[HG�WR�WKH�
H[LVWLQJ�PHFKDQLFDO�FRQWURO�V\VWHP�EHWZHHQ�SLORW�FRQWUROV�
DQG�FRQWURO�DFWXDWRUV��7KH�REMHFWLYH�RI� WKH�DFTXLUHU� LV� WR�
DFKLHYH� WKLV� XSJUDGH�� LQFOXGLQJ� WKH� VDIHW\� UHJXODWRU\�
IXQFWLRQV�RQ�EHKDOI�RI�WKH�DFTXLUHU¶V�UHJXODWRU\�DXWKRULW\��
WKURXJK� D� FRQWUDFW��7KH� IROORZLQJ� VHFWLRQV� H[DPLQH�KRZ�
WKLV�FDQ�EH�HIIHFWLYHO\�DFKLHYHG��

�� %RXQGLQJ� 8QFHUWDLQW\� 3ULRU� WR� &RQWUDFW�
6LJQDWXUH� ±� 6XFFHVVIXOO\� 8VLQJ� WKH� 7HQGHU�
3URFHVV�

,W� KDV� DOUHDG\� EHHQ� PHQWLRQHG� WKDW� WKH� WHQGHU� SKDVH�
SURYLGHV� D� PHDQV� IRU� WKH� DFTXLUHU� WR� VHHN� LPSRUWDQW�
LQIRUPDWLRQ�SULRU�WR�FRQWUDFW�VLJQDWXUH��7KLV�LQIRUPDWLRQ��
LI�VRXJKW�DQG�XVHG�HIIHFWLYHO\��FDQ�UHGXFH�XQFHUWDLQW\��DQG�
WKXV� UHGXFH� SRWHQWLDO� FRQWUDFW� ULVNV�� +RZ� PXFK� WKH�
XQFHUWDLQW\� KDV� WR� EH� UHGXFHG� LV� DQ� LPSRUWDQW� TXHVWLRQ��
DQG�WKLV�LQWURGXFHV�WKH�FRQFHSW�RI�ERXQGLQJ�XQFHUWDLQW\��
)LUVWO\�� LW� LV� LPSRUWDQW� WR� HODERUDWH� ZKDW� LV� PHDQW� E\�
ERXQGHG� XQFHUWDLQW\�� LQ� WKLV� FRQWH[W�� 3XW� LQ� HQJLQHHULQJ�
WHUPV��LW�LV�HVWDEOLVKLQJ�OLPLWV��XSSHU�ERXQGV��RQ�WKH�FRVW�
RI�SURGXFLQJ�D�VDIH�SURGXFW�DQG�DQ�DFFHSWDEOH�VDIHW\�FDVH��
%RXQGV�FDQ�EH�QDUURZHG�E\�WKH�SURYLVLRQ�RI�LQIRUPDWLRQ�
WR� WKH� DFTXLUHU� IURP� WKH� VXSSOLHU� GXULQJ� SUH�FRQWUDFW�
SKDVHV� �H�J�� WHQGHU� SKDVH�� EDODQFLQJ� WKH� PRWLYDWRUV�
LGHQWLILHG� LQ� WKH�SUHYLRXV� VHFWLRQ��7KH� OLPLWLQJ� IDFWRU� RQ�
LQIRUPDWLRQ� SURYLVLRQ� ZLOO� EH� WKH� DIIRUGDELOLW\�� IRU� D�
WHQGHUHU�� RI� FRQFHSWXDO� DQG� SUHOLPLQDU\� SKDVHV� RI�
UHTXLUHPHQWV� DQG� GHVLJQ� OLIHF\FOH� SKDVHV� ZLWKLQ� WKH�
UHVRXUFHV� WKDW�DUH�FRPPHUFLDOO\�YLDEOH�JLYHQ� WKH�JDPEOH�
RI�ZLQQLQJ�WKH�WHQGHU���
,Q�6HFWLRQ���D�VHW�RI�TXHVWLRQV�ZHUH�LQWURGXFHG�EDVHG�RQ�
WKH� WKUHH� LGHQWLILHG� UROHV� IRU� FRQWUDFWV� ZLWK� UHVSHFW� WR�
VDIHW\� UHJXODWLRQ�� HQIRUFHPHQW� RI� GHVLJQ� UHTXLUHPHQWV��
REWDLQLQJ� DVVXUDQFH� HYLGHQFH�� DQG� UHVROYLQJ� VKRUWIDOOV� LQ�
DVVXUDQFH�HYLGHQFH��7KHVH�TXHVWLRQV�ZHUH�IXUWKHU�UHILQHG�
LQWR� WKH� FRQWH[W� RI� PLOLWDU\� DYLDWLRQ� VRIWZDUH� V\VWHPV� WR�
VHHN� LQIRUPDWLRQ� WKH� UHJXODWRU� ZRXOG� UHTXLUH� WR� EH�
LQIRUPHG� DERXW� VDIHW\� DVVXUDQFH�� 7KHVH� TXHVWLRQV� ZHUH�
KROLVWLFDOO\� FHQWUHG� RQ� WKUHH� PDLQ� WRSLFV�� DUFKLWHFWXUH��
EHKDYLRXUDO�DUJXPHQWV�DQG�HYLGHQFH�SURYLVLRQ�VXLWDELOLW\���
7KHUHIRUH�� DQ� DSSURDFK� WR� EUHDNLQJ� WKLV� SUREOHP� GRZQ�
IXUWKHU� ZRXOG� EH� WR� H[DPLQH� KRZ� WR� ERXQG� XQFHUWDLQW\�
DFURVV� HDFK� RI� WKHVH� WKUHH� WRSLFV�� ,�H�� WR� HIIHFWLYHO\�
GHWHUPLQH� KRZ� PXFK� WKH� UHJXODWRU� VKRXOG� NQRZ� DERXW�
HDFK�RI�WKHVH�WRSLFV�GXULQJ�WKH�WHQGHU�SKDVH�WR�EH�VDWLVILHG�
RI� D� OLNHO\� SRVLWLYH� RXWFRPH�� VKRXOG� WKH� SURMHFW� JR� WR�
FRQWUDFW��
5HWXUQLQJ� WR� WKH� DUWLILFLDO� IOLJKW� FRQWURO� V\VWHP�H[DPSOH��
OHW¶V�DVVXPH�WKDW�WKH�FRQWUDFW�DXWKRULW\�IRU�WKLV�SURMHFW�KDV�
GHWHUPLQHG� WKDW�DQ�RSHQ� WHQGHU� LV� WKH�PRVW�VXLWDEOH� IRUP�
RI� DFTXLVLWLRQ� VWUDWHJ\� IRU� WKLV� SURMHFW�� 7KH� DLUFUDIW�
RULJLQDO� HTXLSPHQW� PDQXIDFWXUHU� KDV� QR� RII�WKH�VKHOI�
VROXWLRQ�DYDLODEOH��DQG�YDULRXV�FRQWUDFWRUV�KDYH�H[SUHVVHG�
LQWHUHVW�LQ�GHYHORSLQJ�D�VROXWLRQ��
7KH� UHPDLQLQJ� VHFWLRQV� RI� WKLV� SDSHU� ZLOO� QRZ� GHVFULEH�
KRZ�WKLV�WHQGHU�PD\�EH�SUHSDUHG�DQG�HYDOXDWHG��WKH�PRVW�
VXLWDEOH�RSWLRQ� LGHQWLILHG�� DQG� D� FRQWUDFW� HVWDEOLVKHG� DQG�

H[HFXWHG� IRU� WKLV� RSWLRQ�� 6HFWLRQ� �� RI� WKLV� SDSHU� ZLOO�
FRQVLGHU� WKH� DUFKLWHFWXUDO� WRSLF�� ZKDW� LQIRUPDWLRQ� LV�
UHTXLUHG�WR�LQIRUP�DFTXLUHUV�DERXW�DUFKLWHFWXUDO�VXLWDELOLW\�
DQG� KRZ� WKLV� LQIRUPDWLRQ� FDQ� EH� HOLFLWHG� LQ� WKH� SUH�
FRQWUDFW� VLJQDWXUH� SKDVHV�� 6HFWLRQ� �� RI� WKLV� SDSHU� ZLOO�
FRQVLGHU� WKH�EHKDYLRXUDO� DUJXPHQWV� DQG� HYLGHQFH� WRSLFV��
ZKDW�LQIRUPDWLRQ�LV�UHTXLUHG�WR�LQIRUP�DERXW�VXIILFLHQF\��
DQG� KRZ� WKLV� LQIRUPDWLRQ� FDQ� EH� HOLFLWHG� E\� WKH� SUH�
FRQWUDFW� SKDVHV��6HFWLRQ���ZLOO� WKHQ� H[DPLQH�KRZ� LVVXHV�
DULVLQJ� DV� D� UHVXOW� RI� WKH� UHPDLQLQJ� XQFHUWDLQW\� DUH�
LGHQWLILHG�DQG�UHVROYHG�SRVW�FRQWUDFW�VLJQDWXUH���
7KH� H[DPSOH� EHLQJ� XVHG� ZLWKLQ� WKLV� SDSHU� DVVXPHV� D�
VLQJOH� SKDVH� WHQGHU� SURFHVV�� +RZHYHU�� WKLV� SURFHVV� PD\�
QRW�DOZD\V�EH�WKH�PRVW�VXLWDEOH��:KHUH�WKH�DFTXLVLWLRQ�RU�
PRGLILFDWLRQ� LV�RI�VXEVWDQWLDO�FRPSOH[LW\�� WKHQ� WKH�VLQJOH�
SKDVH� WHQGHULQJ�SURFHVV�PD\� QRW� LQFHQWLYLVH� VXSSOLHUV� WR�
LQYHVW�D�OHYHO�RI�HIIRUW�WR�GHYHORS�WKHLU�VROXWLRQ�WR�D�OHYHO�
WKDW�SHUPLWV�HIIHFWLYH�HYDOXDWLRQ��7KLV�PD\�SDUWLFXODUO\�EH�
WKH�FDVH�IRU�DQ�HQWLUH�DLUFUDIW�GHYHORSPHQW��,Q�WKHVH�FDVHV�
D�WZR�SKDVH�WHQGHU�PD\�EH�PRUH�VXLWDEOH��7KH�ILUVW�SKDVH�
ZRXOG� LGHQWLI\� KROLVWLF� VROXWLRQV� WKDW� DFFRUG� ZLWK� WKH�
VDIHW\�REMHFWLYHV�RI�WKH�SURJUDP�DQG�XVH�D�QRUPDO�WHQGHU�
FRQVWUXFW��7KH�VHFRQG�ZRXOG�EH�D�SDUWLDOO\�IXQGHG�WHQGHU�
SKDVH�� ZKHUH� IXQGLQJ� LV� SURYLGHG� WR� D� UHVWULFWHG� VHW� RI�
WHQGHUHUV� WR� IXUWKHU� GHYHORS� WKH� WHQGHU� DUWHIDFWV�
VXSSRUWLQJ�HYDOXDWLRQ�DJDLQVW�WKH�IUDPHZRUN��7KH�VHFRQG�
SKDVH� ZRXOG� EH� PRUH� V\QRQ\PRXV� ZLWK� D� 5HVWULFWHG�
7HQGHU�� EXW� LQFOXGH� SURYLVLRQ� IRU� IXQGLQJ� VR� WKDW�
WHQGHUHUV� FDQ� LQYHVW� D� OHYHO� RI� HIIRUW� ZKLFK� WKH\� DUH�
FRPSHQVDWHG� IRU�� 6XFK� RSWLRQV� DUH� DYDLODEOH� ZKHUH� WKH�
DFTXLUHU�LV�QRW�VDWLVILHG�WKDW�WKH�WHQGHUHU�LV�LQFHQWLYLVHG�WR�
RIIHU� FRPSHWLWLYH� VROXWLRQV�� RU� WR� UHVROYH� WKH� XQFHUWDLQW\�
WR� D� OHYHO� FRQVLVWHQW� ZLWK� WKH� FRQVWUDLQWV� RQ� DFTXLUHU�
IXQGLQJ�� 7KHVH� PXOWL�SKDVH� WHQGHU� SURFHVVHV� ZRQ¶W� EH�
GLUHFWO\�DGGUHVVHG� LQ� WKH�H[DPSOH�XVHG� LQ� WKLV�SDSHU��EXW�
WKH� FRQFHSWV� LOOXVWUDWHG� KHUHLQ� FDQ� EH� DSSOLHG� WR� WKRVH�
FLUFXPVWDQFHV�DOVR��

�� 2EWDLQLQJ�6ROXWLRQ�$UFKLWHFWXUDO�&HUWDLQW\�
2EWDLQLQJ� DUFKLWHFWXUDO� FHUWDLQW\� IURP� WKH� WHQGHU� SKDVHV�
DQG� SULRU� WR� HQWHULQJ� LQWR� D� FRQWUDFW� LV� LPSRUWDQW� DV� LW�
HQDEOHV�HDUO\�LQVLJKW�LQWR�SRWHQWLDO�DUFKLWHFWXUDO�VKRUWIDOOV��
,W� DOVR� IRUFHV� VXSSOLHU� FRQVLGHUDWLRQ� RI� DUFKLWHFWXUDO�
VXLWDELOLW\� LQFOXGLQJ� IDXOW� DYRLGDQFH� DQG� IDXOW� WROHUDQFH��
WKLV�LV�LPSRUWDQW�DV�WKHUH�LV�HYLGHQFH�LQ�LQGXVWULDO�SUDFWLFH�
WKDW� WKLV�LV�VRPHWLPHV�RYHUORRNHG��$�IRXU�VWHS�SURFHVV�LV�
SURSRVHG�IRU�REWDLQLQJ�VROXWLRQ�DUFKLWHFWXUDO�FHUWDLQW\��DV�
IROORZV��
��� 6HW� PHDVXUDEOH� EHQFKPDUNV� IRU� DUFKLWHFWXUDO�

VXLWDELOLW\�
��� ,QIRUP� DUFKLWHFWXUDO� VXLWDELOLW\� XVLQJ� WKH� WHQGHU�

SURFHVV�
��� (YDOXDWH� DUFKLWHFWXUDO� VXLWDELOLW\� GXULQJ� WKH� WHQGHU�

HYDOXDWLRQ��DQG�
��� 3URYLGH� DUFKLWHFWXUDO� DVVXUDQFH� GXULQJ� FRQWUDFW�

H[HFXWLRQ��
7KH� IROORZLQJ� VXE�VHFWLRQV� HODERUDWH� WKH� IRXU� VWHS�
DSSURDFK� WR� DFKLHYLQJ� WKLV� IRU� WKH� IOLJKW� FRQWURO� V\VWHP�
H[DPSOH�DQG�RXWOLQH�VRPH�RI�WKH�EHQHILWV��
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���� 6HWWLQJ� %HQFKPDUNV� IRU� $UFKLWHFWXUDO�
6XLWDELOLW\�

7KH�ILUVW�VWHS�WR�REWDLQLQJ�DUFKLWHFWXUDO�FHUWDLQW\� LV� WR�VHW�
VRPH� EHQFKPDUNV� IRU� VROXWLRQ� DUFKLWHFWXUDO� VXLWDELOLW\��
7KH� EHQFKPDUNV� VKRXOG� QRW� EH� VSHFLI\LQJ� VROXWLRQV� VR�
WKH\�GR�QRW�VWLIOH�QRYHOW\�RU�OLPLW� IOH[LELOLW\�� WKH\�VKRXOG�
LQVWHDG� VHW� PHDVXUDEOH� FULWHULD� DJDLQVW� ZKLFK� GLIIHUHQW�
VROXWLRQV�FDQ�EH�HYDOXDWHG��,Q�WKLV�ZD\��EHQFKPDUNV�DOORZ�
WKH� DFTXLUHU� D� ZD\� RI� PHDVXULQJ� VROXWLRQV� DJDLQVW� HDFK�
RWKHU�IURP�D�VDIHW\�SHUVSHFWLYH��%HQFKPDUNV�DOVR�SURYLGH�
D� ZD\� RI� VSHFLI\LQJ� WR� D� VXSSOLHU� ZKDW� DWWULEXWHV� WKHLU�
VRIWZDUH�V\VWHP�GHVLJQ�VKRXOG�KDYH���
$� UHYLHZ�RI� WKH� OLWHUDWXUH� UHYHDOV� WKDW� WKHUH� LV� YHU\� OLWWOH�
SXEOLVKHG� JXLGDQFH� RQ� H[SOLFLW� EHQFKPDUNV� IRU�
DUFKLWHFWXUDO� VXLWDELOLW\�� SDUWLFXODUO\� ZLWK� UHJDUGV� WR�
V\VWHPDWLF� IDXOWV� DQG� IDLOXUHV�� 6RPH� VWDQGDUGV� SHUPLW�
DVVXUDQFH� OHYHOV� RQ� VSHFLILF� V\VWHP� FRPSRQHQWV� WR� EH�
UHGXFHG�EDVHG�RQ�DUFKLWHFWXUH��EXW�WKLV�LV�QRW�D�PHDVXUH�RI�
WKH� RYHUDOO� DUFKLWHFWXUDO� DGHTXDF\�� 7KHUHIRUH�� QHZ�
DSSURDFKHV�DUH�UHTXLUHG�WR�DFKLHYH�WKLV�LI�DUFKLWHFWXUHV�DUH�
WR�EH�HIIHFWLYHO\�HYDOXDWHG�GXULQJ�WHQGHU�HYDOXDWLRQV��2QH�
SRVVLEOH�DSSURDFK�KDV�EHHQ�GHYHORSHG�E\�WKH�DXWKRUV�WKDW�
LQWURGXFH� WKH� FRQFHSW� RI� DQ� $UFKLWHFWXUDO� 6DIHW\�
$VVXUDQFH� /HYHO� DQG� /D\HUHG� )DXOW� 7ROHUDQFH�
5HTXLUHPHQWV� >5H0��@�� 7KH� FRUH� LGHD� ZLWK� WKH�
$UFKLWHFWXUDO�6DIHW\�$VVXUDQFH�/HYHO�LV�WKDW�LW�SURYLGHV�D�
PHDVXUH� RI� KRZ� PDQ\� OD\HUV� RI� GHIHQFH� DQ� DUFKLWHFWXUH�
SURYLGHV�DJDLQVW�V\VWHPDWLF� IDXOWV��7KH� OD\HULQJ�GHIHQFHV�
DJDLQVW�IDXOWV�FRQFHSW�LV�V\QRQ\PRXV�ZLWK�WKH�µGHIHQFH�LQ�
GHSWK¶� SULQFLSOH� RIWHQ� UHIHUUHG� WR� LQ� VHFXULW\� PDQXDOV�� ,W�
DOVR� GHULYHV� IURP� WKH� µ)DLO� 6DIH� 'HVLJQ� &ULWHULD¶� IURP�
>$&�������@��7KH�µOD\HUV�RI�GHIHQFH¶�FRQFHSW�LV�D�XVHIXO�
PHDVXUH� EHFDXVH� LW� LV� LQGHSHQGHQW� RI� VSHFLILF� VROXWLRQV��
HPSKDVLVHV� DUFKLWHFWXUDO� KDQGOLQJ� RI� IDXOWV� EHWZHHQ�
DUFKLWHFWXUDO�FRPSRQHQWV��DQG�SURYLGHV�D�QRWLRQDO�OHYHO�RI�
FRQILGHQFH� EDVHG� RQ� WKH� QXPEHU� RI� OD\HUV� RI� GHIHQFH�
DJDLQVW�HDFK�IDXOW�W\SH��
7R� VHW� WKH� EHQFKPDUN� IRU� WKH� VXSSOLHU�� FODXVHV� FRXOG� EH�
GHYHORSHG� IRU� ERWK� WKH� WHQGHU� DQG� FRQWUDFW� 625� WR�
FRPPXQLFDWH� WKHVH� EHQFKPDUNV�� 7KH� FODXVHV� VKRXOG�
FRPPXQLFDWH� WKH� VROXWLRQ� SURSHUWLHV� UHJDUGLQJ� WKH�
UHTXLVLWH� QXPEHU� RI� OD\HUV� RI� IDXOW� WROHUDQFH� DQG�
DYRLGDQFH�GHWHFWLRQ� DQG� KDQGOLQJ� UHTXLUHPHQWV�� 7KH�
IROORZLQJ� LV� DQ� H[DPSOH� RI� D� JHQHULF� 625� FODXVH� WR�
DFKLHYH�WKLV��
7KH�>6\VWHP�1DPH@�DUFKLWHFWXUH�DQG�PHFKDQLVPV�IRU�DFKLHYLQJ�
IDXOW� DYRLGDQFH� DQG� IDXOW� WROHUDQFH�� DJDLQVW� HDFK� W\SH� RI�
FUHGLEOH�V\VWHPDWLF�IDXOW��VKDOO�PHHW�WKH�UHTXLUHPHQWV�IRU�OD\HUV�
RI� IDXOW� DYRLGDQFH� DQG� IDXOW� WROHUDQFH�� ZKHUH� WKH� QXPEHU� RI�
OD\HUV� LV� FRPPHQVXUDWH� ZLWK� WKH� ZRUVW� FUHGLEOH� IDLOXUH�
FRQGLWLRQ�� DV� VSHFLILHG� DW� ^UHIHUHQFH� D� 7DEOH� LQ� WKH� 625�
GHWDLOLQJ� WKH� EHQFKPDUN� QXPEHUV� RI� OD\HUV� IRU� HDFK� IDLOXUH�
FRQGLWLRQ�VHYHULW\`�
$�VSHFLILF�LQVWDQWLDWLRQ�RI�WKLV�FODXVH�IRU�WKH�$UFKLWHFWXUDO�
6DIHW\� $VVXUDQFH� /HYHO� DSSURDFK� LV� GHVFULEHG� DW�
>5H0��@��

���� ,QIRUPLQJ�$UFKLWHFWXUDO�6XLWDELOLW\�
7R�UHGXFH�DUFKLWHFWXUDO�XQFHUWDLQW\�DW�WKH�WLPH�RI�FRQWUDFW�
VLJQDWXUH�� WKH� WHQGHU� SKDVH� UHTXLUHV� D� PHFKDQLVP� WR� EH�
LQIRUPHG� RI� WKH� DUFKLWHFWXUH�� 7KLV� LPSOLHV� WKDW� D� WHQGHU�
GHOLYHUDEOH� QHHGV� WR� LQFOXGH� LQIRUPDWLRQ� DERXW� WKH�

VXLWDELOLW\� RI� WKH� SURSRVHG� DUFKLWHFWXUH�� 6LQFH� WKH�
LQIRUPDWLRQ� ZLOO� EH� XVHG� E\� WKH� DFTXLUHU� WR� HYDOXDWH� WKH�
VXLWDELOLW\�RI�WKH�DUFKLWHFWXUH�DJDLQVW�WKH�EHQFKPDUNV��LW�LV�
XVHIXO� WR� HQVXUH� WKH� LQIRUPDWLRQ� GLUHFWO\� DGGUHVVHV� WKH�
EHQFKPDUNV�VHW�LQ�6HFWLRQ������
2QH�SRVVLEOH� DSSURDFK�ZRXOG�EH� WR� UHTXLUH� WKH� WHQGHUHU��
WKURXJK�WKH�WHQGHU�62:��WR�SURYLGH�D�&RQFHSWXDO�6\VWHP�
DQG� 6RIWZDUH� $UFKLWHFWXUH� 6XLWDELOLW\� 'RFXPHQW�� 7KH�
GRFXPHQW� ZRXOG� GHVFULEH� KRZ� WKH� V\VWHP¶V� DUFKLWHFWXUH�
DQG� PHFKDQLVPV� IRU� DFKLHYLQJ� IDXOW� DYRLGDQFH� DQG� IDXOW�
WROHUDQFH� DJDLQVW� V\VWHPDWLF� IDXOWV� ZRXOG� PHHW� WKH�
EHQFKPDUNV�HVWDEOLVKHG�DERYH��7KH�LQWHQW�LV� WR�SURYLGH�D�
GHVFULSWLRQ�RI�WKH�DUFKLWHFWXUH�DW�D�OHYHO�RI�ILGHOLW\�WKDW�WKH�
DFTXLUHU� FDQ� HYDOXDWH� DJDLQVW� WKH� EHQFKPDUN�� ZLWKRXW�
IRUFLQJ� WKH� VXSSOLHU� WR�FRPSOHWHO\�GHVLJQ�DQG� LPSOHPHQW�
WKH�V\VWHP�EHIRUH�FRQWUDFW�VLJQDWXUH��)RU�D�ODUJHO\�PDWXUH�
GHVLJQ�� WKH� GRFXPHQW� FDQ� IRFXV� RQ� ZKDW� DOUHDG\� H[LVWV��
DQG� ZKHWKHU� RU� QRW� LW� UHTXLUHV� VXSSOHPHQWDWLRQ�� IRU� D�
GHYHORSPHQWDO� GHVLJQ� LW� SURYLGHV� D� IUDPHZRUN� IRU� WKH�
VXSSOLHU�WR�FRVW�WKH�DUFKLWHFWXUDO�HOHPHQWV�RI�WKHLU�V\VWHP�
ZLWK�LPSURYHG�DFFXUDF\��7KH�IROORZLQJ�LV�DQ�H[DPSOH�RI�
WKH�JHQHULF�7HQGHU�62:�FODXVHV�WR�DFKLHYH�WKLV��
7RWDO� /D\HUV� RI� 'HIHQFH�� 7KH� >7HQGHUHU@� VKDOO� SUHSDUH� D�
>&RQFHSWXDO� 6\VWHP� DQG� 6RIWZDUH� $UFKLWHFWXUH� 6XLWDELOLW\�
'RFXPHQW@�SHU� 7'5/�;;� WR� GHVFULEH� KRZ� WKH� >6\VWHP�1DPH@�
DUFKLWHFWXUH�DQG�PHFKDQLVPV�IRU�DFKLHYLQJ�IDXOW�DYRLGDQFH�DQG�
IDXOW�WROHUDQFH��DJDLQVW�HDFK�W\SH�RI�FUHGLEOH�V\VWHPDWLF�IDXOW��LV�
SURSRVHG� WR� PHHW� WKH� ^UHIHUHQFH� WR� 625¶V� UHTXLUHPHQWV� IRU�
QXPEHU� RI� OD\HUV� RI� IDXOW� DYRLGDQFH� DQG� IDXOW� WROHUDQFH� WR�
V\VWHPDWLF�IDXOWV`��
$GHTXDWH� &RQVWUDLQWV�� 7KH� >7HQGHUHU@� VKDOO� SUHSDUH� D�
>&RQFHSWXDO� 6\VWHP� DQG� 6RIWZDUH� $UFKLWHFWXUH� 6XLWDELOLW\�
'RFXPHQW@� SHU� 7'5/� ;;� WR� GHVFULEH� KRZ� HDFK� SURSRVHG�
FRQVWUDLQW� �L�H�� DEVHQFH�GHWHFWLRQ� DQG� KDQGOLQJ� PHFKDQLVP�� LV�
SURSRVHG� WR�DFKLHYH� WKH�DUFKLWHFWXUDOO\� OD\HUHG� IDXOW� WROHUDQFH�
UHTXLUHPHQWV� DV� GHILQHG� E\� WKH� 625� ^UHIHUHQFH� WKH� 625�
UHTXLUHPHQW`��
$� VSHFLILF� LQVWDQWLDWLRQ� RI� WKHVH� FODXVHV� IRU� WKH�
$UFKLWHFWXUDO� 6DIHW\� $VVXUDQFH� /HYHO� DSSURDFK� LV�
GHVFULEHG�DW�>5H0��@��
)RU� WKH� IOLJKW� FRQWURO� V\VWHP� H[DPSOH�� OHW¶V� DVVXPH� WKDW�
HDFK� RI� WKH� SURSRVHG� RSWLRQV� SURYLGHV� D� &RQFHSWXDO�
6\VWHP� DQG� 6RIWZDUH� $UFKLWHFWXUH� 6XLWDELOLW\� 'RFXPHQW��
IRU�ZKLFK�WKH�SURSRVHG�DUFKLWHFWXUH�LV�EULHIO\�VXPPDULVHG�
DV�IROORZV��
x� 2SWLRQ�$�

R� 4XDG� UHGXQGDQW� GLJLWDO� IOLJKW� FRQWURO� V\VWHP�
LQFRUSRUDWLQJ� WZR� IOLJKW� FRQWURO� FRPSXWHUV� ZLWK�
WZR�LQGHSHQGHQW�FKDQQHOV�SHU�FRPSXWHU���

R� 'XDO� VHQVRUV� LQFOXGLQJ� DLU� GDWD� V\VWHPV��
DWWLWXGH�KHDGLQJ� UHIHUHQFH� V\VWHPV� DQG� WULSOH[�
DFWXDWRUV�DQG�DFWXDWRU�VHQVRUV���

R� ,QFRUSRUDWLRQ� RI� VRIWZDUH� IDXOW� WROHUDQFH� ZLWKLQ�
HDFK�FRPSXWHU��

x� 2SWLRQ�%�
R� 4XDGUXSOH[� GLJLWDO� IOLJKW� FRQWURO� FRPSXWHUV�

LQFRUSRUDWLQJ�D�VLQJOH�FKDQQHO�SHU�FRPSXWHU���
R� ,QFRUSRUDWLRQ� RI� VRIWZDUH� IDXOW� WROHUDQFH� ZLWKLQ�

HDFK�FRPSXWHU��
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x� 2SWLRQ�&�
R� 4XDG� UHGXQGDQW� GLJLWDO� IOLJKW� FRQWURO� V\VWHP�

LQFRUSRUDWLQJ� WZR� IOLJKW� FRQWURO� FRPSXWHUV� ZLWK�
WZR�LQGHSHQGHQW�FKDQQHOV�SHU�FRPSXWHU���

R� 6HQVRUV� LQFOXGH� D� VLQJOH� DLU� GDWD� V\VWHP�� GXDO�
DWWLWXGH�KHDGLQJ� UHIHUHQFH� V\VWHPV� DQG� GXDO�
DFWXDWRUV�DQG�DFWXDWRU�VHQVRUV���

R� 'HVLJQ�LV�EDVHG�XSRQ�D�IOLJKW�FRQWURO�V\VWHP�IURP�
D�IL[HG�ZLQJ�PLOLWDU\�DLUFUDIW��DQG�DGDSWHG�IRU�WKLV�
DSSOLFDWLRQ��

x� 2SWLRQ�'�
R� 6LPSOH[� GLJLWDO� FRQWURO� V\VWHP�� VLQJOH� FRQWURO�

SDQHO��DQG�VLQJOH�VHQVRUV�LQFOXGLQJ�DLU�GDWD�V\VWHP��
DWWLWXGH� DQG� KHDGLQJ� UHIHUHQFHV�� DQG� DFWXDWRU�
SRVLWLRQ�VHQVRUV��

1RWH� WKDW� WKHVH�DUFKLWHFWXUDO�GHVFULSWLRQV�DUH�GHOLEHUDWHO\�
EULHI��7KH\�DUH�LQWHQGHG�WR�EH�LOOXVWUDWLYH�IRU�WKH�SXUSRVHV�
RI�PDNLQJ�D�SRLQW�DERXW�KRZ�FRQWUDFWLQJ�SURFHVVHV�FDQ�EH�
XVHG�WR�LQIRUP�WKHLU�VXLWDELOLW\��$�PRUH�GHWDLOHG�H[DPSOH��
ZKLFK�LQFOXGHV�D�PRUH�WKRURXJK�DUFKLWHFWXUDO�DQDO\VLV�� LV�
WR�EH�GRFXPHQWHG�ZLWKLQ�WKH�ILUVW�DXWKRU¶V�3K'�WKHVLV��

���� (YDOXDWLQJ�$UFKLWHFWXUDO�6XLWDELOLW\��
7KH�SXUSRVH�RI�WKH�WHQGHU�UHTXHVWLQJ�WKLV�LQIRUPDWLRQ�LV�WR�
SHUPLW�HYDOXDWLRQ�RI�WKH�H[WHQW�WR�ZKLFK�WKH�KROLVWLF�VDIHW\�
DQG�VRIWZDUH�DUFKLWHFWXUH�UHTXLUHPHQWV�DUH�FRVWHG�LQWR�WKH�
WHQGHU� UHVSRQVH�� 7KH� UHWURVSHFWLYH� LQFRUSRUDWLRQ� RI�
FRQVWUDLQWV� WR� WUHDW� V\VWHPDWLF� IDLOXUH� PRGHV� LV� UDUHO\�
VWUDLJKWIRUZDUG��SDUWLFXODUO\�ZKHQ�DUFKLWHFWXUDO�FKDQJH�LV�
UHTXLUHG�� 7KHUHIRUH�� LW� LV� LQ� WKH� DFTXLUHU¶V� LQWHUHVWV� WR�
HVWDEOLVK� WKH� H[WHQW� WR� ZKLFK� WKH� FRQWUDFWRU� KDV�
GHWHUPLQHG� DQ� DUFKLWHFWXUH� EDVHG� RQ� WKH� W\SHV� RI�
FRQVWUDLQWV�UHTXLUHG�WR�PHHW�VDIHW\�REMHFWLYHV��:KLOH�LW� LV�
UHFRJQLVHG�WKDW�PDQ\�VXE�V\VWHP�DUFKLWHFWXUHV�PD\�QRW�EH�
ZHOO�GHILQHG�IRU�ODUJH�V\VWHP�DFTXLVLWLRQV��WKH�DEVHQFH�RI�
WKLV� LQIRUPDWLRQ� LQ� D� WHQGHUHU¶V� UHVSRQVH� ZLOO� SHUPLW� WKH�
DFTXLUHU� WR�DGMXVW� WKH�FRQWUDFWRU¶V�SURSRVHG�FRVWLQJ�E\�D�
ULVN�ILJXUH�EDVHG�RQ�WKH�DPRXQW�RI�XQFHUWDLQW\��RU�H[WHQW�
RI� VXLWDELOLW\�� LQ� WKH� WHQGHUHU¶V� SURSRVHG� DUFKLWHFWXUH� WR�
SURYLGH� D� QRUPDOLVHG� HYDOXDWLRQ� RI� WHQGHUHU¶V� UHVSRQVHV�
WKDW�GR�LQFOXGH�WKH�UHOHYDQW�LQIRUPDWLRQ���
$V�FDQ�EH�VHHQ�IURP�WKH�GLIIHULQJ�DUFKLWHFWXUHV�SURSRVHG�
E\�2SWLRQV�$�WKURXJK�'��WKH�FRPSOH[LW\�RI�HDFK�VROXWLRQ�
GLIIHUV� QRWDEO\�� 8VLQJ� WKH� EHQFKPDUNV� VHW� IRU� WKH�
DUFKLWHFWXUH�� HDFK� RSWLRQ� LV� HYDOXDWHG�� 7KH� HYDOXDWLRQ�
UHVXOWV�DUH�VXPPDULVHG�DV�IROORZV��
x� 2SWLRQV� $� DQG� %� ±� 7UHDWPHQWV� WR� DOO� FODVVHV� RI�

V\VWHPDWLF� IDXOW� XVH� OD\HUV� RI� IDXOW� DYRLGDQFH� DQG�
IDXOW�WROHUDQFH�PHFKDQLVPV��$UFKLWHFWXUH�LV�VXLWDEOH��

x� 2SWLRQ�&�±�7UHDWPHQWV�UHODWLQJ�WR�RPLVVLRQ�DQG�YDOXH�
IDLOXUHV� RI� WKH� DLU� GDWD� V\VWHP� VHQVRU� UHO\� RQ� IDXOW�
DYRLGDQFH� YLD� DEVHQFH� DUJXPHQWV� RQO\�� 7KHUH� LV�
OLPLWHG� VRIWZDUH� IDXOW� WROHUDQFH� SURSRVHG� IRU� WKHVH�
IDLOXUHV�� 7KHUHIRUH� WKH� DUFKLWHFWXUH� LV� GHHPHG� WR�
FRQWDLQ� ZHDNQHVVHV� DJDLQVW� WKHVH� V\VWHPDWLF� IDXOWV�
DQG� WKXV� ZRXOG� UHTXLUH� FKDQJHV� WR� DGHTXDWHO\� WUHDW��
$UFKLWHFWXUH� LV�SRWHQWLDOO\�XQVXLWDEOH�� DQG� LV� IODJJHG�
IRU� IXUWKHU� FRQVLGHUDWLRQ� RQFH� HYLGHQFH� SURYLVLRQ� LV�
HYDOXDWHG��

x� 2SWLRQ�'�±�7UHDWPHQWV�UHODWLQJ�WR�RPLVVLRQ�DQG�YDOXH�
IDLOXUHV�RI� VHQVRUV� DQG� IOLJKW� FRQWURO� FRPSXWHUV� UHO\�
RQ� IDXOW� DYRLGDQFH� IURP� DEVHQFH� DUJXPHQWV� RQO\��

7KLV� LV� DVVHVVHG� WR� SURYLGH� JURVVO\� LQDGHTXDWH�
GHIHQFHV�DJDLQVW� WKHVH�FODVVHV�RI�V\VWHPDWLF� IDLOXUHV��
$UFKLWHFWXUH� LV� GHHPHG� XQVXLWDEOH�� DQG� RSWLRQ� LV�
HOLPLQDWHG�IURP�WKH�WHQGHU���

���� 3URYLGLQJ�$UFKLWHFWXUDO�$VVXUDQFH�
2QFH� WKH�SUHIHUUHG� WHQGHUHU�KDV�EHHQ� LGHQWLILHG��DQG�DQ\�
XQFHUWDLQWLHV� UHJDUGLQJ� WKH� DUFKLWHFWXUDO� DVVXUDQFHV� DUH�
WROHUDEOH� �DVVXPLQJ� LQ� WKLV�FDVH� WKDW� LW�ZLOO�HQG�XS�EHLQJ�
HLWKHU� 2SWLRQ� $� RU� %� EHFDXVH� RI� WKHLU� VXSHULRU�
DUFKLWHFWXUDO� VXLWDELOLW\��� WKHQ� LW� LV� SRVVLEOH� WR� GHYHORS� D�
FRQWUDFW�EHWZHHQ�WKH�VXSSOLHU�DQG�DFTXLUHU��
8QGHU�WKH�FRQWUDFW��WKH�DFTXLUHU�ZLOO�QHHG�WR�DFKLHYH�WZR�
WKLQJV�� 7KH� ILUVW� LV� WKDW� WKH\� ZLOO� QHHG� WR� PDLQWDLQ� WKH�
EHQFKPDUNV� IRU� SURGXFW� VXLWDELOLW\� E\� LQFOXVLRQ� RI� 625�
FODXVHV�VLPLODU�WR�WKRVH�GHILQHG�LQ�6HFWLRQ������EXW�IRU�WKH�
FRQWUDFW�� )XUWKHU� WKH� DFTXLUHU� ZLOO� UHTXLUH� PHDQV� WR�
HVWDEOLVK�LI� WKH�ILQDO� µDV�GHOLYHUHG¶�DUFKLWHFWXUH�PHHWV�WKH�
SUHVFULEHG�EHQFKPDUNV��7KLV�FDQ�EH�DFKLHYHG�E\�UHTXLULQJ�
WKH� FRQWUDFWRU� WR� GHOLYHU� �YLD� DSSURSULDWH� 62:� FRQWUDFW�
FODXVH�� D� 6\VWHP� DQG� 6RIWZDUH� $UFKLWHFWXUDO� $VVXUDQFH�
'RFXPHQW�� 7KH� GRFXPHQW� ZRXOG� GHVFULEH� KRZ� WKH�
V\VWHP¶V�DUFKLWHFWXUH�DQG�PHFKDQLVPV�IRU�DFKLHYLQJ�IDXOW�
WROHUDQFH� DJDLQVW� V\VWHPDWLF� IDXOWV� DFWXDOO\� DFKLHYHV� WKH�
EHQFKPDUNV� HVWDEOLVKHG� DERYH�� 7KH� IROORZLQJ� LV� DQ�
H[DPSOH�RI�WKH�JHQHULF�&RQWUDFW�62:�FODXVHV�WR�DFKLHYH�
WKLV��
7RWDO� /D\HUV� RI� 'HIHQFH�� 7KH� >&RQWUDFWRU@� VKDOO� SUHSDUH� D�
>6\VWHP� DQG� 6RIWZDUH� $UFKLWHFWXUDO� $VVXUDQFH�'RFXPHQW@� SHU�
&'5/�;;�WR�GHVFULEH�KRZ�WKH�>6\VWHP�1DPH@�DUFKLWHFWXUH�DQG�
PHFKDQLVPV� IRU� DFKLHYLQJ� IDXOW� DYRLGDQFH� DQG� IDXOW� WROHUDQFH��
DJDLQVW� HDFK� W\SH� RI� FUHGLEOH� V\VWHPDWLF� IDXOW�� PHHWV� WKH�
^UHIHUHQFH� WR� 625¶V� UHTXLUHPHQWV� IRU� WKH� QXPEHU� RI� OD\HUV� RI�
IDXOW�DYRLGDQFH�DQG�IDXOW�WROHUDQFH�WR�V\VWHPDWLF�IDXOWV`��
$GHTXDWH�&RQVWUDLQWV��7KH�>&RQWUDFWRU@�VKDOO�SUHSDUH�D�>6\VWHP�
DQG�6RIWZDUH�$UFKLWHFWXUDO�$VVXUDQFH�'RFXPHQW@�SHU�&'5/�;;�
WR� GHVFULEH� KRZ� HDFK� SURSRVHG� FRQVWUDLQW� �L�H��
DEVHQFH�GHWHFWLRQ� DQG� KDQGOLQJ� PHFKDQLVP�� DFKLHYHV� WKH�
DUFKLWHFWXUDOO\� OD\HUHG� IDXOW� WROHUDQFH� UHTXLUHPHQWV� DV�GHILQHG�
E\�WKH�625�^UHIHUHQFH�WKH�625�UHTXLUHPHQW`��
$� VSHFLILF� LQVWDQWLDWLRQ� RI� WKHVH� FODXVHV� IRU� WKH�
$UFKLWHFWXUDO� 6DIHW\� $VVXUDQFH� /HYHO� DSSURDFK� LV�
GHVFULEHG�DW�>5H0��@��
7KH� &RQWUDFW� 'DWD� 5HTXLUHPHQWV� /LVW� �&'5/�� VKRXOG�
UHTXLUH� WKDW� YDULRXV� LWHUDWLRQV� RI� WKH� GRFXPHQW� EH�
GHOLYHUHG� DW� UHOHYDQW� V\VWHP� HQJLQHHULQJ� PLOHVWRQHV� WR�
SHUPLW� WKH� DFTXLUHU� WR� PRQLWRU� WKH� HYROXWLRQ� RI� WKH�
DUFKLWHFWXUH� XQGHU� WKH� FRQWUDFW�� 7KLV� PRQLWRULQJ� LV�
LPSRUWDQW� EHFDXVH� LW� DOORZV� WKH� DFTXLUHU� WR� PHDVXUH� WKH�
SURJUHVVLRQ� RI� WKH� DUFKLWHFWXUH� WKURXJKRXW� WKH� FRQWUDFW�
OLIHF\FOH��DQG�WR�UHVSRQG�HDUO\�LI� WKHUH�DUH�GLYHUJHQFHV�WR�
DFTXLUHU� XQGHUVWDQGLQJ� DQG� DVVXPSWLRQV� IURP� WKH� WHQGHU�
HYDOXDWLRQ��
2EYLRXVO\�'DWD�,WHP�'HVFULSWLRQV��','V��ZLOO�EH�UHTXLUHG�
IRU� DOO� WKH� GHOLYHUDEOHV� OLVWHG� LQ� WKH� &'5/� �RU� 7'5/�
PHQWLRQHG� LQ� WKH� SUHYLRXV� VHFWLRQ��� ','V� DUH� JHQHUDOO\�
VWUXFWXUDO�� DQG� FRXOG� EH� GHYHORSHG� WR� SURYLGH� D� VSHFLILF�
KHDGLQJ� IUDPHZRUN� WR� VXSSRUW� SURYLVLRQ� RI� WKH� UHOHYDQW�
LQIRUPDWLRQ�� +RZHYHU� WKH� 625� FODXVHV� VHWWLQJ�
EHQFKPDUNV� IRU� WKH� SURGXFW�� DQG� WKH� 62:� FODXVHV�
UHTXLULQJ� SURYLVLRQ� RI� WKH� LQIRUPDWLRQ� DUH� WKH� PHDQV� E\�
ZKLFK� WKH� DGHTXDF\�RI� WKH� DUFKLWHFWXUH� LV� HQIRUFHG��','�
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FRPSOLDQFH� LV� RQO\� D� PHDQV� RI� HQVXULQJ� SRWHQWLDOO\�
UHOHYDQW�LQIRUPDWLRQ�KDV�EHHQ�SURYLGHG�LQ�D�VWUXFWXUH�WKDW�
LV�XQGHUVWRRG�E\�WKH�DFTXLUHU��

�� 2EWDLQLQJ� $UJXPHQW� DQG� (YLGHQFH�
&HUWDLQW\�

2EWDLQLQJ� DUJXPHQW� DQG� HYLGHQFH� FHUWDLQW\� IURP� WKH�
WHQGHU� SKDVHV� DQG� SULRU� WR� HQWHULQJ� LQWR� D� FRQWUDFW� LV�
LPSRUWDQW� EHFDXVH� LW� HQDEOHV� HDUO\� LQVLJKW� LQWR� SRWHQWLDO�
DUJXPHQW� DQG� HYLGHQFH� VKRUWIDOOV�� ,W� DOVR� IRUFHV� H[SOLFLW�
FRQWH[W�VSHFLILF�DJUHHPHQW�EHWZHHQ�DFTXLUHU�DQG�VXSSOLHU�
RQ�WKH�PHDVXUHV�RI�DUJXPHQW�DQG�HYLGHQFH�VXIILFLHQF\�IRU�
ZKLFK�WKHUH�LV�QR�DJUHHG�XQLYHUVDO�DSSURDFK��$�IRXU�VWHS�
SURFHVV�LV�SURSRVHG�IRU�REWDLQLQJ�DUJXPHQW�DQG�HYLGHQFH�
FHUWDLQW\��DV�IROORZV��
��� 6HW�EHQFKPDUNV�IRU�DUJXPHQW�DQG�HYLGHQFH�VXLWDELOLW\�
��� 3URSRVDO� RI� DUJXPHQW� DQG� HYLGHQFH�XVLQJ� WKH� WHQGHU�

SURFHVV�
��� (YDOXDWH� DUJXPHQW� DQG� HYLGHQFH� VXLWDELOLW\� GXULQJ�

WKH�WHQGHU�HYDOXDWLRQ��DQG�
��� 3URYLGH� DUJXPHQW� DQG� HYLGHQFH� DVVXUDQFH� GXULQJ�

FRQWUDFW�H[HFXWLRQ��
7KH� IROORZLQJ� VXE�VHFWLRQV� HODERUDWH� WKH� IRXU� VWHS�
DSSURDFK� WR� DFKLHYLQJ� WKLV� IRU� WKH� IOLJKW� FRQWURO� V\VWHP�
H[DPSOH�DQG�RXWOLQH�VRPH�RI�WKH�EHQHILWV��

���� 6HWWLQJ� %HQFKPDUNV� IRU� $UJXPHQW� DQG�
(YLGHQFH�

7KH� ILUVW� VWHS� WR� REWDLQLQJ� DUJXPHQW� DQG� HYLGHQFH�
FHUWDLQW\� LV� WR� HVWDEOLVK� KRZ� WR� VHW� EHQFKPDUNV� IRU�
DUJXPHQW� DQG� HYLGHQFH� VXIILFLHQF\�� ,Q� NHHSLQJ� ZLWK� WKH�
QRWLRQ� RI� D� FRPSURPLVH� EHWZHHQ� JRDO�EDVHG� DQG�
SUHVFULSWLYH�VWDQGDUGV��WKH�EHQFKPDUNV�VKRXOG�QRW�VSHFLI\�
VSHFLILF� WHFKQLTXHV� RU� PHWKRGV� IRU� HYLGHQFH� JHQHUDWLRQ��
EXW� LQVWHDG� SURYLGH� D� FRKHUHQW� IUDPHZRUN� IRU� KRZ�
HYLGHQFH�ZLOO�EH�UHODWHG�WR�VDIHW\�SURSHUWLHV��DQG�SURYLGH�
D�VHW�RI�FULWHULD�IRU�HVWDEOLVKLQJ�ZKHQ�HYLGHQFH�JHQHUDWLRQ�
LV�FRPSOHWHG��,Q�WKLV�ZD\��EHQFKPDUNV�DOORZ�WKH�DFTXLUHU�
D� ZD\� RI� PHDVXULQJ� HYLGHQFH� VXIILFLHQF\� IURP� D� VDIHW\�
SHUVSHFWLYH���
$� UHYLHZ�RI� WKH� OLWHUDWXUH� UHYHDOV� WKDW� WKHUH� LV� YHU\� OLWWOH�
OLWHUDWXUH� LQ� WKH� SXEOLF� GRPDLQ� WKDW� VHWV� H[SOLFLW�
EHQFKPDUNV� IRU� PHDVXULQJ� DUJXPHQW� DQG� HYLGHQFH�
VXIILFLHQF\�� 7KH� JHQHUDOLVHG� JRDO�EDVHG� DSSURDFKHV�
SURYLGH� IOH[LEOH� DUJXPHQW� VWUXFWXUHV� >.HO��@�� DQG� WKH�
GHYHORSPHQW� RI� SDWWHUQV� DQG� DQWL�SDWWHUQV� KDV� SURYLGHG�
VRPH�UHXVDEOH�DUJXPHQW�VWUXFWXUHV�WKDW�PLJKW�SURYLGH�WKH�
EDVLV� IRU� DUJXPHQW� DJUHHPHQW� >.H0��@�� $UJXPHQW�
DVVXUDQFH� >:HD��@� DQG� DVVXUDQFH� GHILFLW� DSSURDFKHV�
>66(,��@� SURYLGH� DQ� DSSURDFK�� EXW� WKH\� ODFN� GHWDLO� RQ�
HYLGHQFH� VXIILFLHQF\� EHQFKPDUNV� VXIILFLHQW� WR� UHDFK� D�
FRQVHQVXV� EHIRUH� FRQWUDFW� VLJQDWXUH�� /HVV� JHQHUDOLVHG�
JRDO�EDVHG� �RU� REMHFWLYH�EDVHG�� DSSURDFKHV� VXFK� DV�
57&$�'2����%� SURYLGH� D� GHWDLOHG� IUDPHZRUN� RI� VXE�
REMHFWLYHV�WKDW�ZRXOG�IRUP�SDUW�RI�DQ�DUJXPHQW�VWUXFWXUH��
EXW� XQIRUWXQDWHO\� VWUD\� LQWR� SUHVFULSWLRQ� LQ� VRPH� OLPLWHG�
DUHDV� >5HL��@�� ,Q� FRQWUDVW�� SUHVFULSWLYH� VWDQGDUGV�SURYLGH�
YHU\� FOHDU� PHDVXUHV� RI� HYLGHQFH� FRPSOHWLRQ�� EXW� DUH�
ODFNLQJ�LQ�MXVWLILFDWLRQ�IRU�HYLGHQFH�VXIILFLHQF\�LQ�D�JLYHQ�
FRQWH[W�� 7KHUHIRUH�� QHZ� DSSURDFKHV� DUH� UHTXLUHG� WR�
DFKLHYH� WKLV� LI� DUJXPHQWV� DQG� HYLGHQFH� DUH� WR� EH�
HIIHFWLYHO\�HYDOXDWHG�GXULQJ�WHQGHU�HYDOXDWLRQV���

������ %HQFKPDUNV�IRU�$UJXPHQW�
)LUVW�� ZH� DGGUHVV� WKH� TXHVWLRQ� RI� DUJXPHQW�� +DYLQJ� DQ�
HQWLUHO\� IOH[LEOH� DUJXPHQW� LV� XVHIXO� LQ� WKDW� LW� GRHV� QRW�
FRQVWUDLQ� GHVLJQ� VROXWLRQV�� WKH� FODLPV� WKDW� FDQ� EH� PDGH�
DERXW� WKHP�� DQG� GRHV� QRW� OLPLW� QRYHO� DSSURDFKHV� WR�
DUJXLQJ� VDIHW\�� )XUWKHU�� WKLV� DSSURDFK� PHDQV� WKDW� WKH�
DUJXPHQW� KDV� WKH� IOH[LELOLW\� WR� SUHVHQW� HYLGHQFH� WKDW� LV�
LPSRUWDQW�WR�WKH�DUJXPHQW��UDWKHU�WKDQ�SURGXFLQJ�HYLGHQFH�
EHFDXVH� WKH� VWDQGDUG� UHTXLUHV� LW� �DV�ZLWK� WKH�SUHVFULSWLYH�
VWDQGDUGV���%XW�WKH�GUDZEDFN�LV�WKDW�LW�LV�YHU\�GLIILFXOW�WR�
FRPPXQLFDWH� DFTXLUHU� H[SHFWDWLRQV� WR� WKH� VXSSOLHU� LI� WKH�
RYHUDOO�DSSURDFK�GRHVQ¶W�SURYLGH�D�ZD\�IRU�WKH�VXSSOLHU�WR�
PHDVXUH� WKH� VXLWDELOLW\� RI� WKHLU� GHVLJQ� VROXWLRQ� DQG�
DUJXPHQW�� ,W� VKRXOG� DOVR�EH� DSSDUHQW�ZKHQ� LQDSSURSULDWH�
GHVLJQ� VROXWLRQV� DUH� SURSRVHG� DQG� LQDSSURSULDWH� FODLPV�
XVHG�WR�GHIHQG�WKHP��
7R� ERXQG� WKH� XQFHUWDLQW\� VXFK� WKDW� WKH� DFTXLUHU� FDQ� EH�
FRQILGHQW�LQ�WKH�VXSSOLHU¶V�LQWHQGHG�DUJXPHQW�DSSURDFK��D�
PHDQV� LV� UHTXLUHG� WR� FRQYH\� WKH� DWWULEXWHV� RI� DFFHSWDEOH�
DUJXPHQWV�WR�WKH�VXSSOLHU�WKURXJK�WKH�WHQGHU�DQG�FRQWUDFW�
GRFXPHQWV�� 7KH� SXULVW� JRDO�EDVHG� DSSURDFK� GRHVQ¶W�
DFKLHYH� WKLV�� 2Q� WKH� RWKHU� KDQG� DQ� HQWLUHO\� SUHVFULSWLYH�
VWDQGDUG� SURYLGHV� D� VHW� RI� HYLGHQFH� WKDW� WKH� VXSSOLHU�
VKRXOG�SURGXFH��EXW�WKH�DUJXPHQW�UHODWLQJ�WKH�HYLGHQFH�WR�
WKH�EHKDYLRXUV�RI� WKH�SURGXFW�DQG� WKH� VDIHW\�FODLPV�PD\�
EH� HLWKHU� LPSOLFLW�� PLVVLQJ� LQ� SDUW� RU� PLVVLQJ� HQWLUHO\��
7KXV� D� PRYH� WR� DFWLYLW\� DQG� WHFKQLTXH� SUHVFULSWLRQ�
GRHVQ¶W�DGGUHVV� WKH�QHHG�RI�FRQWUDFWV�HLWKHU��6R�KRZ�FDQ�
WKHVH�DSSURDFKHV�EH�FRPELQHG�ZLWKRXW�XQGHUPLQLQJ�WKHLU�
DGYDQWDJHV�� ZKLOH� HQVXULQJ� WKHLU� XVHIXOQHVV� DV� D�
FRQWUDFWLQJ�EHQFKPDUN"��
/HW¶V� FRQVLGHU� DQ\� DUJXPHQW� DV� FRQVLVWLQJ� RI� VRPH�
KROLVWLF�FODLP�DERXW�D�SURSHUW\�RI�D�SURGXFW�ZLWK� UHVSHFW�
WR�VDIHW\��DQG�D�VWUDWHJ\�IRU�VKRZLQJ�WKH�FUHGLELOLW\�RI�WKLV�
FODLP��7KLV�HPSKDVLVHV�WZR�NH\�SRLQWV��WKH�FODLP�DQG�WKH�
VWUDWHJ\�� 7KLV� FRXOG� EH� FRQVLGHUHG� DQDORJRXV� WR� WKH�
UHODWLRQVKLS� EHWZHHQ� WKH� *RDO� DQG� LWV� 6WUDWHJ\� LQ� *RDO�
6WUXFWXULQJ�1RWDWLRQ��*61��DV�GHVFULEHG�E\�>.HO��@��
&RQVLGHU� WKH� FODLP� ILUVW�� $W� WKH� DUFKLWHFWXUDO� OHYHO��
DUFKLWHFWXUDO� DVVXUDQFH� LV� EDVHG� XSRQ� WKH� SUHVHQFH� RI�
OD\HUV� RI� IDXOW� DYRLGDQFH� RU� IDXOW� WROHUDQFH�� VXFK� DV�
GHWHFWLRQ�KDQGOLQJ� PHFKDQLVPV�� /HW¶V� FDOO� WKH�
UHTXLUHPHQWV� WKDW� GHILQH� WKH� VSHFLILF� IDXOW� DYRLGDQFH� RU�
IDXOW� WROHUDQFH� EHKDYLRXU� DW� WKH� UHOHYDQW� OD\HU� D�
µFRQVWUDLQW¶�� DV� D� JHQHUDOLVHG� WHUP�� 7KHUHIRUH� LW� IROORZV�
WKDW� DQ� DUJXPHQW� LV� UHTXLUHG� IRU� WKH� VXLWDELOLW\� RI� HDFK�
µFRQVWUDLQW¶�DQG�WKDW�HDFK�µFRQVWUDLQW¶�QHHGV�WR�EH�DVVXUHG�
FRPPHQVXUDWH�ZLWK�LWV�LPSDFW�RQ�VDIHW\��7KH�DUFKLWHFWXUDO�
VXLWDELOLW\� HOHPHQWV� RI� 6HFWLRQ� �� SURYLGH� D� PHDQV� IRU�
HVWDEOLVKLQJ�WKH�FROOHFWLYH�VXLWDELOLW\�RI�µFRQVWUDLQWV¶��DQG�
KRZ� WKHLU� EHKDYLRXUV� FRPELQH� WR� SURYLGH� WKH� UHTXLVLWH�
DUFKLWHFWXUDO�GHIHQFHV�DJDLQVW� V\VWHPDWLF� IDXOWV��7KXV�ZH�
DUH� OHIW� ZLWK� SURYLGLQJ� HYLGHQFH� WKDW� HDFK� LQGLYLGXDO�
µFRQVWUDLQW¶� LV�DVVXUHG��DQG�ZH�QHHG� WR� WXUQ�RXU�DWWHQWLRQ�
WR� WKH� VWUDWHJ\� WR�DFKLHYH� WKLV��1RWH� WKDW� WKH� µDYRLGDQFH¶�
FRQVWUDLQW� DPRXQWV� WR� FRUUHFWQHVV�� H�J�� RI� FRQWURO�
DOJRULWKPV���
&RQVLGHU�WKLV��ZKDW�LI� WKH�JHQHUDO�HYLGHQFH�W\SHV�XVHG�WR�
VXSSRUW�FODLPV�DERXW� WKH� µFRQVWUDLQW¶�ZHUH�FDWHJRULVHG� LQ�
ZLWK�UHVSHFW�WR�VRIWZDUH�OLIHF\FOH�SURGXFWV�IRU�ZKLFK�WKHUH�
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LV� FRQVHQVXV�� )RU� H[DPSOH�� FXUUHQW� VWDQGDUGV� DOPRVW�
XQLYHUVDOO\�DJUHH�WKDW�WKHUH�VKRXOG�DOZD\V�EH��
x� UHTXLUHPHQWV�DW�WKH�V\VWHP�OHYHO���
x� RQH�RU�PRUH�GHVLJQ�GHFRPSRVLWLRQV�DQG� UHILQHPHQWV�

RI� WKHVH� UHTXLUHPHQWV� �H�J�� KLJK� OHYHO� VRIWZDUH�
UHTXLUHPHQWV�� DEVWUDFW� VRIWZDUH� UHTXLUHPHQWV�� ORZ�
OHYHO�VRIWZDUH�UHTXLUHPHQWV����

x� VRXUFH�FRGH��DQG��
x� H[HFXWDEOH�REMHFW�FRGH���
7KHVH�DUH�UHDO�VRIWZDUH�OLIHF\FOH�SURGXFWV��DQG�WKH\�H[LVW�
DV� VRPH� IRUP�RI�SK\VLFDO� GRFXPHQW�RU� HOHFWURQLFDOO\� IRU�
YLUWXDOO\� DOO� GHYHORSPHQWV�� :KHQ� WKH\� DUH� ODFNLQJ�� LW� LV�
QRW�EHFDXVH�WKH\�DUH�LQDSSURSULDWH��LW�LV�EHFDXVH�WKHUH�LV�D�
JDS� LQ� HYLGHQFH�� )XUWKHU�� VLQFH� WKH\� DSSHDU� LQ� DOO� RI� WKH�
H[LVWLQJ� VRIWZDUH� DVVXUDQFH� VWDQGDUGV��ZH� FDQ�XWLOLVH� WKH�
FRQVHQVXV� WKLV� SURYLGHV�� 7KHUH� LV� VRPH� GLVSXWH� WKDW�
FRQWHPSRUDU\� PHWKRGV� VXFK� DV� PRGHO�EDVHG� VRIWZDUH�
HQJLQHHULQJ� XQGHUPLQH� WKHVH� JHQHUDO� FDWHJRULHV��
+RZHYHU�� FRQVLGHU� WKLV� SHUVSHFWLYH�� 0RGHO�EDVHG�
VRIWZDUH� HQJLQHHULQJ� VLPSO\� FKDQJHV� WKH� VRXUFHV� RI�
HYLGHQFH�IRU�WKHVH�SURGXFWV�IURP�KXPDQ�FHQWULF�SURFHVVHV�
WR�WRROV��7KH�HYLGHQFH�VWLOO�H[LVWV��LW�MXVW�WDNHV�D�GLIIHUHQW�
IRUP�GHSHQGLQJ�RQ�WKH�FRQVWUXFW�RI�WKH�WRRO��6XFK�SURGXFW�
EHQFKPDUNV� DOVR� SURYLGH� D� UDWLRQDOH� IRU� WKH� W\SHV� RI�
HYLGHQFH� PRGHO�EDVHG� VRIWZDUH� HQJLQHHULQJ� WRROV� VKRXOG�
SURGXFH� DV� WKHLU� RXWSXW�� DQG� WKLV� PD\� KHOS� ZLWK�
HVWDEOLVKLQJ� FULWHULD� IRU� WKH� TXDOLILFDWLRQ� RI� VXFK� WRROV��
+HQFH� WKLV� SDSHU� DUJXHV� WKDW� WKH� FDWHJRULHV� RI� OLIH�F\FOH�
SURGXFWV�VKRXOG�VWLOO�H[LVW��LW¶V�MXVW�WKH�VRXUFH�RI�HYLGHQFH�
WKDW�FKDQJHV��L�H��KXPDQ�WR�WRRO���
([DPLQLQJ�WKH�VWUDWHJ\�LQ�PRUH�GHWDLO��ZK\�QRW�VWUXFWXUH�D�
VHW� RI� JHQHULF� VXE�FODLPV� DURXQG� µDWWULEXWHV¶� RI� WKH�
DIRUHPHQWLRQHG� VRIWZDUH� OLIHF\FOH� SURGXFWV� �KLJK� OHYHO�
UHTXLUHPHQWV�� ORZ� OHYHO� UHTXLUHPHQWV�� VRXUFH� FRGH��
H[HFXWDEOH�REMHFW�FRGH��HWF����)RU�H[DPSOH�DQ�DWWULEXWH�RI�
D� ORZ� OHYHO� UHTXLUHPHQW� PLJKW� EH� LWV� µWUDFHDELOLW\¶� WR�
KLJKHU� PRUH� DEVWUDFW� OHYHO� UHTXLUHPHQWV�� 1XPHURXV�
DWWULEXWHV� �H�J�� DFFXUDF\�� FRQVLVWHQF\�� WUDFHDELOLW\��
FRPSOLDQFH�� YHULILFDWLRQ� FRYHUDJH�� HWF��� FDQ� EH� GHILQHG�
ZKLFK�UHSUHVHQW�WKH�H[WHQW�RI�SURSHUWLHV�DSSURSULDWH�WR�WKH�
VRIWZDUH�OLIHF\FOH�SURGXFW��
(DFK�µDWWULEXWH¶�ZRXOG�GHVFULEH�D�GLVWLQFW�SURSHUW\�RI�WKH�
HYLGHQFH�� VXFK� WKDW� FROOHFWLYHO\� WKH� SURSHUWLHV� ZRXOG�
SURYLGH�PHDVXUDEOH� NQRZOHGJH� LQ� WKH� FODLPV� PDGH� IURP�
WKH�VRIWZDUH�OLIHF\FOH�SURGXFW��)XUWKHU��LQVWHDG�RI�PDNLQJ�
WKH� VWDUWLQJ� SRLQW� RI� UHTXLUHPHQWV� HQWLUHO\� JHQHUDO� �DV� LV�
GRQH� LQ� PRVW� VRIWZDUH� DVVXUDQFH� DQG� VDIHW\� VWDQGDUGV���
HQVXUH�WKDW�WKH\�DUH�H[DPLQHG�ZLWK�UHVSHFW�WR�UHDO�SURGXFW�
EHKDYLRXUV� WKDW� DIIHFW� VDIHW\� �� LQ� WKLV� FDVH� HDFK� VSHFLILF�
µFRQVWUDLQW¶��(IIHFWLYHO\��ZH� DUH� H[SOLFLWO\� DQQRWDWLQJ� WKH�
µDWWULEXWHV¶� RI� HDFK� VRIWZDUH� OLIHF\FOH� SURGXFW�� ZLWK�
UHVSHFW�WR�WKH�FODLPV�DERXW�WKH�VSHFLILF� µFRQVWUDLQW¶��7KLV�
SURYLGHV�D�JHQHULF�XQLYHUVDO�DSSURDFK�WR�OLQNLQJ�VRIWZDUH�
OLIHF\FOH�SURGXFWV� �L�H�� WKH� UHDO�ZRUOG� HYLGHQFH��ZLWK� WKH�
SURSHUWLHV� RI� WKH� VRIWZDUH� ZH� DUH� WU\LQJ� WR� PDNH� VDIHW\�
FODLPV�DERXW��
2QH� SRVVLEOH� DSSURDFK� KDV� EHHQ� GHYHORSHG� E\� WKH�
DXWKRUV¶� �VHH� >50F��@�� WKDW� LQWURGXFHV� WKH� FRQFHSW� RI� D�
&ODLPV� 6DIHW\� $VVXUDQFH� /HYHO� �&6$/��� DQG� D� VHW� RI�
JHQHULF� DUJXPHQWV� FHQWUHG� DURXQG� WKH� µDWWULEXWHV¶� RI�
OLIHF\FOH� SURGXFWV� RI� VSHFLILHG� µFRQVWUDLQW¶� OHYHO�

UHTXLUHPHQWV� DQG� DSSOLFDEOH� DEVWUDFW� OHYHO� UHTXLUHPHQWV��
ORZ�OHYHO�UHTXLUHPHQWV��VRXUFH�FRGH�DQG�H[HFXWDEOH�REMHFW�
FRGH�� 6LQFH� QRW� DOO� µFRQVWUDLQWV¶� SURYLGH� DQ� HTXDO�
FRQWULEXWLRQ� WR� WKH� DUFKLWHFWXUDO� OHYHO� GHIHQFHV�� DQG� WKXV�
QRW� DOO� µFRQVWUDLQW¶� DUJXPHQWV� DUH� HTXDO�� D� IUDPHZRUN� LV�
DOVR�LQFOXGHG�WKDW�DVVLVWV�LQ�GHWHUPLQLQJ�WKH�LPSRUWDQFH�RI�
VDWLVI\LQJ�HDFK�SDUWLFXODU�DUJXPHQW��

������ %HQFKPDUNV�IRU�(YLGHQFH�6XIILFLHQF\�
7XUQLQJ� RXU� DWWHQWLRQ� QRZ� WR� DGGUHVVLQJ� WKH� TXHVWLRQ� RI�
EHQFKPDUNV� IRU� HYLGHQFH�� ,W� KDV� DOUHDG\� EHHQ� GHVFULEHG�
WKDW� WKH� JRDO�EDVHG� DSSURDFK� DOORZV� IOH[LELOLW\� LQ�
HYLGHQFH�� DQG� WKDW� WKLV� LV� GHVLUDEOH�� +RZHYHU� WKH�
GUDZEDFN�LV�WKDW�D�PHDQV�RI�PHDVXULQJ�DQG�MXVWLI\LQJ�WKH�
VXIILFLHQF\� RI� HYLGHQFH� KDV� WR� EH� LQFRUSRUDWHG� LQWR� HDFK�
DQG� HYHU\� DUJXPHQW�� 7KLV� PD\� EH� UHSHWLWLYH�� DQG� GHWUDFW�
IURP�WKH�IRFXV�RQ�WKH�SURGXFW�DVSHFWV�RI�WKH�DUJXPHQW��2Q�
WKH�RWKHU�KDQG��WKH�SUHVFULSWLYH�DSSURDFK�ODFNV�IOH[LELOLW\�
LQ� HYLGHQFH�� DQG� LW� GRHV� QRW� KHOS� WR� JURXS� HYLGHQFH� LQ�
ZD\V�VXFK�WKDW�WKH�µVR�ZKDW"¶�FDQ�EH�DQVZHUHG�IURP�WKLV�
HYLGHQFH�� +RZHYHU�� WKH� VWUHQJWK� RI� WKH� SUHVFULSWLYH�
DSSURDFK� LV� WKDW� LW� LV� YHU\� FOHDU� WR� VXSSOLHUV� WU\LQJ� WR�
GHWHUPLQH� DFWLYLW\� FRVWV� IRU� LQFOXVLRQ� LQ� WKH� WHQGHU�
UHVSRQVH�� 6R� KRZ� FDQ� WKHVH� DSSURDFKHV� EH� FRPELQHG�
ZLWKRXW� XQGHUPLQLQJ� WKHLU� DGYDQWDJHV�� ZKLOH� HQVXULQJ�
XVHIXOQHVV�DV�D�FRQWUDFWLQJ�EHQFKPDUN"�
&RQVLGHU� WKLV�� ZKDW� LI� WKH� IROORZLQJ� DVVXPSWLRQV� DUH�
PDGH��
x� 7KH� VHW� RI� HYLGHQFH� VXSSOLHG� LV� QHYHU� LQILQLWH�

�EHFDXVH�ZH�GRQ¶W�KDYH�LQILQLWH�WLPH�RU�PRQH\���WKXV�
WKH� DVVXUDQFH� LW� SURYLGHV� LV� QHYHU� DEVROXWH�� VR� WKHUH�
ZLOO�DOZD\V�EH�OLPLWDWLRQV�LQ�WKH�WRWDOLW\�RI�HYLGHQFH��

x� 7KH� HYLGHQFH� SURGXFHG� IURP� HDFK� PHWKRG� RU�
WHFKQLTXH� ZLOO� DOZD\V� KDYH� VRPH� OLPLWDWLRQ� ZLWK� LW��
DQG� FRPSOHPHQWDU\� HYLGHQFH� IURP� RQH� RU� PRUH�
PHWKRGV� RU� WHFKQLTXHV� ZLOO� XVXDOO\� EH� UHTXLUHG� WR�
UHVROYH�WKH�OLPLWDWLRQ���

x� $V� WKHUH� ZLOO� DOZD\V� EH� OLPLWDWLRQV� LQ� WKH� HYLGHQFH��
ZK\� QRW� FKDQJH� WKH� IRFXV� WR� GHWHUPLQLQJ� LI� WKH�
OLPLWDWLRQV�DUH�WROHUDEOH�LQ�WKH�VSHFLILF�FRQWH[W"�

)XUWKHU�� D� JHQHULF� IUDPHZRUN� FRXOG� EH� SURYLGHG� IRU�
GHWHUPLQLQJ� WKH� WROHUDELOLW\� RI� WKH� OLPLWDWLRQ� LQ� HYLGHQFH�
IRU� HDFK� DUJXPHQW� WKDW� LV� JRLQJ� WR� EH� PDGH�� 6LQFH�
HYLGHQFH� LV� EHVW� SUHVHQWHG� DW� WKH� VXE�FODLP� OHYHO�� WKLV� LV�
WKH� EHVW� SODFH� WR� LPPHGLDWHO\� DVVHVV� WKH� LPSDFW� RI�
WROHUDELOLW\�RI�OLPLWDWLRQV�RI�HYLGHQFH��2QFH�DVVHVVHG�ZLWK�
UHVSHFW�WR�WKH�VSHFLILF� µFRQVWUDLQW¶� WKH��LQ�WROHUDELOLW\�FDQ�
WKHQ� EH� HYDOXDWHG� LQ� WKH� FRQWH[W� RI� WKH� LPSDFW� RQ�
DUFKLWHFWXUDO� DVVXUDQFH�� DQG� WKXV� SURYLGH� PHDQLQJIXO�
LQVLJKW�LQWR�SURGXFW�VDIHW\�ULVNV��
7KH� IUDPHZRUN� FRXOG� WDNH� LQWR� DFFRXQW� WKH� JHQHULF�
SURSHUWLHV�RI�HYLGHQFH��UHIHU�>:HD��@��LQFOXGLQJ��
x� 5HOHYDQFH�RI�WKH�HYLGHQFH��DV�SURGXFHG�E\�PHWKRG�RU�

WHFKQLTXH�;��WR�WKH�VXE�FODLP��H�J��FRPSOLDQFH�RI�WKH�
VRXUFH� FRGH� ZLWK� WKH� DSSOLFDEOH� ORZ� OHYHO�
UHTXLUHPHQWV�IRU�FRQVWUDLQW�<���

x� 7UXVWZRUWKLQHVV� RI� WKH� HYLGHQFH� EDVHG� RQ� ZKR� DQG�
KRZ�LW�ZDV�SURGXFHG��DQG�

x� 5HVXOWV� RI� WKH� HYLGHQFH�� LQFOXGLQJ� ZKHUH� WKH� UHVXOWV�
SURYLGH�FRXQWHU�HYLGHQFH��
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7KLV�LV�DGYDQWDJHRXV�EHFDXVH�WKH�VXSSOLHU�FDQ�EH�UHTXLUHG�
WR� LGHQWLI\� WKH� OLPLWDWLRQV� ZLWK� HDFK� W\SH� RI� HYLGHQFH�
SURSRVHG�ZLWK�UHVSHFW�WR�WKHVH�SURSHUWLHV�RI�HYLGHQFH��7KH�
VXSSOLHU� FDQ� DOVR� EH� UHTXLUHG� WR� LGHQWLI\� KRZ� WKH\� ZLOO�
UHVROYH� DQ\� OLPLWDWLRQV� WKURXJK� SURYLVLRQ� RI� DGGLWLRQDO�
HYLGHQFH�� 7KH� DSSURDFK� LV� JHQHULF� EHFDXVH� LW� UHIOHFWV�
JHQHULF� SURSHUWLHV� DQG� OLPLWDWLRQV� RI� HYLGHQFH�� 7KH�
WHFKQLTXHV�DQG�PHWKRGV�XVHG�WR�WKH�SURGXFH�WKH�HYLGHQFH�
DUH� HQWLUHO\� ZLWKLQ� WKH� VXSSOLHU¶V� FRQWURO�� 7KH� EHWWHU� WKH�
WHFKQLTXHV� DQG� PHWKRGV� WKH\� SURSRVH�� WKH� IHZHU� WKH�
OLPLWDWLRQV� WKH\�ZLOO�KDYH� WR�DGGUHVV��EXW� WKLV� LV�D�FKRLFH�
IRU�WKH�VXSSOLHU��)XUWKHU��WKH�FRQFHSW�SURYLGHV�D�PHDQV�IRU�
WKH�VXSSOLHU� WR�WKLQN�FULWLFDOO\�DERXW�ZKDW�WHFKQLTXHV�DQG�
PHWKRGV� WKH\� DUH� SURSRVLQJ� DQG� SURYLGHV� D� PHDQV� IRU�
PHDVXULQJ� WKH� DGHTXDF\� RI� HDFK� WHFKQLTXH� DQG� PHWKRG��
)LQDOO\�� ZKHQ� WKH\¶YH� ZRUNHG� RXW� WKHLU� WHFKQLTXHV� DQG�
PHWKRGV��WKH\�FDQ�FRVW�WKHVH�LQWR�WKHLU�SURSRVDO��DQG�WKXV�
WKH�VXSSOLHU�FDQ�EH�FRQILGHQW�LQ�WKHLU�SURSRVDO�FRVWLQJ�IRU�
WKH�SURYLVLRQ�RI�HYLGHQFH���
2QH�SRVVLEOH�DSSURDFK�WKDW�XVHV�WKHVH�SULQFLSOHV�KDV�EHHQ�
GHYHORSHG� E\� WKH� DXWKRUV�� ,W� LQWURGXFHV� WKH� FRQFHSW� RI� D�
(YLGHQFH� 6DIHW\� $VVXUDQFH� /HYHO� �(6$/�� DQG�
µ7ROHUDELOLW\� RI� /LPLWDWLRQV¶� >50F��@�� 7KH� UHPDLQLQJ�
VXE�VHFWLRQV� GLVFXVV� KRZ� WKHVH� SULQFLSOHV� FDQ� EH�
LQFRUSRUDWHG� LQWR� WHQGHUV� DQG� FRQWUDFWV� WR� ERXQG�
XQFHUWDLQW\��

���� 3URSRVDO�RI�$UJXPHQW�DQG�(YLGHQFH�
7R�UHGXFH�XQFHUWDLQW\�DERXW�WKH�LQWHQGHG�VDIHW\�DUJXPHQW�
DW�WKH�WLPH�RI�FRQWUDFW�VLJQDWXUH��WKH�WHQGHU�SKDVH�UHTXLUHV�
D� PHFKDQLVP� WR� EH� LQIRUPHG� RI� WKH� DUJXPHQW�� 7KLV�
LPSOLHV�WKDW�LW�LV�XVHIXO�WR�NQRZ�ZKLFK�JHQHULF�FODLPV�DUH�
JRLQJ�WR�EH�DSSOLHG�WR�HDFK�DUFKLWHFWXUDO�µFRQVWUDLQW¶���
2QH�SRVVLEOH� DSSURDFK�ZRXOG�EH� WR� UHTXLUH� WKH� WHQGHUHU��
WKURXJK�WKH�WHQGHU�62:��WR�SURYLGH�D�6RIWZDUH�$VVXUDQFH�
3ODQ� WR� GHVFULEH� ZKLFK� VHW� RI� FODLPV� DUH� JRLQJ� WR� EH�
GHPRQVWUDWHG�IRU�HDFK�µFRQVWUDLQW¶��7R�HQVXUH�FRQVLVWHQF\�
LQ� WHQGHUHU� UHVSRQVHV� LW� LV� DGYDQWDJHRXV� WR� DOLJQ� ZKHUH�
SRVVLEOH� WKH� FODLPV� WR� WKH� JHQHULF� VRIWZDUH� OLIHF\FOH�
SURGXFWV�DQG�WKH�JHQHULF�DWWULEXWHV�RI�HDFK��7KH�IROORZLQJ�
LV�DQ�H[DPSOH�RI�D�JHQHULF�7HQGHU�62:�WR�DFKLHYH�WKLV��
7KH�>7HQGHUHU@�VKDOO�SUHSDUH�D�>6RIWZDUH�$VVXUDQFH�3ODQ@�SHU�
7'5/�;;�WR�SURSRVH�WKH�DWWULEXWHV�WKDW�ZLOO�EH�DVVXUHG��IRU�HDFK�
VRIWZDUH� OLIHF\FOH�SURGXFW�� IRU�HDFK�FRQVWUDLQW�GHVFULEHG� LQ� WKH�
>&RQFHSWXDO� 6\VWHP� DQG� 6RIWZDUH� $UFKLWHFWXUH� 6XLWDELOLW\�
'RFXPHQW@��
$� VSHFLILF� LQVWDQWLDWLRQ� RI� WKHVH� FODXVHV� IRU� WKH� &ODLPV�
6DIHW\� $VVXUDQFH� /HYHO� DSSURDFK� LV� GHVFULEHG� DW�
>50F��@�� >50F��@�SURYLGHV�D�V\VWHPDWLFDOO\�HVWDEOLVKHG�
VHW� RI� DWWULEXWHV� IRU� HDFK� OLIHF\FOH�� WKDW� SURYLGHV�
FRQILGHQFH� LQ� LWV� FRPSOHWHQHVV� RI� DWWULEXWHV� IRU� JHQHULF�
VRIWZDUH�EHKDYLRXUDO�FODLPV��
7R� UHGXFH� XQFHUWDLQW\� DERXW� WKH� LQWHQGHG� OLPLWDWLRQV� LQ�
HYLGHQFH�IRU�HDFK�RI� WKH�DIRUHPHQWLRQHG�DWWULEXWHV�DW� WKH�
WLPH�RI�FRQWUDFW�VLJQDWXUH��WKH�WHQGHU�SKDVH�DOVR�UHTXLUHV�D�
PHFKDQLVP�WR�SURYLGH�LQIRUPDWLRQ�RQ�WKH�OLNHO\�VFRSH�RI�
WKH�ERG\�RI�HYLGHQFH�DQG�LWV�SRWHQWLDO�OLPLWDWLRQV���
2QH�SRVVLEOH� DSSURDFK�ZRXOG�EH� WR� UHTXLUH� WKH� WHQGHUHU��
WKURXJK�WKH�WHQGHU�62:��WR�SURYLGH�WZR�WKLQJV��

x� D� 6RIWZDUH� 'HYHORSPHQW� 3ODQ� WR� GHVFULEH� ZKLFK�
PHWKRGV� DQG� WHFKQLTXHV� DUH� JRLQJ� WR� EH� DSSOLHG�
DFURVV�WKH�GHYHORSPHQW��DQG�

x� D� 6RIWZDUH� $VVXUDQFH� 3ODQ� WR� GHVFULEH� KRZ� DQ\�
OLPLWDWLRQV� LQ� WKH� HYLGHQFH� SURGXFHG� IURP� WKH�
PHWKRGV� DQG� WHFKQLTXHV� GHVFULEHG� LQ� WKH� VRIWZDUH�
GHYHORSPHQW� SODQ� DUH� WROHUDEOH� ZLWK� UHVSHFW� WR�
UHOHYDQFH��WUXVWZRUWKLQHVV�DQG�UHVXOWV��

6RIWZDUH�'HYHORSPHQW�3ODQV�DUH�DOUHDG\�URXWLQHO\�LQ�XVH�
ZLWKLQ� SURMHFWV�� DQG� WKLV� VKRXOG� EH� QR� VXUSULVH� WR� DQ\�
UHDGHU�� +RZHYHU� WKH� NH\� FRQWULEXWLRQ� WKLV� SDSHU� LV�
SURSRVLQJ� LV� D� VLVWHU� GRFXPHQW� �WKH� 6RIWZDUH� $VVXUDQFH�
3ODQ�� WKDW� SUHVHQWV� WKH� DQDO\VLV� DQG� MXVWLILFDWLRQ� IRU� WKH�
DGHTXDF\�RI�WKH�6RIWZDUH�'HYHORSPHQW�3ODQ��ZLWK�UHVSHFW�
WR� WKH� WROHUDELOLW\�RI� OLPLWDWLRQV� LQ� HYLGHQFH� FRQFHSW��%\�
UHTXLULQJ�HDFK� WHQGHUHU� WR�H[SOLFLWO\� MXVWLI\� WKH�DGHTXDF\�
RI� WKHLU� VRIWZDUH� GHYHORSPHQW�� WKHQ� VXSSOLHUV� DUH�
SURYLGHG�D�FRQVLVWHQW�VHW�RI�H[SHFWDWLRQV�IRU�FRVWLQJ�WKHLU�
VRIWZDUH�GHYHORSPHQW�SURJUDPV��7KLV� LV� LPSRUWDQW�ZKHQ�
LW� FRPHV� WR� HVWDEOLVKLQJ� ZKLFK� RI� WZR� RU� PRUH� VRIWZDUH�
GHYHORSPHQWV�SURJUDPV� LV�PRVW�DGHTXDWH�ZLWK� UHVSHFW� WR�
HYLGHQFH�SURYLVLRQ��
)RU�WKH�SXUSRVHV�RI�FODULW\�WKH�6RIWZDUH�$VVXUDQFH�3ODQ�LV�
TXLWH�GLIIHUHQW� IURP�PRUH�FRQYHQWLRQDO�GHOLYHUDEOHV�VXFK�
DV� 6RIWZDUH� 9HULILFDWLRQ� 3ODQV�� $� 6RIWZDUH� 9HULILFDWLRQ�
3ODQ�ZLOO�XVXDOO\�SURYLGH�WKH�GHVFULSWLRQ�RI�DFWLYLWLHV�XVHG�
WR� GHPRQVWUDWH� UHTXLUHPHQWV� VDWLVIDFWLRQ�� 7KH� 6RIWZDUH�
$VVXUDQFH�3ODQ�SUHVHQWV�WKH�DQDO\VLV�DQG�MXVWLILFDWLRQ�IRU�
WKH� DGHTXDF\� RI� WKH� 6RIWZDUH� 'HYHORSPHQW� 3ODQ�� E\�
GHVFULELQJ� WKH� FODLPV� DQG� MXVWLI\LQJ� WKH� HYLGHQFH�
SURSRVHG�IRU�HDFK�W\SH�RI�µFRQVWUDLQW¶��&RQYHQWLRQDO�SODQV�
VXFK� DV� YHULILFDWLRQ� SODQV�� WHVW� SODQV�� HWF�� DUH� VWLOO�
HQYLVDJHG� EHLQJ� FRPSDQLRQ� GRFXPHQWV� WR� WKH� 6RIWZDUH�
$VVXUDQFH�3ODQ��
7KH� IROORZLQJ� LV� DQ� H[DPSOH� RI� D� JHQHULF� 7HQGHU� 62:�
FODXVH� WR� DFKLHYH� SURGXFWLRQ� RI� WKH� 6RIWZDUH�
'HYHORSPHQW�3ODQ�DQG�6RIWZDUH�$VVXUDQFH�3ODQ��
6RIWZDUH� 'HYHORSPHQW� 3ODQ�� 7KH� >7HQGHUHU@� VKDOO� SUHSDUH� D�
>6RIWZDUH� 'HYHORSPHQW� 3ODQ@� SHU� 7'5/� ;;� WR� GHVFULEH� WKH�
PHWKRGV� DQG� WHFKQLTXHV� SURSRVHG� WR� EH� XVHG� WKURXJKRXW� WKH�
VRIWZDUH� GHYHORSPHQW� OLIHF\FOH�� LQFOXGLQJ� GHVFULSWLRQ� RI�
WHFKQLTXHV� RU� PHWKRGV� XVHG� SULRU� WR� WKLV� GHYHORSPHQW� EXW� IRU�
ZKLFK�HYLGHQFH�LV�UHOHYDQW���
6RIWZDUH� $VVXUDQFH� 3ODQ�� 7KH� >7HQGHUHU@� VKDOO� SUHSDUH� D�
>6RIWZDUH�$VVXUDQFH�3ODQ@� SHU�7'5/�;;� WR� GHVFULEH� KRZ� WKH�
HYLGHQFH� SURGXFHG� IURP� WKH� DSSOLFDWLRQ� RI� WKH� >7HQGHUHU@�
SURSRVHG� PHWKRGV� DQG� WHFKQLTXHV� LV� SURSRVHG� WR� DVVXUH�
WROHUDELOLW\�RI�OLPLWDWLRQV�LQ�HYLGHQFH�ZLWK�UHVSHFW�WR�UHOHYDQFH��
WUXVWZRUWKLQHVV�DQG�UHVXOWV�� IRU�HDFK�DWWULEXWH�RI�HDFK�VRIWZDUH�
OLIHF\FOH� SURGXFW�� IRU� HDFK� FRQVWUDLQW� GHVFULEHG� LQ� WKH�
>&RQFHSWXDO� 6\VWHP� DQG� 6RIWZDUH� $UFKLWHFWXUH� 6XLWDELOLW\�
'RFXPHQW@��
$�VSHFLILF�LQVWDQWLDWLRQ�RI�WKHVH�FODXVHV�IRU�WKH�(YLGHQFH�
6DIHW\� $VVXUDQFH� /HYHO� DQG� &ODLPV� 6DIHW\� $VVXUDQFH�
/HYHO�DSSURDFK�LV�GHVFULEHG�DW�>50F��@��
)RU� WKH� IOLJKW� FRQWURO� V\VWHP� H[DPSOH�� OHW¶V� DVVXPH� WKDW�
HDFK� RI� WKH� SURSRVHG� RSWLRQV� SURYLGHV� D� 6RIWZDUH�
'HYHORSPHQW� 3ODQ� DQG� 6RIWZDUH� $VVXUDQFH� 3ODQ�� IRU�
ZKLFK�DUH�EULHIO\�VXPPDULVHG�DV�IROORZV��1RWH�WKDW�IRU�WKH�
SXUSRVHV� RI� EUHYLW\� ZLWKLQ� WKLV� SDSHU� WKLV� LQ� RQO\� DQ�
LOOXVWUDWLYH� VXPPDU\� ZLWKRXW� WKH� FRUUHVSRQGLQJ�
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MXVWLILFDWLRQ��,W�GRHVQ¶W�UHSUHVHQW�WKH�IXOO�FRQWHQW�RI�WKHVH�
SODQV��
x� 2SWLRQ�$�

R� $53����� V\VWHP� VDIHW\� SURJUDP� ZLWK� VRIWZDUH�
DVVXUDQFH�WR�57&$�'2����%�/HYHO�$��

x� 2SWLRQ�%�
R� 'HI6WDQ� ������ ,VV� �� V\VWHP� VDIHW\� SURJUDP� ZLWK�

VRIWZDUH� DVVXUDQFH� WR� 'HI6WDQ� ������ ,VV� �� 6,/���
LQFOXGLQJ�WKH�DSSOLFDWLRQ�RI�IRUPDO�PHWKRGV��

x� 2SWLRQ�&�
R� 0,/�67'����'�V\VWHP�VDIHW\�SURJUDP��ZLWK�QHZ�

VRIWZDUH� GHYHORSHG� WR� 57&$�'2����%� /HYHO� $��
DQG�UHXVHG�VRIWZDUH�GHYHORSHG�WR�0,/�67'�������

x� 2SWLRQ�'�
R� 0,/�67'����'� VDIHW\� SURJUDP�� ZLWK� VRIWZDUH�

GHYHORSHG�WR�0,/�67'������

���� (YDOXDWLRQ�RI�$UJXPHQW�DQG�(YLGHQFH�
7KH�SXUSRVH�RI�WKH�WHQGHU�UHTXHVWLQJ�WKLV�LQIRUPDWLRQ�LV�WR�
SHUPLW� HYDOXDWLRQ� RI� WKH� H[WHQW� WR� ZKLFK� WKH� KROLVWLF�
HYLGHQFH�UHTXLUHPHQWV�DUH�FRVWHG�LQWR�WKH�WHQGHU�UHVSRQVH�
DQG� WR�HVWDEOLVK� LI� WKH\�PHHW� WKH�DFTXLUHU¶V�H[SHFWDWLRQV��
7KH� UHWURVSHFWLYH� VXSSOHPHQWDWLRQ� RI� HYLGHQFH� LV� UDUHO\�
VWUDLJKWIRUZDUG��SDUWLFXODUO\�ZKHQ�LW�UHVXOWV�LQ�D�FKDQJH�WR�
RQH� RU� PRUH� RI� WKH� OLIHF\FOH� SURGXFWV� VXFK� DV�
UHTXLUHPHQWV�� GHVLJQ� RU� FRGH�� 7KHUHIRUH�� LW� LV� LQ� WKH�
DFTXLUHU¶V� LQWHUHVWV� WR� HVWDEOLVK� WKH� H[WHQW� WR� ZKLFK� WKH�
FRQWUDFWRU� KDV� SURSRVHG� D� VXIILFLHQW� VHW� RI� HYLGHQFH��
:KLOH� LW� LV� UHFRJQLVHG� WKDW� WKH� HYLGHQFH� ZRXOG� QRW� \HW�
H[LVW�DW�WKH�WLPH�RI�WHQGHU��FOHDU�LQVLJKW�LQWR��
x� WKH�WHFKQLTXHV�DQG�PHWKRGV�SURSRVHG���
x� ZKDW�HYLGHQFH�ZLOO�EH�SURGXFHG"���
x� KRZ�WKLV�HYLGHQFH�ZLOO�FRPELQH"��DQG��
x� ZKDW� OLPLWDWLRQV� LQ� WKH� HYLGHQFH� PLJKW� EH�

LQWROHUDEOH"���
ZLOO�SHUPLW�WKH�DFTXLUHU�WR�DGMXVW�WKH�FRQWUDFWRUV�SURSRVHG�
FRVWLQJ� E\� D� ULVN� ILJXUH� EDVHG� RQ� WKH� DPRXQW� RI�
XQFHUWDLQW\� �RU� H[WHQW� RI� VXLWDELOLW\�� LQ� WKH� WHQGHUHUV�
SURSRVHG� HYLGHQFH� VHW��7KLV�ZRXOG�SURYLGH� D�QRUPDOLVHG�
HYDOXDWLRQ� RI� WHQGHUHUV� UHVSRQVHV� FRPSHQVDWLQJ� IRU�
WHQGHUV�WKDW�GR�LQFOXGH�WKH�UHOHYDQW�LQIRUPDWLRQ���
&RQVLGHULQJ� WKH� H[DPSOHV� SURSRVHG� LQ� WKH� SUHYLRXV�
VHFWLRQ�� LW� LV� HYLGHQW� WKDW� WKH� HYLGHQFH� VHW� SURSRVHG� E\�
2SWLRQV� $� WKURXJK� '� YDULHV� VXEVWDQWLDOO\� IRU� HDFK�
SURSRVDO��8VLQJ�WKH�EHQFKPDUNV�VHW�IRU�WKH�DUJXPHQW�DQG�
HYLGHQFH��HDFK�RSWLRQ� LV�HYDOXDWHG��$VVXPH�� IRU� WKH�VDNH�
RI� LOOXVWUDWLRQ�� WKDW� WKH�HYDOXDWLRQ�UHVXOWV�DUH�VXPPDULVHG�
DV�IROORZV��
x� 2SWLRQ� $� ±� 7KHUH� DSSHDUV� D� OLPLWDWLRQ� ZLWK� WKH�

H[WHQVLYHQHVV� RI� QRUPDO� DQG� UREXVWQHVV� YHULILFDWLRQ�
SURSRVHG� DJDLQVW� ORZ� OHYHO� UHTXLUHPHQWV� UHODWLQJ� WR�
WLPH�GHSHQGHQW� SURSHUWLHV�� LQFOXGLQJ�
V\QFKURQLVDWLRQ��RI�WKH�IOLJKW�FRQWURO�ODZV�LQ�UHODWLRQ�
WR� IDXOW� WROHUDQFH� WR� MLWWHU� �HDUO\� DQG� ODWH�� UHODWHG�
HIIHFWV� RQ� VHQVRU� LQSXWV�� 7HQGHUHU� LV� UHTXHVWHG� WR�
FODULI\�WKHLU�SURSRVDO��

x� 2SWLRQ� %� ±� 7KHUH� DSSHDUV� D� OLPLWDWLRQ� RI� WKH�
H[WHQVLYHQHVV� RI� WKH� DSSOLFDWLRQ� RI� DQDO\WLF� DQG�
HPSLULFDO� YHULILFDWLRQ� RI� EHKDYLRXUV� UHODWLQJ� WR� IDXOW�
WROHUDQFH� WR� YDOXH� IDLOXUHV� RI� DLU� GDWD� V\VWHP� DQG�
DWWLWXGH�KHDGLQJ�UHIHUHQFH�V\VWHP�VHQVRUV��7KLV�LV�GXH�

WR�IDXOW�WROHUDQFH�PHFKDQLVPV�EHLQJ�LQFRUSRUDWHG�LQWR�
GHYLFH� GULYHUV� ZKLFK� FDQ� RQO\� EH� YHULILHG� LQ� WKH�
6\VWHPV�,QWHJUDWLRQ�/DERUDWRU\�EXW�IRU�ZKLFK�WKHUH�LV�
QR�PHDQV�ZLWK�WKH�FXUUHQW�WRROVHW�WR�LQMHFW�WKHVH�IDXOW�
FRQGLWLRQV� IRU� WKH� SXUSRVHV� RI� YHULILFDWLRQ�� 7KLV�
OLPLWDWLRQ� LV� IODJJHG� IRU� FODULILFDWLRQ� ZLWK� WKH�
WHQGHUHU��

x� 2SWLRQ� &� ±� /LPLWDWLRQV� LQ� HYLGHQFH� IRU� UHXVHG�
VRIWZDUH� DUH� VXEVWDQWLDO� ZLWK� UHVSHFW� WR� ORZ� OHYHO�
UHTXLUHPHQWV�� ORZ� OHYHO� UHTXLUHPHQWV� YHULILFDWLRQ��
DQG� FRYHUDJH� RI� LPSOHPHQWDWLRQ� IURP� UHTXLUHPHQWV�
EDVHG� YHULILFDWLRQ�� 7KHVH� OLPLWDWLRQV� DUH� DVVHVVHG� WR�
EH�LQWROHUDEOH��

x� 2SWLRQ�'�±�$OUHDG\�HOLPLQDWHG�EDVHG�RQ�DUFKLWHFWXUDO�
HYDOXDWLRQ��

2SWLRQV� $� DQG� %� UHTXLUH� IXUWKHU� FODULILFDWLRQ� ZLWK� WKH�
7HQGHUHUV��DQG�WKLV�ZLOO�EH�VRXJKW��2SWLRQ�&�LV�HOLPLQDWHG�
IURP� WKH� WHQGHU� HYDOXDWLRQ� GXH� WR� LQWROHUDEOH� HYLGHQFH�
OLPLWDWLRQV�� DQG� 2SWLRQ� '� ZDV� DOUHDG\� HOLPLQDWHG� EDVHG�
RQ� DUFKLWHFWXUDO� VKRUWIDOOV�� &ODULILFDWLRQ� ZLWK� 2SWLRQV� $�
DQG�%�UHYHDOV�WKH�IROORZLQJ�DGGLWLRQDO�LQIRUPDWLRQ�IRU�WKH�
HYDOXDWLRQ��
x� 2SWLRQ� %� ±� WKH� OLPLWDWLRQ� UHPDLQV� DV� WKH� WHQGHUHU�

FODLPV�WKDW�ORZ�OHYHO�YHULILFDWLRQ�XQGHUWDNHQ�SULRU�WR�
LQWHJUDWLRQ� YHULILFDWLRQ� ZLOO� SURYLGH� VXIILFLHQW�
HYLGHQFH� LQ� WKLV� UHJDUG�� 7KHUHIRUH� YHULILFDWLRQ� RI�
WKHVH� UHTXLUHPHQWV� RQ� WKH� WDUJHW� FRPSXWHU� ZLWK�
FUHGLEOH�IDXOW�FRQGLWLRQV�LV�YLD�LQIHUHQFH�RQO\��7KHVH�
OLPLWDWLRQV�DUH�DVVHVVHG�WR�EH�LQWROHUDEOH��2SWLRQ�%�LV�
HOLPLQDWHG�IURP�FRQVLGHUDWLRQ��

x� 2SWLRQ� $� ±� WKH� H[WHQVLYHQHVV� RI� QRUPDO� DQG�
UREXVWQHVV�YHULILFDWLRQ�KDV�EHHQ� DGHTXDWHO\� FODULILHG�
DQG�LV�DFFHSWDEOH��

7KHUHIRUH��2SWLRQ�$�LV�VHOHFWHG�DV�WKH�ZLQQLQJ�7HQGHUHU��
DQG� QHJRWLDWLRQV� DUH� FRPPHQFHG� WR� SURJUHVV� WR� FRQWUDFW�
VLJQDWXUH��
1RWH�WKDW�LQ�UHDOLW\�WKHUH�DUH�PDQ\�RWKHU�VHOHFWLRQ�FULWHULD�
IRU� D� SURGXFW�� DQG� VR� LW� LV� FRPPRQ� IRU� FDSDELOLW\�� IRUFH�
LQWHJUDWLRQ��DQG�SROLWLFDO� IDFWRUV�DPRQJVW�RWKHUV� WR�DIIHFW�
VHOHFWLRQ�� +HQFH�� WKHVH� RWKHU� IDFWRUV� PD\� VRPHWLPHV�
UHTXLUH� FRPSURPLVH� RQ� WKH� LGHDO� VDIHW\� VROXWLRQ��
+RZHYHU��WKLV�GRHV�QRW�LQYDOLGDWH�WKH�SURFHVV�SURSRVHG�LQ�
WKLV� SDSHU�� ,QVWHDG�� WKH� SURFHVV� LQ� WKLV� SDSHU� HQDEOHV� WKH�
DFTXLUHU�WR�EH�LQIRUPHG�DERXW�WKH�VDIHW\�DVVXUDQFH�DVSHFWV�
VXFK� WKDW� LW� LV� SRVVLEOH� WR� PDNH� LQIRUPHG� WUDGH�RIIV�
EHWZHHQ�VDIHW\�DVVXUDQFH�DQG�RWKHU�VHOHFWLRQ�FULWHULD��)RU�
H[DPSOH�� LW� PD\� EH� SRVVLEOH� WR� FKRRVH� 2SWLRQ� %�� PDNH�
GHFLVLRQV� UHJDUGLQJ� ULVN� WUHDWPHQW� RU� UHWHQWLRQ�� EHFDXVH�
RWKHU�EHQHILWV�RXW�ZHLJK�WKH�LPSDFW�RI�LWV�OLPLWDWLRQV��

���� 3URYLGLQJ� $UJXPHQW� DQG� (YLGHQFH�
$VVXUDQFH�

2QFH� WKH� SUHIHUUHG� WHQGHUHU� KDV� EHHQ� LGHQWLILHG� �LQ� WKLV�
FDVH� 2SWLRQ� $��� DQG� DQ\� XQFHUWDLQWLHV� UHJDUGLQJ� WKH�
FODLPV� DQG� HYLGHQFH� DVVXUDQFHV� DUH� WROHUDEOH�� WKHQ� LW� LV�
SRVVLEOH� WR� GHYHORS� D� FRQWUDFW� EHWZHHQ� WKH� VXSSOLHU� DQG�
DFTXLUHU��
8QGHU� WKH� FRQWUDFW�� WKH� DFTXLUHU� ZLOO� UHTXLUH� D� PHDQV� WR�
HVWDEOLVK� LI� WKH� ILQDO� µDV�GHOLYHUHG¶� FODLPV� DQG� HYLGHQFH�
PHHWV� WKH� SUHVFULEHG� EHQFKPDUNV�� 7KLV� FDQ� EH� DFKLHYHG�
E\� UHTXLULQJ� WKH� FRQWUDFWRU� WR� GHOLYHU� �YLD� DSSURSULDWH�
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62:� FRQWUDFW� FODXVH�� D� 6RIWZDUH� $VVXUDQFH� 6XPPDU\�
'RFXPHQW�� 7KH� GRFXPHQW� ZRXOG� GHVFULEH� KRZ� WKH�
DVVXUDQFH�RI�WKH�µDWWULEXWHV¶�RI�VRIWZDUH�OLIHF\FOH�SURGXFWV�
DFWXDOO\� DFKLHYHV� WKH� EHQFKPDUNV� HVWDEOLVKHG� GXULQJ�
WHQGHU� SURFHVVHV�� 7KH� IROORZLQJ� LV� DQ� H[DPSOH� RI� WKH�
JHQHULF�&RQWUDFW�62:�FODXVHV�WR�DFKLHYH�WKLV��
$FKLHYHPHQW� RI� &ODLPV� DQG� $WWULEXWHV� RI� 6RIWZDUH� /LIHF\FOH�
3URGXFWV�
7KH� >&RQWUDFWRU@� VKDOO� SUHSDUH� D� >6RIWZDUH� $VVXUDQFH�
6XPPDU\@� SHU� &'5/� ;;� WR� GHVFULEH� WKH� DWWULEXWHV� WKDW� KDYH�
EHHQ� DVVXUHG�� IRU� HDFK� VRIWZDUH� OLIHF\FOH� SURGXFW�� IRU� HDFK�
FRQVWUDLQW� GHVFULEHG� LQ� WKH� >6\VWHP� DQG� 6RIWZDUH� $UFKLWHFWXUH�
'RFXPHQW@��
$VVHVVLQJ�WKH�(YLGHQFH�
7KH� >&RQWUDFWRU@� VKDOO� SUHSDUH� D� >6RIWZDUH� $VVXUDQFH�
6XPPDU\@�SHU�&'5/�;;�WR�GHVFULEH�KRZ�WKH�HYLGHQFH�SURGXFHG�
IURP�WKH�DSSOLFDWLRQ�RI�WKH�>&RQWUDFWRU@�SURSRVHG�PHWKRGV�DQG�
WHFKQLTXHV�KDV�DVVXUHG�WKH�WROHUDELOLW\�RI�OLPLWDWLRQV�LQ�HYLGHQFH�
ZLWK�UHVSHFW� WR�UHOHYDQFH�� WUXVWZRUWKLQHVV�DQG�UHVXOWV�� IRU�HDFK�
DWWULEXWH�RI�HDFK�VRIWZDUH�OLIHF\FOH�SURGXFW��IRU�HDFK�FRQVWUDLQW�
GHVFULEHG�LQ�WKH�>6\VWHP�DQG�6RIWZDUH�$UFKLWHFWXUH�'RFXPHQW@��
$� VSHFLILF� LQVWDQWLDWLRQ� RI� WKHVH� FODXVHV� IRU� WKH�
$UFKLWHFWXUDO� 6DIHW\� $VVXUDQFH� /HYHO� DSSURDFK� LV�
GHVFULEHG�DW�>5H0��@��

�� 5HVROYLQJ�,VVXHV�DIWHU�&RQWUDFW�6LJQDWXUH�
'HVSLWH� EHVW� LQWHQWLRQV�� ZKHQHYHU� WKHUH� LV� XQFHUWDLQW\�
WKHUH�LV�SRWHQWLDO�IRU�LW�WR�OHDG�WR�DQ�XQGHVLUDEOH�RXWFRPH�
DV�GHYHORSPHQW�SURJUHVVHV��7KH�VHFWLRQV�SULRU�WR�WKLV�KDYH�
ODUJHO\�EHHQ� IRFXVVHG�RQ� WU\LQJ� WR�ERXQG� WKH�XQFHUWDLQW\�
LQ� DUHDV� WKDW� UHDOO\� DIIHFW� WKH� FDVH� IRU� VDIHW\�� +RZHYHU��
RQFH� D� FRQWUDFW� LV� FRPPHQFHG�� LI� LVVXHV� GR� DULVH� ZLWK�
UHVSHFW� WR� DUFKLWHFWXUH�� FODLPV� RU� HYLGHQFH�� WKHQ� LW� LV�
XVHIXO�WR�HVWDEOLVK�LQ�DGYDQFH�WKH�DSSURDFK�IRU�UHVROXWLRQ�
RI�WKHVH�LVVXHV���
&RQVLGHULQJ� WKH�RQJRLQJ�H[DPSOH�RI�2SWLRQ�$��DQG� OHW¶V�
DVVXPH� WKDW� GXULQJ� SUHOLPLQDU\� GHVLJQ� UHYLHZ� VHYHUDO�
LVVXHV�DUH�LGHQWLILHG�DV�IROORZV��
x� ,VVXH���±�3URSRVHG�WUHDWPHQWV�WR�YDOXH�IDLOXUHV�RI�DLU�

GDWD� V\VWHP� DLUVSHHG� GDWD� DUH� LGHQWLILHG� WR� EH�
LQDGHTXDWH� XQGHU� FRQGLWLRQV� RI� WUDQVLWLRQ� WR� WKH�
KRYHU�� $� UHYLVHG� WUHDWPHQW� LV� SURSRVHG� UHTXLULQJ� DQ�
DGDSWDWLRQ� WR� IOLJKW� FRQWURO� ODZ� WUDQVLWLRQ� FULWHULD� WR�
SURYLGH�DQ�LPSURYHG�IDXOW�WROHUDQFH�DJDLQVW�WKLV�IDXOW���

x� ,VVXH���±�9HULILFDWLRQ�DQG�YDOLGDWLRQ�RI�WKH�DFFXUDF\�
RI� WKH� VRIWZDUH� UHTXLUHPHQWV� UHODWLQJ� WR� GLVFUHWH�
LPSOHPHQWDWLRQ� RI� WKH� OHJDF\� DQDORJXH� FRQWURO� ODZV�
LV�LGHQWLILHG�WR�FRQWDLQ�VKRUWIDOOV�UHODWLQJ�WR�WKH�UHXVH�
RI� PRGHOOLQJ� IURP� WKH� SUHYLRXV� LPSOHPHQWDWLRQ��
$GGLWLRQDO�PRGHOOLQJ�RI� WKH�GLVFUHWH� LPSOHPHQWDWLRQ�
LV�YLHZHG�DV�UHTXLUHG�E\�WKH�DFTXLUHU��

7KHUH�DUH� WZR�PDLQ�RSWLRQV� IRU�SURYLGLQJ�FRQWUDFW�VFRSH�
IRU�WKH�ZRUN�WR�UHVROYH�XQIRUHVHHQ�LVVXHV�WKDW�DULVH��HLWKHU�
ZLWKLQ�WKH�RULJLQDO�FRQWUDFW��RU�WKURXJK�D�FRQWUDFW�FKDQJH��
%RWK�DUH�GLVFXVVHG�LQ�WKH�IROORZLQJ�VXE�VHFWLRQV��

���� 5HVROXWLRQ�ZLWKLQ�&RQWUDFW�6FRSH�
5HVROXWLRQ�ZLWKLQ�WKH�FRQWUDFW�VFRSH�LV�HQWLUHO\�GHSHQGHQW�
RQ�WKH�VXSSOLHU�RSHQO\�DFNQRZOHGJLQJ�WKH�UHTXLUHPHQW�WR�
UHVROYH� WKH� LVVXH� DQG� SHUKDSV� GR� H[WUD� ZRUN�� +RZHYHU��
ZKHQ� SURILW� PDUJLQV� DUH� DW� ULVN�� DQG� WKHUH� LV� ULVN� RI�

VFKHGXOHV�EHLQJ�DIIHFWHG��LW�LV�QRW�XQFRPPRQ�IRU�VXSSOLHUV�
WR�DUJXH�ZRUN�LV�RXW�RI�VFRSH���
&RQVLGHU�WKH�WZR�LVVXHV�LGHQWLILHG�RXU�H[DPSOH��
x� ,VVXH� ��� 7KLV� WUHDWPHQW� LV� GHHPHG� LQ�VFRSH� RI�

FRQWUDFW�EHFDXVH�LW�ZDV�D�FRQWUDFWRU�RYHUVLJKW�GXULQJ�
WKH�FRQFHSWXDO�GHVLJQ�SURSRVDO��(YLGHQFH�LV�SURYLGHG�
FRPPHQVXUDWH� ZLWK� SUHYLRXVO\� LGHQWLILHG� DWWULEXWHV��
OLIHF\FOH�SURGXFWV�DQG�FRQVWUDLQWV��

x� ,VVXH����$FTXLUHU�DQG�VXSSOLHU�HQWHU� LQWR�FRQWUDFWXDO�
GLVSXWH� UHJDUGLQJ� WKH� SURYLVLRQ� RI� DGGLWLRQDO�
HYLGHQFH� PRGHOOLQJ� WKH� GLVFUHWH� LPSOHPHQWDWLRQ��
EHFDXVH� WKH� VXSSOLHU� FODLPV� WKHLU� OLPLWDWLRQV� LQ� WKH�
PRGHOOLQJ�DUH�WROHUDEOH��

2QH�ZD\�WR�DGGUHVV�,VVXH���LV�WR�PDNH�DEVROXWHO\�H[SOLFLW�
WKLV� UHTXLUHPHQW� IRU� OLPLWDWLRQV� WR� EH� UHVROYHG� WR� WKH�
VDWLVIDFWLRQ� RI� WKH� DFTXLUHU� WKURXJK� D� VWDWHPHQW� RI� ZRUN�
OLQH�LWHP��7KLV�OLQH�LWHP�FDQ�WKHQ�EH�FRVWHG�DQG�VXSSOLHUV�
ZLOO�EH�HPSRZHUHG�WR�UHVROYH�VXFK�LVVXHV��$Q�H[DPSOH�RI�
KRZ�WKLV�PLJKW�EH�DFKLHYHG�LV�DV�IROORZV��
,QWROHUDEOH�/LPLWDWLRQV�LQ�(YLGHQFH��&ODLPV�RU�$UFKLWHFWXUH�
:KHUH�WKH�>$FTXLUHU@¶V�FHUWLILFDWLRQ�HYDOXDWLRQ�HVWDEOLVKHV�WKDW�
WKH� >&RQWUDFWRU@� KDV� QRW� DFKLHYHG� WKH� UHTXLUHPHQWV� RI� WKH�
^UHIHUHQFH� DSSOLFDEOH� 625� DQG� 62:� FODXVHV� UHOHYDQW� WR�
DUFKLWHFWXUH��DUJXPHQW�DQG�HYLGHQFH`��RU�WKHUH�DUH�VKRUWIDOOV�LQ�
WKH� µ7ROHUDELOLW\� RI�/LPLWDWLRQV¶�RI� HYLGHQFH� YHUVXV� WKH� FULWHULD�
VSHFLILHG�E\�WKLV�FRQWUDFW��WKHQ�WKH�>&RQWUDFWRU@�VKDOO�XQGHUWDNH�
RQH�RU�PRUH�RI�WKH�IROORZLQJ�UHPHGLDWLRQ�DFWLRQV�WR�UHVROYH�WKH�
VKRUWIDOOV�WR�WKH�VDWLVIDFWLRQ�RI�WKH�FHUWLILFDWLRQ�DXWKRULW\��

x� HQJLQHHULQJ�FKDQJH�WR�DUFKLWHFWXUDO�FRQVWUDLQWV���
x� HQJLQHHULQJ�FKDQJH�WR�LPSOHPHQWDWLRQ�RI�DUFKLWHFWXUDO�

FRQVWUDLQWV��RU�
x� DGGLWLRQDO� DQDO\VLV�� YHULILFDWLRQ� DQG� YDOLGDWLRQ� E\�

IXUWKHU� RU� VXSSOHPHQWDU\� DSSOLFDWLRQ� RI� PHWKRGV� RU�
WHFKQLTXHV���

7KH�>&RQWUDFWRU@� VKDOO�DPHQG�DOO� UHOHYDQW�GHOLYHUDEOHV�SHU� WKH�
&'5/� WR� LQFRUSRUDWH� WKH� HQJLQHHULQJ� FKDQJHV� DQG� DGGLWLRQDO�
HYLGHQFH��

1RWH�WR�&RQWUDFWRUV�
7KH�DERYH�FODXVH�SURYLGHV�WKH�PHDQV�IRU�WKH�
FHUWLILFDWLRQ�DXWKRULW\�WR�DGGUHVV�VKRUWIDOOV�
DJDLQVW�DUFKLWHFWXUH��DUJXPHQW�DQG�HYLGHQFH�

H[SHFWDWLRQV��:KLOH�WKLV�FODXVH�PD\�EH�
LQWHUSUHWHG�WR�UHVXOW�LQ�XQERXQGHG�

SURJUDPPDWLF�ULVN�IRU�WKH�FRQWUDFWRU��WKH�LQWHQW�
LV�WR�IRFXV�ERWK�DFTXLUHU�DQG�FRQWUDFWRU�HIIRUWV�
DW�HVWDEOLVKLQJ�XQDPELJXRXV�FRQVHQVXV�GXULQJ�
WKH�WHQGHU�SURFHVV�DQG�FRQWUDFW�QHJRWLDWLRQV��
7KH�FRQWUDFWRU�VKRXOG�QRW�VLJQ�WKH�FRQWUDFW�LI�

WKH\�EHOLHYH�WKHUH�UHPDLQV�VXEVWDQWLDO�
XQFHUWDLQW\�UHJDUGLQJ�WKH�SURYLVLRQ�RI�HYLGHQFH�

DJDLQVW�WKH�IUDPHZRUN��DQG�LQVWHDG�UHTXHVW�
IXUWKHU�FODULILFDWLRQ�GXULQJ�FRQWUDFW�

QHJRWLDWLRQV��
7KH� DLP� RI� WKLV� DSSURDFK� LV� WR� HQVXUH� WKDW� WKH� WHQGHU�
SKDVHV� DQG� FRQWUDFW� QHJRWLDWLRQ� SKDVHV� KDYH�
V\VWHPDWLFDOO\� LGHQWLILHG�� GLVFORVHG� DQG� HYDOXDWHG� WKH�
LQWHQGHG� ERG\� RI� HYLGHQFH� DQG� WKDW� DOO� LQWROHUDEOH�
VKRUWIDOOV� KDYH� EHHQ� LQFOXGHG� ZLWKLQ� WKH� FRQWUDFW�� 7KXV�
WKH� H[DPSOH� FODXVHV� ZRXOG� RQO\� FRPH� LQWR� HIIHFW� LI� DQ�
LVVXH� UHPDLQV�� DQG� WKLV� ZRXOG� EH� OHVV� OLNHO\� DQG� OHVV�
VHULRXV�EHFDXVH� WKH�HYLGHQFH�SODQQLQJ�ZDV� V\VWHPDWLF� LQ�
WKH�ILUVW�SODFH��
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7KH� GUDZEDFN� WR� WKLV� DSSURDFK� LV� WKDW� VXSSOLHUV� PD\�
LQWHUSUHW� WKLV�DV�D�YHU\�ULVN\�VWDWHPHQW�RI�ZRUN� OLQH� LWHP�
DQG� FRVW� LW� FRPPHQVXUDWHO\��+RZHYHU� WKHUH� LV� D� SRVLWLYH�
WR� WKH� EHKDYLRXU� WKLV� JHQHUDWHV� IRU� WHQGHU� HYDOXDWLRQ�� ,I�
WKH�DFTXLUHU�HYDOXDWHV�WKH�FRVW�DWWULEXWLRQ�DJDLQVW�WKLV�OLQH�
LWHP�IURP�HDFK�WHQGHUHU��DQG�WKHUH�DUH�QRWDEOH�GLIIHUHQFHV�
LQ� WKH�FRVWLQJ�� WKHQ� WKH�DFTXLUHU�FDQ�XVH� WKLV� WR�HVWDEOLVK�
WKH�WHQGHUHUV�FRQILGHQFH�OHYHOV�LQ�WKHLU�RZQ�FRVW�HVWLPDWHV�
IRU� DFKLHYLQJ� DUFKLWHFWXUDO�� FODLPV� DQG� HYLGHQFH�
DVVXUDQFH�� 7KLV� LV� D� YHU\� XVHIXO� WRRO� GXULQJ� WHQGHU�
HYDOXDWLRQ�� DQG� VRPHWKLQJ� WKDW� LV� QRW� HDVLO\� JDXJHG� E\�
RWKHU� PHDQV�� (YHQ� LI� WKH� FODXVH� LV� UHPRYHG� GXULQJ�
FRQWUDFW� QHJRWLDWLRQV� GXH� WR� VXSSOLHU� FRQFHUQV�� LWV�
LQFOXVLRQ�GXULQJ�WKH�WHQGHU�SURFHVV�LV�H[WUHPHO\�UHYHDOLQJ�
DERXW�VXSSOLHU�FRQILGHQFH�LQ�WKHLU�SURSRVDOV�DQG�FRVWLQJ��

���� 5HVROXWLRQ�2XWVLGH�&RQWUDFW�6FRSH�
5HVROXWLRQ�RI�VKRUWIDOOV�RXWVLGH�WKH�FRQWUDFW�VFRSH�LV�HDV\�
IURP� WKH� SHUVSHFWLYH� RI� GHILQLQJ� WKH� VFRSH� RI� ZRUN�� DV�
XVXDOO\� WKH� DQDO\VLV� WR� GHWHUPLQH� WKDW� WKH� DUFKLWHFWXUDO�
FKDQJHV��GHVLJQ�FKDQJHV�RU�HYLGHQFH�VXSSOHPHQWDWLRQ�ZLOO�
EH� FOHDU� IURP� WKH� DQDO\VLV� GRQH� WR� GHPRQVWUDWH� LW� LV�
RXWVLGH� WKH� RULJLQDO� FRQWUDFW�� ,I� WKHUH� LV� FRQWLQJHQF\�
IXQGLQJ� WR� IXQG� WKH� FRQWUDFW� FKDQJH�� WKHQ� LW�ZLOO� DOVR�EH�
UHODWLYHO\�VWUDLJKWIRUZDUG�IRU�WKH�DFTXLUHU��
+RZHYHU��LI�FRQWLQJHQF\�IXQGLQJ�LV�QRW�DYDLODEOH�WKLV�LV�D�
YHU\�FKDOOHQJLQJ�SDWK�DV�LW�XVXDOO\�LQYROYHV�WKH�DOORFDWLRQ�
RI�DGGLWLRQDO�IXQGLQJ�WR�D�SURMHFW�IURP�*RYHUQPHQW��0RVW�
*RYHUQPHQW� FRPPLWWHHV� UHVSRQVLEOH� IRU� IXQGLQJ� RI�
PLOLWDU\�DYLDWLRQ� V\VWHP�DFTXLVLWLRQV�DUH�QRW� V\PSDWKHWLF�
WR� LVVXHV� WKDW� HPHUJH� ODWH� LQ� WKH� SURMHFW� OLIHF\FOH� ZKLFK�
ZHUH� QRW� IRUHFDVW� ZLWK� RULJLQDO� FRVWLQJ�� DOORFDWHG� DV�
FRQWLQJHQFLHV��RU�DUWLFXODWHG�DV�SURJUDP�ULVNV��
)RU�WKH�SXUSRVHV�RI�WKLV�SDSHU�� WKH�DSSURDFK�GHVFULEHG�DW�
6HFWLRQ�����LV�SUHIHUUHG�DW�OHDVW�DW�WKH�WHQGHU�SKDVH��VR�WKDW�
WKH� OLNHOLKRRG� RI� DGGLWLRQDO� RXW� RI� VFRSH� ZRUN� LV� ZHOO�
XQGHUVWRRG�GXULQJ�WKH�WHQGHU�SKDVH��DQG�PLQLPLVHG�LQ�WKH�
FRQWUDFW�SKDVH��

�� (YDOXDWLRQ�
$V� WKH� FRQFHSWV� LQWURGXFHG� LQ� WKLV� SDSHU� GLIIHU�
VXEVWDQWLDOO\�IURP�H[LVWLQJ�DSSURDFKHV��HYDOXDWLRQ�RI�WKHLU�
HIIHFWLYHQHVV� LV� UHTXLUHG�� +RZHYHU�� EHFDXVH� LW� LV� RIWHQ�
GLIILFXOW� WR�DSSO\�QRYHO�DSSURDFKHV�WR�UHDO�SURMHFWV�DW� WKH�
LQLWLDO� SURSRVDO� RI� WKHVH� DSSURDFKHV�� HYDOXDWLRQ� E\�
H[SHULPHQW� LV� QRW� VWUDLJKWIRUZDUG�� )RU� WKLV� UHDVRQ��
OLWHUDWXUH� >9DQ��@� UHJDUGLQJ� WKH� GHVLJQ� RI� VWXGLHV� IRU�
SDUWLFLSDWLYH� UHVHDUFK� ZDV� H[DPLQHG� WR� HVWDEOLVK� WKDW�
SUHOLPLQDU\� HYDOXDWLRQ� RI� WKH� FRQFHSWV� RXWOLQHG� LQ� WKLV�
SDSHU� ZDV� VXLWHG� WR� VXUYH\� TXHVWLRQQDLUH� RI� VXSSOLHUV��
DFTXLUHUV� DQG� UHODWHG� VWDNHKROGHU� DJHQFLHV� �H�J��
UHJXODWRUV���$�VHULHV�RI�WDUJHWHG�ZRUNVKRSV�LV�EHLQJ�XVHG�
WR�FRPSOHPHQW�WKH�VXUYH\�TXHVWLRQQDLUHV���

���� 'HVFULSWLRQ�RI�(YDOXDWLRQ�
$� GHWDLOHG� VXUYH\� TXHVWLRQQDLUH� ZDV� SUHSDUHG� XVLQJ� WKH�
SULQFLSOHV� IRU� TXHVWLRQQDLUH� GHVLJQ� IURP� >2SS��@� DQG�
>%$1��@�� 7KH� TXHVWLRQQDLUH� DVNHG� D� PL[� RI� RSHQ� DQG�
FORVHG� TXHVWLRQV� UHJDUGLQJ� WKH� FRQFHSWV� DQG� DSSOLFDWLRQ�
WKHUHRI� SUHVHQWHG� LQ� WKLV� SDSHU� DQG� WKH� VXSSRUWLQJ�
OLWHUDWXUH�� 7KH� TXHVWLRQQDLUH� ZDV� SURYLGHG� WR�

UHSUHVHQWDWLYHV� RI� D� UDQJH� RI� VXSSOLHU� DQG� DFTXLUHU�
DJHQFLHV�UHSUHVHQWLQJ�D�FURVV�VHFWLRQ�RI�WKH�IROORZLQJ��
x� 0LOLWDU\�5HJXODWRU\�&HUWLILFDWLRQ�$XWKRULWLHV�
x� 6XSSOLHU�&RQWUDFWRUV�
x� $FTXLUHU�$JHQFLHV�

R� $XVWUDOLDQ�±�'HIHQFH�0DWHULHO�2UJDQLVDWLRQ�
�� 6XVWDLQPHQW�6\VWHP�3URJUDP�2IILFHV�
�� $FTXLVLWLRQ�3URMHFWV�

R� 8QLWHG�.LQJGRP�0LQLVWU\�RI�'HIHQFH�
R� 8QLWHG�6WDWHV�$LU�)RUFH�
R� 'HIHQVH�&RQWUDFW�0DQDJHPHQW�$JHQF\�

x� &RQWUDFWRUV� WR� 'HIHQFH� �3URIHVVLRQDO� 6HUYLFH�
3URYLGHUV��

x� 6FLHQFH� DQG� 7HFKQRORJ\� 2UJDQLVDWLRQV� VXSSRUWLQJ�
'HIHQFH�$FTXLVLWLRQ�

���� 5HVXOWV�RI�(YDOXDWLRQ�
7KH� HYDOXDWLRQ� LV� RQ�JRLQJ�� KRZHYHU� DQDO\VLV� RI� UHVXOWV�
KDV� EHHQ� XQGHUWDNHQ� RQ� ��� FRPSOHWHG� VXUYH\V�� 7KH�
VXUYH\V� UHSUHVHQW� D� FURVV�VHFWLRQ� RI� WKH� DERYH� OLVWHG�
VWDNHKROGHUV� IURP� $XVWUDOLD�� &DQDGD�� 1HZ� =HDODQG�� WKH�
8QLWHG�.LQJGRP��DQG�WKH�8QLWHG�6WDWHV�RI�$PHULFD���7KH�
HYDOXDWLRQ�XQGHUWDNHQ�WR�GDWH�KDV�SURYLGHG�WKH�IROORZLQJ�
IHHGEDFN��
)UDPHZRUN�
x� $FTXLUHUV� DQG�&HUWLILFDWLRQ�$XWKRULWLHV� LQGLFDWHG� WKDW�

WKH� DSSURDFK� PD\� KDYH� KHOSHG� WR� DYRLG� VHYHUDO�
KLVWRULFDO� �DQG� FXUUHQW�� SURMHFW� LVVXHV� ZKHUH�
DUFKLWHFWXUDO� VDIHW\� VKRUWIDOOV� ZHUH� UHVSRQVLEOH� IRU�
SURMHFW� FDQFHOODWLRQ� RU� VLJQLILFDQW� SURMHFW� GHOD\V� DQG�
FRVW�LQFUHDVHV��+RZHYHU��WKH\�QRWHG�WKDW�FRUUHODWLRQ�LQ�
UHWURVSHFW�LV�HDVLHU�WKDQ�LQ�UHDOLW\��

x� 6RPH� UHVSRQGHQWV�ZHUH�GHWHUUHG�E\� WKH�QRWLRQ�RI� \HW�
DQRWKHU�DVVXUDQFH�IUDPHZRUN��ZKLOH�RWKHUV�QRWHG�WKDW�
FXUUHQW�DSSURDFKHV�KDG� OLPLWDWLRQV��DQG� WKLV�DSSURDFK�
VHHPV� FRPSDWLEOH� DQG� H[WHQGV� VRPH� FXUUHQW�
DSSURDFKHV��

x� 6RPH�UHVSRQGHQWV�ZHUH�GHWHUUHG�E\�WKH�FRPSOH[LW\�RI�
WKH� LQWHU�UHODWHG� DVVXUDQFH� FRQFHSWV� DQG� FRQWUDFWLQJ�
PHFKDQLVPV�� DOWKRXJK� VHYHUDO� RI� WKHVH� LQGLFDWHG� WKDW�
WKH� FRQFHSWV� ZHUH� OHVV� FRPSOH[� WKDQ� PDQ\� RI� WKH�
V\VWHPV� WR� ZKLFK� WKH\� ZRXOG� DSSO\�� 7KLV� ZRXOG�
SHUKDSV� SURYLGH� QDWXUDO� VHOHFWLRQ� RI� VXSSOLHUV� WKDW�
FRSH�ZLWK�FRPSOH[LW\��

x� 6RPH�UHVSRQGHQWV�ZHUH�SRVLWLYH�DERXW� WKH�FRQFHSW�RI�
GHIHQFHV� DQG� µFRQVWUDLQWV¶� DOWKRXJK� WKH\� KDG�
UHVHUYDWLRQV� WKDW� VXSSRUWLQJ�PHWKRGV� DV� \HW� ZRXOGQ¶W�
HQDEOH� WKHP� WR� PRGHO� WKH� UHODWLRQVKLSV� HIIHFWLYHO\��
([WHQVLRQ�WR�H[LVWLQJ�PHWKRGV�PLJKW�EH�UHTXLUHG��

x� 0DQ\� UHVSRQGHQWV� LQGLFDWHG� WKDW� WKH� µWROHUDELOLW\� RI�
OLPLWDWLRQV¶�FRQFHSW�DSSHDUHG�XVHIXO�LQ�WKDW�LW�SURYLGHV�
VRPH� LQKHUHQW� UXOHV� IRU� SURYLGLQJ� DQG� PHDVXULQJ�
VXSSOLHU� MXVWLILFDWLRQV�� 7KHUH� ZDV� VRPH� VXSSRUW� IRU�
GHYHORSLQJ� WKH� UXOHV� HYHQ� IXUWKHU�� DQG� SURYLGLQJ�
H[DPSOHV��

x� 7KH� PDMRULW\� RI� UHVSRQGHQWV� LQGLFDWHG� WKDW� RQH� RU�
PRUH�ZRUNHG�H[DPSOHV��RI�ERWK�D�WHQGHU�FRVWLQJ�EDVHG�
RQ� WKH� SURSRVHG� WHQGHU� FODXVHV�� DV� ZHOO� DV� RI�
LPSOHPHQWLQJ� WKH� XQGHUO\LQJ� $6$/�&6$/�(6$/�
IUDPHZRUNV� IURP� >50F��@� DQG� >5H0��@�� ZRXOG� EH�
EHQHILFLDO��
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7HQGHU�(YDOXDWLRQ�DQG�&RQWUDFW�1HJRWLDWLRQ�
x� $FTXLUHUV� DQG� VXSSOLHUV� LQGLFDWHG� WKDW� WKH� SURSRVHG�

DSSURDFK� GRHV� SURYLGH� SURGXFW� DQG� HYLGHQFH� IRFXV�
GXULQJ� WKH� WHQGHU� SKDVH� WKDW� DSSHDUV� EHQHILFLDO��
DOWKRXJK� XQWLO� WKH\� DFWXDOO\� DSSO\� LW�� WKLV� LV� RQO\�
VSHFXODWLRQ��

x� 7KHUH� ZDV� SRVLWLYH� UHVSRQVH� WR� NQRZOHGJH� RI�
DUFKLWHFWXUH� GXULQJ� WHQGHU� SURFHVVHV�� DOWKRXJK� VRPH�
VXSSOLHUV� ZHUH� FRQFHUQHG� DERXW� KRZ� WKH\� PLJKW�
SURJUHVV�WKHLU�GHVLJQ�SURFHVVHV�WR�WKDW�SRLQW� IRU�VRPH�
WHQGHUV��SDUWLFXODUO\�WKRVH�LQYROYLQJ�VXE�YHQGRUV��

&RQWUDFW�([HFXWLRQ�
x� 7KHUH� ZDV� FRQVHQVXV� WKDW� NQRZOHGJH� RI� DUFKLWHFWXUH�

DQG�NQRZOHGJH�RI�HYLGHQFH�DW�WHQGHU�ZRXOG�UHGXFH�WKH�
GLIILFXOW\�RI�FRQWUDFW�H[HFXWLRQ��

5LVN�(YDOXDWLRQ�
x� 5HJXODWRUV� DQG� RSHUDWLRQDO� UHSUHVHQWDWLYHV� LQGLFDWHG�

WKDW� NQRZOHGJH� RI� SURGXFW� EHKDYLRXUV� DQG� UHPDLQLQJ�
GHIHQFHV� ZRXOG� KHOS� ZLWK� SODQQLQJ� RSHUDWLRQDO�
WUHDWPHQWV�� DQG� ZLWK� GHYHORSLQJ� HPHUJHQF\�
SURFHGXUHV��

x� 5HJXODWRUV� LQGLFDWHG� WKDW� WKH\�ZHUH� VWLOO� XQFOHDU� KRZ�
HYLGHQFH�DVVXUDQFH� VKRUWIDOOV� FRUUHODWHG� WR� ULVNV�� DQG�
VXJJHVWHG� GHYHORSLQJ� WKH� IUDPHZRUN� IXUWKHU� WR�
DGGUHVV�ULVN�PHDVXUHPHQW��

&RVW�DQG�6FKHGXOH�
x� 6XSSOLHUV� H[SUHVVHG� UHVHUYDWLRQV� DERXW� EHLQJ� DEOH� WR�

UHVROYH� LVVXHV� WKH\� KDYHQ¶W� FRVWHG� ZLWKLQ� FRQWUDFW�
VFRSH�� DOWKRXJK� SUDLVHG� WKDW� WKH� XQGHUO\LQJ�
IUDPHZRUNV� ZRXOG� SRWHQWLDOO\� SURYLGH� LPSURYHG�
NQRZOHGJH� RI� SURGXFW� DQG� HYLGHQFH� UHTXLUHPHQWV�
GXULQJ� WHQGHU�SKDVHV�DQG� WKXV� UHGXFH� WKH�RSSRUWXQLW\�
IRU�LVVXH�UHVROXWLRQ�ZLWKLQ�FRQWUDFW��

x� 6RPH� VXSSOLHUV� DQG� DFTXLUHUV� H[SUHVVHG� FRQFHUQ� WKDW�
WKLV� ZRXOG� LQFUHDVH� WKH� FRVW� RI� WHQGHU� SURFHVVHV�� DQG�
SRWHQWLDOO\�GHWHU�VRPH�WHQGHUHUV��

x� 6RPH� VXSSOLHUV� KDG� UHVHUYDWLRQV� DERXW� WKH� SHUFHLYHG�
SDUDGLJP� VKLIW�� DQG� KRZ� WKH\� ZRXOG� FRVW� HIIHFWLYHO\�
HGXFDWH� WKHLU� VWDII� RQ� KRZ� WR� ZRUN� ZLWKLQ� VXFK� D�
IUDPHZRUN��

)XUWKHU� GLVWULEXWLRQ� WR� DQ� LQFUHDVHG� VDPSOH� VL]H� RI� WKH�
DIRUHPHQWLRQHG� RUJDQLVDWLRQV� LV� SUHVHQWO\� EHLQJ�
XQGHUWDNHQ�� )LQDO� UHVXOWV� ZLOO� EH� SXEOLVKHG� ZLWKLQ� WKH�
DIRUHPHQWLRQHG�3K'�WKHVLV��DQG�PD\�DOVR�EH�WDUJHWHG�IRU�
MRXUQDO�SXEOLFDWLRQ��

���� $QDO\VLV�RI�(YDOXDWLRQ�5HVXOWV�
$QDO\VLV�RI�WKH�VXUYH\V�UHFHLYHG�LQGLFDWHV�WKH�IROORZLQJ��
x� 7KHUH�LV�FRUUHODWLRQ�EHWZHHQ�WKH�UHVSRQGHQW�FRPPHQWV�

DQG� WKH� PRWLYDWLQJ� LVVXHV�� 7KLV� LQGLFDWHV� WKDW� WKH�
PRWLYDWLQJ�LVVXHV�DUH�SUREDEO\�YDOLG��

x� $� FURVV� VHFWLRQ� RI� SUHVFULSWLYH� YHUVXV� JRDO�EDVHG�
µZRUOG�YLHZV¶�ZHUH�HYLGHQW�LQ�UHVSRQVHV�WR�PRWLYDWLQJ�
LVVXHV� DQG� JHQHUDO� SULQFLSOHV� UHYHDOLQJ� WKDW� WKHUH� LV�
GLYHUVLW\� LQ� µZRUOG� YLHZV¶�� DOWKRXJK� WKH� UHVXOWV� GRQ¶W�
GLUHFWO\�VXJJHVW�D�UHVROXWLRQ��

x� 7KHUH� ZDV� QRW� GLUHFW� FRUUHODWLRQ� EHWZHHQ� µZRUOG�
YLHZV¶�DQG�SRVLWLRQ�QHJDWLYH�FRPPHQWV�LQGLFDWLQJ�WKDW�
WKHUH�DUH� LVVXHV�RI� µZRUOG�YLHZ¶��HGXFDWLRQ��SDUDGLJP�
VKDSLQJ��DQG�IUDPHZRUN�OLPLWDWLRQV�LQYROYHG��

x� 7KHUH�LV�FRUUHODWLRQ�EHWZHHQ�UHVSRQGHQW�FRPPHQWV�RQ�
IHDVLELOLW\�DQG�XVHIXOQHVV�DQG�WKH�JHQHUDO�SULQFLSOHV�RQ�
ZKLFK�WKH�IUDPHZRUN�LV�EDVHG��7KLV�LQGLFDWHV�WKDW� WKH�
JHQHUDO� SULQFLSOHV� PD\� EH� ZLGHO\� DJUHHDEOH�� HYHQ� LI�
WKHLU�RSLQLRQV�RQ�WKH�LPSOHPHQWDWLRQ�GLIIHU���

x� 6XSSOLHUV� IRFXVVHG� VWURQJO\� RQ� FRVW� DQG� VFKHGXOH�
LPSOLFDWLRQV�� DQG� FRPSHWLWLYHQHVV� ZLWK� UHVSHFW� WR�
RWKHU�VXSSOLHUV��7KH�OHYHO�RI�NQRZOHGJH�RQ�WKH�WRSLF�RI�
VDIHW\� DVVXUDQFH� YDULHG� VXEVWDQWLDOO\� EHWZHHQ�
VXSSOLHUV��DFTXLUHUV�DQG�UHJXODWRUV��

x� :KLOH� VXSSOLHU� VHQWLPHQW� ZDV� WKDW� UHJXODWLRQV� DUH�
DOUHDG\� WRR� FRQVWUDLQLQJ� IRU� WKHLU� EXVLQHVVHV� WR� EH�
LQQRYDWLQJ�� WKHUH� ZDV� DFNQRZOHGJHPHQW� RI� WKH�
SUREOHPV�ZLWK�WKH�FXUUHQW�DSSURDFKHV�WR�DVVXUDQFH��

x� $FTXLUHUV� IRFXVVHG� RQ� VXFFHVVIXO� WHQGHU� SURFHVVHV�
OHDGLQJ� WR�VXFFHVVIXO�FRQWUDFW�H[HFXWLRQ��7KH� OHYHO�RI�
NQRZOHGJH� RQ� WKH� WRSLF� RI� VDIHW\� DVVXUDQFH� YDULHG�
VXEVWDQWLDOO\�EHWZHHQ�DFTXLUHUV�DQG�UHJXODWRUV���

x� 9LHZV�RI� VDIHW\� DQG� ULVN�YDULHG�EHWZHHQ� UHVSRQGHQWV�
DQG�ZDUUDQWV�IXUWKHU�FODULILFDWLRQ��

,W� LV� KRSHG� WKDW� WKURXJK� WKH� RQ�JRLQJ� FRQGXFW� RI� WKH�
HYDOXDWLRQ��DQG�SXEOLVKLQJ�RI�UHVXOWV��WKDW�FRQVLGHUDWLRQ�EH�
JLYHQ� WR� DSSO\� WKHVH� FRQFHSWV� WR� D� UHDO� ZRUOG� V\VWHP�
DFTXLVLWLRQ�� 7KLV� ZRXOG� RYHUFRPH� WKH� OLPLWDWLRQV� RI� WKH�
FRQVWUXFWHG�HQYLURQPHQW�RI�D�VXUYH\�DQG�ZRUNVKRS��

�� &RQFOXVLRQ�
7KLV�SDSHU�KDV�H[DPLQHG�IDFWRUV�DIIHFWLQJ�WKH�SURYLVLRQ�RI�
VDIHW\� DVVXUDQFH� HYLGHQFH� IRU� PLOLWDU\� DYLDWLRQ� VRIWZDUH�
V\VWHP� FRQWUDFWV� LQFOXGLQJ� WKH� LPSDFW� RI� WKH� VWDQGDUGV�
SDUDGLJP�� LQWHJUDWLRQ� RI� WKH� VWDQGDUG� ZLWK� WKH� FRQWUDFW�
OLIHF\FOH�� HQIRUFHPHQW� RI� GHVLJQ� UHTXLUHPHQWV�� REWDLQLQJ�
RI� DVVXUDQFH� HYLGHQFH� DQG� UHVROXWLRQ� RI� VKRUWIDOOV� LQ�
SURGXFW�DQG�HYLGHQFH��
$FTXLUHU��DQG�UHJXODWRU��FHUWDLQW\�LQ�WKH�VRIWZDUH�V\VWHPV�
EHKDYLRXUV� DQG� IDXOW� WROHUDQFH�� WKH� LQKHUHQW� DUJXPHQW� LQ�
WKH�FODLPV�DQG�IUDPHZRUN�XVHG�WR�UHODWH�HYLGHQFH�WR�VDIHW\�
REMHFWLYHV�� DQG� WKH� DSSURDFK� XVHG� IRU� LGHQWLI\LQJ��
DQDO\VLQJ�DQG�HYDOXDWLQJ� WKH� WROHUDELOLW\�RI� OLPLWDWLRQV� LQ�
HYLGHQFH� DUH� LGHQWLILHG� DV� SDUWLFXODUO\� LPSRUWDQW�� 7KH�
LPSDFW� RI� XQFHUWDLQW\� LQ� WKHVH� WRSLFV� DW� WKH� WLPH� RI�
FRQWUDFW� VLJQDWXUH�KDV�EHHQ�H[DPLQHG�ZLWK� UHVSHFW� WR� WKH�
SRWHQWLDO� IRU� D� VXFFHVVIXO� FRQWUDFWXDO� RXWFRPH��
$SSURDFKHV�KDYH�EHHQ�SURSRVHG�IRU�REWDLQLQJ�DVVXUDQFHV�
DQG�ERXQGLQJ�XQFHUWDLQW\�E\�SUH�FRQWUDFW�DQG� WKURXJKRXW�
WKH�FRQWUDFW��$Q�H[DPSOH�ZDV�XVHG�WR�LOOXVWUDWH�WKH�EHQHILW�
LQ�WKH�DSSURDFK��
2EVHUYDWLRQV�RQ�SUHOLPLQDU\�HYDOXDWLRQ�UHVXOWV�FRQGXFWHG�
ZLWK� UHVSHFW� WR� D� IUDPHZRUN� EDVHG� RQ� WKHVH� FHUWDLQW\�
PRWLYDWRUV�KDYH�EHHQ�SUHVHQWHG�WR�SURYLGH�VXSSRUW�WR�WKHLU�
YDOLGLW\� LQ� LQGXVWULDO� SUDFWLFH�� %DVHG� RQ� WKHVH� LQLWLDO�
REVHUYDWLRQV�� IXUWKHU� HYDOXDWLRQ� LQ� LQGXVWU\� DQG� DFTXLUHU�
FRPPXQLWLHV�LV�UHFRPPHQGHG��

��� 5HIHUHQFHV�
>��&)5��@� 7LWOH� ��� $HURQDXWLFDO� DQG� 6SDFH�� &RGH� RI�

)HGHUDO� 5HJXODWLRQV� &KDSWHU� ,� )HGHUDO� $YLDWLRQ�
$GPLQLVWUDWLRQ�� 'HSDUWPHQW� RI� 7UDQVSRUWDWLRQ��
6XEFKDSWHU� &� ±� $LUFUDIW�� 3DUW� ��� $LUZRUWKLQHVV�
6WDQGDUGV��7UDQVSRUW�&DWHJRU\�$LUSODQHV�
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>$&�������@� )HGHUDO�$YLDWLRQ� $GPLQLVWUDWLRQ�� $GYLVRU\�
&LUFXODU�� $&���������$� 6\VWHP� 'HVLJQ� DQG�
$QDO\VLV�����-XQ�������

>%$1��@� '�5�� %HUGLH�� -�)�� $QGHUVRQ�� 0�$�� 1LHEXKU��
4XHVWLRQQDLUHV�� 'HVLJQ� DQG� 8VH�� 6HFRQG� (GLWLRQ��
7KH� 6FDUHFURZ� 3UHVV�� ,QF�� 0HWXFKHQ�� 1�-�� 86$��
������

>'2���%@� 57&$� ,QF��� 57&$�'2����%�� 6RIWZDUH�
&RQVLGHUDWLRQV� LQ�$LUERUQH�6\VWHPV�DQG�(TXLSPHQW�
&HUWLILFDWLRQ��:DVKLQJWRQ�'�&���57&$�,QF���������

>-70��@� '�� -DFNVRQ�� 0�� 7KRPDV�� /� 0LOOHW�� (GLWRUV��
6RIWZDUH� IRU� 'HSHQGDEOH� 6\VWHPV�� 6XIILFLHQW�
(YLGHQFH"�� &RPPLWWHH� RI� &HUWLILDEO\� 'HSHQGDEOH�
6RIWZDUH� 6\VWHPV�� 1DWLRQDO� 5HVHDUFK� &RXQFLO��
1DWLRQDO�$FDGHP\�RI�6FLHQFHV��86$��������

>.HO��@� 7�3�� .HOO\�� $UJXLQJ� 6DIHW\� ±� $� 6\VWHPDWLF�
$SSURDFK� WR� 0DQDJLQJ� 6DIHW\� &DVHV�� 3K'� 7KHVLV��
'HSDUWPHQW� RI� &RPSXWHU� 6FLHQFH�� 8QLYHUVLW\� RI�
<RUN��������

>.H0��@�7�3��.HOO\��-��0F'HUPLG��6DIHW\�&DVH�3DWWHUQV�
±� 5HXVLQJ� 6XFFHVVIXO� $UJXPHQWV�� 5ROOV�5R\FH�
6\VWHPV� DQG� 6RIWZDUH� (QJLQHHULQJ�� 8QLYHUVLW\�
7HFKQRORJ\� &HQWUH�� 'HSDUWPHQW� RI� &RPSXWHU�
6FLHQFH�� 8QLYHUVLW\� RI� <RUN�� +HVOLQJWRQ�� <RUN��
������

>0F'��@� -�$�� 0F'HUPLG�� 5LVN�� 8QFHUWDLQW\�� 6RIWZDUH�
DQG�3URIHVVLRQDO�(WKLFV�����$XJXVW�������

>0F.��@� -�� 0F'HUPLG�� 7�� .HOO\�� 6RIWZDUH� LQ� 6DIHW\�
&ULWLFDO� 6\VWHPV�� $FKLHYHPHQW� DQG� 3UHGLFWLRQ��
1XFOHDU�)XWXUH��9ROXPH�����1R������������

>0F5��@� -�� 0F'HUPLG�� $�� 5DH�� *RDO�%DVHG� 6DIHW\�
6WDQGDUGV�� 3URPLVHV� DQG� 3LWIDOOV�� SUHVHQWHG� DW� WKH�
6DIHW\� &ULWLFDO� 6\VWHPV� 6\PSRVLXP�� 6SULQJHU��
%ULVWRO��)HEUXDU\��������

>176��@� 1DWLRQDO� 7UDQVSRUWDWLRQ� 6DIHW\� %RDUG�� 6DIHW\�
5HSRUW� RQ� WKH� 7UHDWPHQW� RI� 6DIHW\�&ULWLFDO� 6\VWHPV�
LQ� 7UDQVSRUW� $LUSODQHV�� 6DIHW\� 5HSRUW� 176%�65�
�������:DVKLQJWRQ��'�&���86$��������

>2SS��@� $�1�� 2SSHQKHLP�� 4XHVWLRQQDLUH� 'HVLJQ��
,QWHUYLHZLQJ� DQG� $WWLWXGH� 0HDVXUHPHQW�� 1HZ�
(GLWLRQ��&RQWLQXXP��/RQGRQ��*UHDW�%ULWDLQ��������

>5HL��@� '�:�� 5HLQKDUGW�� &RQVLGHUDWLRQV� LQ� WKH�
3UHIHUHQFH� IRU� DQG� $SSOLFDWLRQ� RI� 57&$�'2����%�
LQ� WKH� $XVWUDOLDQ� 0LOLWDU\� $YLRQLFV� &RQWH[W��
SUHVHQWHG� DW� WKH� $XVWUDOLDQ� 6DIHW\� &ULWLFDO� 6\VWHPV�
$VVRFLDWLRQ�&RQIHUHQFH��$XJ������

>5H0��@� '�:�� 5HLQKDUGW�� -�$�� 0F'HUPLG�� $VVXULQJ�
$JDLQVW� 6\VWHPDWLF� )DXOWV� 8VLQJ� $UFKLWHFWXUH� DQG�
)DXOW� 7ROHUDQFH� LQ� $YLDWLRQ� 6\VWHPV�� SUHVHQWHG� DW�
WKH� ,PSURYLQJ� 6\VWHPV� DQG� 6RIWZDUH� (QJLQHHULQJ�
&RQIHUHQFH��,66(&���$XJ�������

>5H0��@� '�:�� 5HLQKDUGW�� -�$�� 0F'HUPLG�� &RQWUDFWLQJ�
IRU� $UFKLWHFWXUDO�� &ODLPV�� DQG� (YLGHQFH� $VVXUDQFH�
IRU� 0LOLWDU\� $YLDWLRQ� 6\VWHPV�� 'HSDUWPHQWDO�
7HFKQLFDO�5HSRUW��'HSDUWPHQW�RI�&RPSXWHU�6FLHQFH��
8QLYHUVLW\�RI�<RUN��2FW�������

>50F��@� '�:� 5HLQKDUGW�� -�$�� 0F'HUPLG�� $VVXUDQFH� RI�
&ODLPV� DQG� (YLGHQFH� IRU� $YLDWLRQ� 6\VWHPV��
SUHVHQWHG�DW�WKH��WK�,(7�&RQIHUHQFH��2FW�������

>66(,��@� 5�� +DZNLQV�� -�� 0F'HUPLG�� 6RIWZDUH� 6\VWHPV�
(QJLQHHULQJ� ,QLWLDWLYH�� 66(,�75����������6RIWZDUH�
6DIHW\� (YLGHQFH� 6HOHFWLRQ� DQG� $VVXUDQFH�� ,VVXH� ���
8QLYHUVLW\�RI�<RUN��2FWREHU�������

>9DQ��@� $�+�� 9DQ� 'H� 9DQ�� (QJDJHG� 6FKRODUVKLS�� $�
*XLGH� IRU� 2UJDQL]DWLRQDO� DQG� 6RFLDO� 5HVHDUFK��
2[IRUG� 8QLYHUVLW\� 3UHVV�� 2[IRUG�� *UHDW� %ULWDLQ��
������

>:HD��@� 5�$�� :HDYHU�� 7KH� 6DIHW\� RI� 6RIWZDUH� ±�
&RQVWUXFWLQJ�DQG�$VVXULQJ�$UJXPHQWV��3K'�7KHVLV��
'HSDUWPHQW� RI� &RPSXWHU� 6FLHQFH�� 8QLYHUVLW\� RI�
<RUN��������
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Abstract 
Studies of the dependency between complex, dynamic 
systems and their human operators often focus on human-
computer interactions without considering the emergent 
properties of human-machine systems in use. As systems 
become more complex, and typical operating 
environments more dynamic, the role of the operator has 
typically changed from providing manual to cognitive 
control. An understanding of human cognition in context 
is thus central to the design of human-machine systems 
and this is particularly pertinent in safety-related systems 
when the elimination of hazards is a principal concern. 
This paper will argue that operator situation awareness is 
an important, safety-related phenomenon and that it can 
be used to examine human cognition in context in order 
to add value to system safety. The paper will examine the 
dominant theoretical perspectives on situation awareness 
and a model of this critical phenomenon is presented. The 
paper will show how the proposed model of situation 
awareness can be used as a framework for the analysis 
and identification of hazards relating to operator 
awareness in the context of system use. It is also 
suggested here that modelling situation awareness is 
useful in identifying areas of interface design where 
safety and usability are mutually exclusive. An 
illustration of the use of this technique is provided to 
show how the model can inform the design of interactive 
systems and how it can be used to generate evidence to 
support system safety claims. . 

Keywords: cognition, context, hazard analysis, situation 
awareness, safety, usability. 

1 Introduction 
Studies of safety-related systems have in the past 
considered safety predominantly from a technical 
perspective. Such studies have typically been limited to 
addressing hazards that could arise through hardware and 
software failures, yet human factors are becoming 
increasingly important in the design and evaluation of 
safety-related systems (Sandom 2007). This change in 
perspective   has   revealed   a   complex   set   of   ‘human’  
problems that are extremely challenging.  The hazards 
                                                           
.Copyright © 2012, Australian Computer Society, Inc. This 
paper appeared at the Australian System Safety Conference 
(ASSC 2012), held in Brisbane 23-25 May, 2012. Conferences 
in Research and Practice in Information Technology (CRPIT), 
Vol. 145, Ed. Tony Cant. Reproduction for academic, not-for 
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associated with human failures are very different from 
those that have historically been the concern of safety 
engineers since they arise directly from the use of the 
system and therefore require some understanding of the 
cognition of users. The identification of interaction 
hazards arising during system use may help designers to 
improve the system interface and interactions such that 
the associated risks are mitigated or even eliminated. 
However, in order to study these interaction hazards, 
appropriate research constructs are required to help 
designers to understand the user's cognition during 
system use.  
 
The dominant cognitive paradigm in Human Computer 
Interaction (HCI) research has been based on the human 
information processor as characterised by the seminal 
work of Card et al. (1983).  Although the information 
processing model has been extremely useful, there is a 
growing awareness that there are a number of limitations 
associated with this reductionist paradigm for human 
cognition (Nardi 1996, Hutchins 1995, Suchman 1987, 
Winograd and Flores 1986).  A key limitation with this 
model is that it has neglected the importance of how 
people work when using computer systems situated in the 
real world (Landauer 1987).   
 
Making the context of the user-system interaction more 
central in understanding the cognition of the user and the 
resulting action is a key facet of a perspective referred to 
as   ‘situated   cognition’.      Here,   in   contrast   to   the  
information processing view, it is argued that the 
cognitive   state   that   leads   the  user   to  exhibit   ‘purposeful,  
situated  action’  can  only  be  fully  explained  in  the  specific  
context in which that action takes place. This suggests 
that an understanding of human cognition requires a 
holistic approach through careful consideration of the 
social, organisational and political aspects of HCI in the 
context of use.  
 
This brief discussion suggests that a comprehensive 
understanding of situated human cognition is central to 
the design of interactive systems, and this is particularly 
pertinent when the elimination of hazards in safety-
related contexts is a principal concern.  In order to select 
and develop appropriate research constructs to look at 
such hazards, it will be useful to briefly consider the 
nature of the hazards themselves. 
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2 Human Factors and Systems Safety 
Human factors are repeatedly mentioned as a major 
contributing factor or even the direct cause of accidents 
or incidents.  For instance, an analysis of causal factors 
contributing to a situation in which the safety of aircraft 
was compromised show that  97.7% of incidents in UK 
airspace during 1996 were caused by human error 
(calculated from CAA 1998a and CAA 1998b). Human 
errors often occur when there are interaction problems 
between the user and the system.  

By their nature, safety-related systems present unique 
hazards arising from the interactions between the user and 
the system and a safety case is usually required to provide 
a clear and comprehensible argument that a system is safe 
to operate. A safety case generally consists of claims 
about a system and evidence which is used as the basis of 
a safety argument to support those claims  (see Figure 1).  
The safety case provides the assurance that a system is 
adequately safe for a specific application in a given 
context. For example, in the UK, National Air Traffic 
Services are required to produce safety cases for air 
traffic control systems to satisfy the air traffic control 
service regulators. 

 

Evidence A

Evidence B

Evidence N

Argument 1

Argument n

Claim

 
Figure 1 – Safety Claim Structure 

Safety arguments, particularly those relating to system 
hardware components, are often based on evidence taken 
from reliability data and historical trends.  However, it is 
often much more difficult, if not impossible, to derive 
accurate reliability evidence to support safety claims 
relating to many human factors issues such as those 
associated with the interaction between the system and 
the operator in a given context (Sandom 2011). 

The reliability of the user-system interaction in hazardous 
situations is extremely important.  If the user's interaction 
is inappropriate, there is the potential for catastrophic 
consequences. To examine these issues, safety engineers 
need user-centred ways of evaluating safety-related 
systems.  If designers are to identify interaction hazards 
associated with the human operator and design mitigating 
features into the system to reduce the likelihood of the 
hazards being realised, it is crucial that designers have 
ways of understanding why users take particular actions 
in particular circumstances.   

The user may act inappropriately because they have 
problems making sense of what they are doing at a given 
time. There are several human-centred constructs that 
may help us to understand these issues, an important one 
being the idea that people have 'pictures' of what is going 
on in their interaction with the system.  This is often 

referred to as the user's Situation Awareness (SA).  If 
users make errors in using systems, it may be because 
their SA is incorrect.  A highly usable system may, for 
example, be so transparent that the users do not correctly 
develop their 'pictures' of the system interaction as the 
situation develops.  Where users form incorrect or 
inappropriate 'pictures' of the situation, there is great 
scope for error, implying that SA has a significant impact 
upon system safety (Endsley 1995a).  Finding ways of 
assessing and understanding the awareness of the 
situation held by users will be useful in helping identify 
areas where users form incorrect awareness and where, as 
a result, there are hazards. Consequently, situation 
awareness is an important, safety-related phenomenon 
that can be used to examine human cognition in context 
in order to add value to system safety (Sandom and 
Harvey, 2004). 

3 Situation Awareness 
In order to develop suitable ways of understanding and 
assessing SA, it is important to consider the existing 
research in the area. It is widely accepted that a user must 
have an appropriate awareness of their situation for the 
safe operation of any complex, dynamic system (Sarter 
and Woods 1991).  However, SA is a complex concept 
and it is difficult to find an accepted definition of the term 
(Charness 1995, Hopkin 1995).  Despite this, the 
widespread interest in SA, particularly within the field of 
aviation and other similarly complex domains suggests its 
potential contribution to interface and interaction design 
(Harris 1997,Garland and Endsley 1995). 

In the context of human-machine interaction, current 
definitions are generally based on opposing views of SA 
as either a cognitive phenomenon or as an observer 
construct.  The cognitive perspective is the prevalent 
view, seeing SA as a cognitive phenomenon that occurs 
‘in  the  head’  of  the  user  – though even within this broad 
perspective there are differing interpretations and 
emphases. In contrast, if seen as an observer construct, 
SA   becomes   an   abstract   concept   located   ‘in   the  
interaction’   between   user   and   environment.     Despite   the  
differences that exist in theoretical stance, a more detailed 
discussion will show that there are conceptual similarities 
between the different perspectives of SA. A detailed 
study can then be used to help to understand SA in the 
context of safety-related systems and to make use of it in 
informing their design. 

3.1 Cognitive Perspective 
Proponents of a cognitive perspective of SA view it as a 
phenomenon   that   occurs   ‘in   the   head’   of   an   actor   in   a  
similar fashion to the dominant cognitive framework of 
the human as an information processor (Card et. al. 
1983).  Indeed, some even suggest that SA is yet another 
‘black   box’   component,   or   (sub-) process, within the 
human information-processing model (Endsley 1995b).  
The process-oriented view sees SA as being acquired and 
maintained by the user undertaking various cognitive 
activities (Sarter and Woods 1991).  Cognitive definitions 
of SA also generally provide a rich description of key 
elements of decision making activities in complex 
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systems such as perception, comprehension and 
projection (Endsley 1995b).  There is another view of SA 
within the cognitive perspective, which sees SA as a 
product – a state of awareness about the situation with 
reference to knowledge and information (Endsley 1995a).  
Some researchers have even integrated the process and 
product perspectives (Isaac 1997).   

Whilst the conflicting views may signify an apparent lack 
of  coherence  within   the  cognitive  perspective,  Endsley’s  
theoretical model of SA (Endsley 1995b), based on the 
role of SA in human decision making in dynamic 
systems, has been widely cited and highly influential in 
cognitive science research.  This model represents a 
typical cognitive perspective and it proposes three 
different levels of SA which are relevant to this paper: 

Level 1 SA Perception of the status, attributes and 
dynamics of relevant elements in the environment. 

 

Level 2 SA Comprehension of the situation based 
on a synthesis of disjointed Level 1 elements to form a 
holistic  ‘picture’  of  the  environment. 

 

Level 3 SA Projection of the near-term future of 
the elements in the environment.  

The different levels suggest that SA is based on more 
than simply perceiving information about the 
environment, which is often the perceived definition of 
the phenomenon.  Many cognitive accounts of SA 
suggest that after information concerning relevant 
elements is perceived, a representation of the situation 
must be formed before a decision can be made based 
upon current SA.   

This leads to another common notion that is particular to 
the cognitive perspective with SA often considered 
synonymously with mental models (Isaac 1997) an area 
of long time interest for HCI.  Seeing the mental model as 
a subjective awareness of the situation which includes 
what has happened, what could happen and what a user 
predicts will happen based on their goals and objectives 
(Kirwan et. al. 1998) suggests that this representation is 
the 'picture' that the user has (Whitfield and Jackson 
1982).  Despite making an explicit link with mental 
models, the models of SA proposed within the cognitive 
'school' do not have iterative dimensions to reflect the 
dynamism  of acquiring SA over time.  Instead they 
propose models which capture or explain SA at any given 
instant in time. 

3.2 Developing Perspectives 
When seen as an observer construct, SA is explained as 
an abstraction that exists only in the mind of the 
researcher.  From this perspective, SA is considered as a 
useful description of a phenomenon that can be observed 
in humans performing work  through interacting with 
complex and dynamic environments (Billings 1995,Flach 
1995a).  The description is developed by considering 
observable behaviour in the environment – what the user 
does, how the system performs – but is not concerned 

with directly relating these things with cognitive states of 
the user.  In one sense this might be associated with 
traditional behavioural psychology.  A behavioural stance 
may simplify the discussion of SA by removing (or at 
least  marginalising)   interest   in   the   user’s  mental   state   in  
favour of a reliance on observable action. A behaviourist 
stance is however much less rich as a research 
perspective, since no attempt will be made to relate action 
to   intention  on   the  user’s  part.   In  moving   the  SA  debate  
forward, then, and looking for rich models to explain SA, 
identify hazards and ultimately inform the (re)design of 
safety-related systems, we would suggest that cognitive 
views of SA are more useful.   

Yet, there are competing views of SA which do not fit 
neatly into the information-processing stance 
predominantly taken by the cognitive school, but which  
might be useful in developing an informed stance on SA.  
Smith and Hancock (1995), for example, propose a view 
of SA as adaptive and externally directed consciousness, 
arguing that there is currently an artificial and contentious 
division evident within the literature relating to general 
perspectives of SA as either exclusively knowledge (i.e., 
cognitive state, or product) or exclusively process.  From 
this view, SA specifies what must be known to solve a 
class of problems posed when interacting with a dynamic 
environment.  Smith and Hancock (1995) also criticise 
the lack of dynamism exhibited in the cognitive 
perspective, contending that SA is a dynamic concept that 
exists at the interface between a user and their 
environment. Moreover, they argue that SA is a 
generative process of knowledge creation and informed 
action taking as opposed to merely a snapshot of a user's 
mental model.  

There are merits in many of the competing views of SA 
and the range of views that exist highlight the complexity 
of SA and the general immaturity of research in the area.  
The mental state of the user is important in trying to 
understand the awareness that the user builds up of a 
situation. Yet researchers often have only observable 
interaction data on which to draw, tempting them to 
marginalise mental state as a concern and focus on 
explaining   SA   without   reference   to   the   user’s   cognitive  
processes. 

3.3 Situated Cognition Perspective 
A helpful, synthetic and pragmatic perspective of SA sees 
it as a measure of the degree of dynamic coupling 
between a user and a particular situation (Flach 1995b).  
This   view   attaches   importance   both   to   the   user’s  
cognitive state and to the context or situation in which 
they are acting, reflecting a move away from traditional 
information processing models of cognition towards the 
situated cognition (and situated action) perspective 
introduced in Section 1 as a developing movement in 
HCI.   

Reflecting this stance, a tangible benefit of SA research is 
the focus on the inseparability of situations and awareness 
(Flach 1995b). From this perspective, discussions of SA 
focus attention on both what is inside the head (awareness 
from a cognitive perspective) and also what the head is 
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inside (the situation which provides observable data) 
(Mace 1977).  Generally, this stance suggests that the 
user’s  current  awareness of a situation affects the process 
of acquiring and interpreting new awareness from the 
environment in an ongoing cycle.   

This  view  is  similar  to  Neisser’s  Perception-Action Cycle 
(1976) which has been used to model SA (Smith and 
Hancock 1995, Adams et. al. 1995) in an attempt to 
capture the dynamic nature of the phenomenon.  Central 
to this view of SA is the contribution of active perception 
on the part of the user in making sense of the situation in 
which they are acting. Such active perception suggests 
informed, directed behaviour on the part of the user.   

As we have seen, one of the problems in making use of 
SA is the conflicting theoretical perspectives from which 
SA has been described and researched.  Whilst theoretical 
debate is both healthy and necessary, a pragmatic stance 
which critically reviews the different perspectives and 
attempts to synthesise common elements may be a more 
immediate way of contributing to systems design.  A 
useful outcome of such an approach would be a model 
that helps designers understand SA and its usefulness in 
designing interfaces to, and interaction sequences and 
dialogues within, safety-related systems. 

4 Dynamic Situation Awareness Model 
As the preceding discussions have highlighted, there are 
competing and sometimes confusing views on SA and its 
relation to people and the situation in which they are 
acting.  There is significant on-going research to further 
these debates and refine the perspectives.  Whilst such 
research is of long-term value in contributing to the 
maturity of the field and refining explanations of SA, this 
paper takes a more pragmatic approach, arguing that an 
attachment to a particular perspective can cause 
problems.  Where there is contention between opposing 
perspectives, research can tend to become dogmatic 
which in an immature area may lead to opportunities for 
furthering our understanding being missed as researchers 
endeavour to strengthen their particular perspective.  This 
paper is more interested in considering the focus of our 
research in the area and synthesising constructs from the 
existing perspectives that may help us make sense of the 
situations, which we are studying.   

This paper will now draw themes, which we see as 
important to our work in SA, from the theoretical 
perspectives that we have discussed, and frame them as a 
dynamic  model   of   SA  based   upon  Neisser’s  Perception-
Action Cycle (1976).  We will then use this model to help 
us analyse and understand SA. 

4.1 Awareness 
As our discussion of the competing perspectives 
highlighted, the term SA is often used to describe the 
experience of comprehending what is happening in a 
complex, dynamic environment in relation to an overall 
objective or goal. Regardless of theoretical perspective, it 
is generally accepted that this experience involves both 
acquiring and maintaining a state of awareness (Endsley 
1995b, Smith and Hancock 1995). This view is shared by 

Dominguez  (1994)  who, in an attempt to define SA as 
both a process and a product, compared 15 definitions 
and concluded that the perception of expected 
information in the environment occurs in a continual 
cycle  which  is  described  as  ‘continuous  extraction’.  To  be  
useful therefore, a model of SA should reflect the equal 
importance of both the continuous process of acquiring 
and maintaining SA and the state of SA itself. 

4.2 Situated Action 
An area that we see as important, but on which there is 
much disagreement, is consciousness. Compare, for 
example,   the   description   of   Endsley’s   (1995b) model of 
SA with that prescribed by Smith and Hancock (1995).  
This   tension   reflects   the   broader   ‘cognitive’   debate   in  
HCI introduced earlier. Whilst the information-processing  
view within the cognitive paradigm has contributed 
substantially to psychology-oriented research, there is a 
growing view that it is limited and presents a constraint to 
the advancement of theory in the area.  If research in SA 
is to take a broader perspective than that offered by the 
information-processing model, it will have to concern 
itself with issues which reflect deliberate action on the 
part of those being studied in the specific context in 
which they are acting.  A model informed by this stance, 
would have to acknowledge the existence of 
consciousness and its contribution to situated action 
(Suchman, 1987) (or  ‘purposeful  action’),  and  reflect  that  
an   individual’s   awareness   of   a   situation   consciously  
effects the process of acquiring and interpreting new 
information in an continuous, proactive cycle. 

4.3 Context 
The positions taken in themes I and II reflect the 
importance of the individual making sense of situations in 
a particular context, and frame SA in this light.  Any 
model of SA should explicitly reflect this, showing that 
accurate interpretations of a situation cannot be made 
without an understanding of the significance of the 
situation within a particular context.  In other words, the 
context in which an individual is acting has to be 
understood in order for us to appreciate the importance of 
particular situations and their likely relation to SA.  This 
coupling of situation to context is suggested as a key 
issue, and is one which, as we have seen, has emerged as 
a theme of increasing importance in cognitive science and 
HCI (Nardi 1996, Hutchins 1995, Suchman 1987, 
Winograd and Flores 1986). 

4.4 Dynamism 
When an individual is making sense of the situation in 
which they are acting, their understanding is informed by 
them extracting relevant information from their 
environment.  This information is temporal; the same 
information at different times (and therefore in different 
situations) may mean different things to an individual.  
The continuous information extraction process in which 
the individual is engaged implies that SA requires 
individuals to diagnose past problems and provide 
prognosis and prevention of future problems based on an 
understanding of current information.  This suggests that 
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a model of SA must be inherently dynamic, reflecting the 
development of SA over time, and that it must be 
responsive to environmental changes, for example in the 
information available to the individual.   

4.5 Dynamic SA Model 
The four themes have raised issues which can be used to 
frame a model of SA (see Figure 2). The model 
encapsulates the inherent dynamism of proactive 
extraction (founded on the user's awareness), the 
significance of context (reflecting the situations in which 
an individual is acting) and the contribution of both of 
these themes to  ‘situated  action’  in  SA. 

 
Figure 2 – Dynamic SA Model 

The model of SA shown in Figure 2 is adapted from 
Neisser’s   Perception-Action Cycle (1976). Neisser’s  
model portrays the adaptive, interactive relationship 
between an actor and their environment. Pictorially, this 
model owes much to Boehm's Spiral Model of the 
software development life-cycle (1988) which is also 
centrally concerned with issues of iteration and 
dynamism. It also depicts how awareness information is 
continuously extracted from a real-world situation and 
how   this   is   integrated   into   an   individual’s   awareness   to  
form a mental representation upon which decisions are 
based and exploratory actions are taken. This model of 
SA addresses some of the key conflicts between opposing 
views of SA as either process or product as it 
encompasses both views. The model shows the 
inseparability of  the SA acquisition process and the 
resulting (product) state of awareness that recursively 
direct the selection of relevant situation information in a 
continuous cycle. 

It   is  worth  noting  that  Norman’s  well  cited  action  model  
(1988) appears very similar to Neisser’s   Perception-
Action Model. An important difference, however, is that 
Neisser maintains that knowledge (or awareness) leads to 
anticipation of certain information that directs the 
sampling   strategy   and   increases   an   individual’s  
receptivity to some elements of the available information. 

In  contrast,  Norman’s  model does not expand on the how 
information is perceived other than passively and 
therefore concerns itself only with the process of action. 

In Figure 2, the three terms sample, modify and direct are 
used.      In  Neisser’s  model,   these   terms   are   related   to   the 
environment, knowledge and action respectively. In the 
adapted model of Figure 2 the terms relate directly to the 
areas of situation, awareness, and situated action.  For the 
purpose   of   using  Neisser’s  model   in   the   context   of   SA,  
the   terms   ‘situation’   and   ‘awareness’   are   substituted   for  
‘environment’   and   ‘knowledge’   to   imply   that   only   a  
subset of elements of the environment and knowledge 
relevant to a specific task are considered. This is 
consistent with the view of SA espoused by Endsley 
(1995b). 

As the individual begins to interact in their environment, 
they can be considered as moving along the spiral in the 
model from the central point. An individual may start 
anywhere in the cycle as, for example, a routine may take 
over to provoke initial action. Starting arbitrarily, the 
individual will sample the situation, building a perception 
of it by extracting and interpreting information content.  
This may lead the individual to modify their awareness, 
developing their subjective mental representation of the 
situation in which they are interacting.  Changes in the 
individual's interpretation of the situation cause them to 
consciously direct their action (including what/where to 
sample next), anticipating future states in which they 
might find themselves and acting accordingly.  The 
‘sample–modify–direct’   cycle   which   the   individual   can  
be thought of as having passed through will have 
developed their awareness in a particular way.  As time 
progresses the individual will cycle through these phases 
building an integrated awareness that grows with each 
iteration. 

4.6 The Model in Action 
In order to illustrate the potential usefulness of the model 
further, we can consider a specific example.  A recent 
empirical study of a military command and control 
system revealed that the system displayed many different 
alerts to the operator.  This system required individual 
alerts to be acknowledged or cancelled using a multiple 
key switching sequence.  However, the vast majority of 
the alerts were deemed by the operators to be irrelevant 
and were therefore cancelled using a switching sequence 
which was consistent for all alert types.  It was observed 
that this alert-cancelling action was carried out so 
frequently that it had become automatic for the operator.  
The problem was that the operators also cancelled some 
alerts containing safety-related information as they 
carried out the now automatic switching sequence on a 
screen of multiple alerts – despite the fact that these 
safety-related alerts were highlighted in a different 
colour.   

We can use the proposed dynamic model of SA to 
analyse this observed human-computer interaction. In this 
example, we have based our appraisal of the situation on 
only observable data; we are talking about SA here as an 
abstraction that exists only in the mind of the observer.  
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We could carry out data collection using qualitative 
methods to probe the users in an attempt to construct a 
view of their cognitive state, which might enable us to 
develop  a  view  of  the  SA  of   the  user,   ‘defined’  in  terms  
of their mental state.  In this sense, the type of data to 
which we have access in a particular instance drives our 
definition of SA as observer construct of a cognitive 
phenomenon. 

In this example, the sampled situation reveals to the 
operator that numerous alerts require acknowledgement 
and this information may have been used to modify the 
user awareness, but the information contained in the 
individual alerts is not.  The operator action is to cancel 
multiple alerts as one, chunked, automatic operation.  The 
user is aware only of cancelling multiple alerts and their 
awareness therefore does not direct them to sample the 
situation for the cause of the alerts that could be critical in 
some contexts.  The net result is the user has incomplete 
awareness of a situation despite the fact that the interface 
displayed the relevant information.  Analysing this 
interaction in terms of the SA model indicates that a 
breakdown occurs between sampling the situation and 
modifying the operator awareness. 

The model encapsulates a particular view of SA as the fit 
between a subjective interpretation (awareness) of a 
situation and the actual situation built through an 
individual's interaction with their environment (Flach 
1996). This perspective of SA suggests that a strong 
correspondence between the awareness and the situation 
indicates high SA, while weak correspondence means low 
SA.  

The potential of the model lies in analysing difficulties 
that affect the user-system coupling, such as interaction 
breakdowns.  The division of the model into areas of 
activity on the individual's part (sample–modify–direct) 
provides a structure for researchers to analyse and 
categorise SA problems.  For example, the model could 
be used to question where the problems in particular 
situations might have arisen: what information did the 
individual sample from their environment?; how did this 
lead them to modify their awareness (what was available 
through the interface)?; and how, subsequently, did this 
direct their actions?  The structure of the model partitions 
different areas of interest to allow researchers to 
concentrate on each as a distinct dimension contributing 
to awareness that can bring its own set of potential 
problems.  It also allows us to consider the boundaries 
between these partitions, which is where we believe that 
many SA difficulties might arise.  As individuals 
integrate sampled information, for example, the 
modification of their awareness may loosen the coupling 
between subjective interpretation and the objective 
situation leading to a reduction in SA. 

5 Hazard Analysis 
We suggest that the dynamic model of SA proposed in 
the previous section can be used as a framework for the 
identification and analysis of hazards relating to operator 
awareness in the context of system use. Specifically, there 
are two ways in which the model can contribute to the 

design of safer systems: identifying interaction 
breakdowns and identifying automatic interactions, both 
of which are key to SA.  The two areas can be related to 
research in cognition, specifically the concepts of 
conscious and automatic cognition, also referred to as 
reflective and experiential cognition respectively 
(Norman 1993).  Differentiating these two modes of 
cognition enables us to highlight and compare different 
aspects of human action which will be of use to our 
discussion of SA, interaction breakdowns and automatic 
interaction, and to the improved design of safety-related 
systems.   

Experiential cognition involves the skill of an expert 
responding automatically to events – without conscious 
reflection or awareness; in contrast, reflective cognition 
requires different mental processes based on a higher 
level of consciousness (Norman 1993).  Both modes of 
cognition are needed and neither is superior to the other – 
they simply differ in requirements and functions.  
Rasmussen (1983) also provides a similar view through 
his   ‘skill-rule-knowledge’   based   framework   of   human  
behaviour which suggests that human behaviour occurs as 
a result of different levels of cognition and, implicitly, 
different levels of consciousness.  For example, human 
behaviour at the skill level, such as an experienced driver 
changing gears in a car, occurs automatically and without 
conscious effort (i.e., by experiential cognition).  

These issues raises considerations of whether particular 
interactions undertaken by safety-related system 
operators   should   be   designed   to   ‘require’   automatic   or  
conscious cognition and also how designers might ensure 
the required cognition through their design. These 
considerations are important since they have extreme 
safety implications through their impact on SA.   

System interactions should also support the users in 
achieving their tasks and the design of the interface can 
have a tremendous affect on the safety of the system 
(Rajan 1997).  Interaction breakdowns can occur when 
human-computer communication is interrupted - in a 
safety-related system this could have potentially lethal 
consequences.   Interaction breakdowns occur when a 
system behaves differently than was anticipated by the 
user (Winograd and Flores 1986) – when automatic 
cognition becomes conscious.  Interaction breakdowns 
can trigger an inappropriate action (an act of commission) 
or it may not trigger any action at all (an act of omission).   

An interaction breakdown causes an operator to apply a 
proportion of their finite cognitive resource to the 
interaction and not to the system objective.  Therefore, 
interaction breakdowns could be disastrous in a safety-
related system such as an aircraft or an air traffic control 
system if the operator must stop flying or controlling in 
order to interact with the system.  Based on this 
understanding, it may be argued that the aim of system 
design should be to eliminate any potential interaction 
breakdowns, to develop a transparent interface that 
requires minimal conscious cognition.  This sentiment is 
prevalent within the HCI literature which often equates 
interface transparency with usability of the system.  For 
example, Norman (1993) argues that interruptions are 
especially common in the interactions with computer 
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systems   and   he   suggests   that   to   achieve   ‘optimal   flow’  
(automatic interaction) it is necessary to minimise these 
interruptions, making the system as usable as possible.  

However, it can also be argued that the greatest hazard in 
a system is   associated   with   the   operator   ‘experiencing’  
when   he   should   be   ‘reflecting’   – in other words 
performing automatic processing when conscious thought 
is required.  With experience, automatic human cognition 
can become the norm; information is perceived, 
interpreted and acted upon with little or no attention to it.  
For example, many skilled functions of an air traffic 
controller possess this characteristic and, for some 
controllers, it is intrinsic to skill acquisition.  Conscious 
cognition bears a complex relationship to SA, yet it seems 
inherently unsafe to perform tasks while remaining 
unaware of them even if they are performed well (Hopkin 
1995). The implication is that operator awareness of a 
situation may not be updated and may therefore be 
inaccurate.  This raises a tension between moves to 
remove interaction breakdowns by making interactions 
transparent, and interfaces usable, and the problems 
caused by the emphasis this places on automatic 
cognition.  There may, we would contend, be times when 
usability and safety are mutually exclusive since 
automatic cognition is to be avoided in favour of 
conscious cognition, with the implication that usability of 
the system is decreased if the operator is consciously 
engaged.   

The model of SA proposed in this paper may be used as a 
framework for research studies that aim to identify SA 
problems associated with interaction breakdowns and 
automatic cognition by looking for related reductions in 
integrated SA. These reductions in SA may arise where a 
mismatch arises between the subjective interpretation and 
the objective situation.  Undertaking research that helps 
us understand and explain these mismatches should 
provide input to the interaction and interface design 
process.  They can be used as input to the next generation 
of the system, which can aim to mitigate against the 
hazards that they create in current systems. 

6 Situation Awareness and Usability 
Identifying potential or actual interaction problem areas 
and addressing them is crucial in safety-related systems 
and anything that can support this will be a useful 
addition to the field of safety engineering. Norman (1988) 
initially suggested that safety-related systems pose a 
special problem in design and he implied that system 
safety and usability requirements could be incompatible; 
although he did not identify when this may be the case.  

We have suggested that modelling SA is useful in 
identifying areas of interface design where safety and 
usability are mutually exclusive. Specifically, this can 
occur when the user fails to assimilate critical information 
resulting from automated interactions as discussed in the 
previous section. A model of SA could also contribute to 
the development of system safety cases as safety-related 
system operators must convince regulatory authorities 
that their systems are safe to operate and must therefore 

identify the unique safety requirements relating to their 
interactive systems (Storey 1996).   

It will also help determine the extent to which making the 
system more usable would actually reduce hazards and 
increase safety.  If it can be shown that making systems 
more usable in certain situations encourages users to have 
inappropriate SA, then designers will have to take this 
into account in designing interfaces and interactions 
rather than aiming for blanket usability in their systems.  
This will highlight further complexity in the design of 
safety-related systems and, through improved 
understanding of this complexity, help inform interface 
and interaction design. 

There is a general trend to make use of usability in the 
requirements specification for interactive systems, with 
usability generally taken to involve not only ease of use 
but also effectiveness in terms of measures of human 
performance (Shackel 1991).  From this view of usability, 
safety-related system developers may be tempted to infer 
that a usable system is, by implication, a safe system. 
However, as this paper has already suggested, usability 
and safety can be mutually exclusive properties.  So, 
making use of usability evidence, such as the speed at 
which tasks may be completed using a given interface, to 
support claims that aspects of the system are safe may be 
misleading.   

Instead, since safety-related systems are primarily 
concerned with hazardous failures, safety arguments 
should focus on these failures and the evidence directly 
related to them.  The model proposed in Figure 2 can be 
helpful here, in supporting the substantiation of a safety 
claim as highlighted in the following example: 

Hazardous Failure:  Controller acts inappropriately due 
to lack of SA. 

Claim:  Interface design enables adequate level of SA to 
be acquired and maintained. 

Argument:  All safety-significant interactions modify 
operator awareness. 

Evidence A:  No automatic safety-significant 
interactions. 

Evidence B:  Safety-significant interactions conform to 
dynamic SA model with no discontinuities, e.g., the 
sample/modify/direct cycle is followed throughout the 
user's interaction with the system. 

Safety and hazard analysis involve the identification and 
analysis of risk in order to achieve and maintain a 
tolerably safe state of system operation. However, as this 
example shows, it is possible that making an interactive 
system safe will entail many trade-offs with usability – in 
this case safety-significant interactions could not be 
allowed to become automatic or be by-passed in any way.  
This might be in direct contrast to advice based on 
usability where, for example, HCI prototyping may reveal 
a usability requirement for particular complex keying 
sequences to be replaced with a macro facility allowing a 
function to be invoked with a single switch action.  
However, this usability requirement may inadvertently 
increase the risk of human error if a hazard is associated 
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with the keying sequences.  Furthermore, the severity of 
the hazard associated with the keying sequences may 
increase during emergency or abnormal situations of a 
system in use.  It seems that it is not enough to simply 
concentrate on the usability of an interactive system to 
assure safe operation.  

Any design trade-off between usability and safety may 
also affect the reliability of the cognitive processes 
involved with acquiring and maintaining SA.  If a well-
intentioned system developer attempts to eliminate 
interaction breakdowns in the name of usability, this may 
have an adverse effect on the SA of the operator; 
something which is likely to lead to problems in the use 
of the system. This suggests that SA may be thought of as 
a critical criterion for safety-related systems and that we 
should balance the requirements of both SA and usability 
in the design of interfaces and interaction. In order to 
advance the field, research needs to concentrate on 
quantitative measures of SA which may be used to derive 
safety metrics for evaluating interactive systems. These 
safety metrics can then, in turn, be used as evidence to 
support arguments for specific safety claims.   

7 Conclusions 
This paper has identified operator situation awareness 
(SA) as an important phenomenon which can be used to 
examine human cognition in context in order to add value 
to system safety. The paper reviewed different theoretical 
views of SA and synthesised key issues from these views 
into   a   dynamic   model   of   SA,   based   upon   Neisser’s  
Perception-Action Model (1976).  It is suggested that the 
SA model can be used in suitable studies as a framework 
for the analysis and identification of hazards relating to 
operator awareness in the context of system use, and that 
this might be especially useful in considering safety-
related systems.  In addition, the results of such studies 
may be useful in identifying areas of interface design 
where hazards arise through the development of 
incomplete SA and where safety and usability are 
mutually exclusive.  Finally, the paper presented a simple 
example of the use of the SA model to illustrate this 
position and to show how the SA model can be used in 
generating evidence to support system safety claims.  

The SA model is currently in use in studies of the use of 
safety-related systems to identify interaction hazards and 
to make subsequent design recommendations. Only 
through using the model in complex, real-world settings 
can an   improved   appreciation   of   the  model’s   usefulness  
be developed as well as the criticality of SA as a 
phenomenon for the analysis of user-system interaction.  
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