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Preface

This volume contains the proceedings of the 7th Asia-Pacific Conference on Conceptual Modelling (APCCM
2010), held at the the Queensland University of Technology in Brisbane, Australia from January 18 to 21,
2010 as part of the Australasian Computer Science Week (ACSW 2010).

The APCCM series focuses on disseminating the results of innovative research in conceptual modelling
and related areas, and provides an annual forum for experts from all areas of computer science and infor-
mation systems with a common interest in the subject. The scope of APCCM 2009 includes areas such
as:

— Business, enterprise, process and services mod- Implementations of information systems;

elling; — Information and schema integration;
— Concepts, concept theories and ontologies; — Information customisation and user profiles;
— Conceptual modelling and user participation; — Information recognition and information mod-
— Conceptual modelling for decision support and elling;
expert systems; digital libraries; e-business, e- — Information retrieval, analysis, visualisation and
commerce and e-banking systems; health care prediction;
systems, knowledge management systems; mo- — Information systems design methodologies;
bile information systems; user interfaces; and — Knowledge discovery, knowledge representation
Web-based systems; and knowledge management;
— Conceptual modelling of semi-structured data  — Methods for developing, validating and commu-
and XML; nicating conceptual models;
— Conceptual modelling of spatial, temporal and  — Philosophical, mathematical and linguistic foun-
biological data; dations of conceptual models;
— Conceptual modelling quality; — Reuse, reverse engineering and reengineering;
— Conceptual models in management science; — Semantic Web; and
— Design patterns and object-oriented design; — Software engineering and tools for information
— Evolution and change in conceptual models; systems development.

The program committee has selected the contributed papers from 29 submissions. All submitted papers
have been refereed by at least two international experts, and have been discussed thoroughly. The eight
papers judged best by the program committee members have been accepted and are included in this volume.

The program committee invited Dr. Guido Governatori, to present the APCCM 2010 keynote on A
conceptually rich model of business process compliance. Dr. Governatori is the Associate Education Direc-
tor of the NICTA Queensland Research Laboratory, Australia. The committee also invited Professor Sven
Hartmann from the Clausthal University of Technology, Clausthal-Zellerfeld, Germany to give an invited
talk. Professor Hartmann’s talk was entitled Ontology consolidation in bioinformatics.

The program committee selected the article Hetero-Homogeneous Hierarchies in Data Warehouses by
Bernd Neumayr, Michael Schreff, and Bernhard Thalheim for the APCCM 2010 Best Paper Award. This
includes a cash prize in the amount of NZ$500, sponsored by the School of Information Management,
The Victoria University of Wellington, New Zealand. The same article was selected for the APCCM 2010
Best Student Paper Award. This award includes a cash prize of AU$500, sponsored by CORE, Australia.
Warmest congratulations to Bernd Neumayr and his co-authors Michael Schreff and Bernhard Thalheim.

We wish to thank all authors who submitted papers and all the conference participants for the fruitful
discussions. We are grateful to the members of the program committee and the additional reviewers for
their timely expertise in carefully reviewing the papers. We like to acknowledge the excellent work of the
APCCM 2010 Publicity Chair Dr Markus Kirchberg who also maintained the conference web site and,
in particular, the MuCoMS conference management system (http://www.mucoms.org/). Finally, we wish
to express our appreciation to the local organisers at the Queensland University of Technology for the
wonderful days in Brisbane.

Sebastian Link
Victoria University of Wellington, New Zealand

Aditya Ghose
University of Wollongong, Australia

APCCM 2009 Programme Chairs
January 2009
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Welcome from the Organising Committee

On behalf of the Australasian Computer Science Week 2010 (ACSW2010) Organising Committee, we
welcome you to this year’s event hosted by the Queensland University of Technology (QUT). Striving to
be a ”University for the Real World” our research and teaching has an applied emphasis. QUT is one of
the largest producers of IT graduates in Australia with strong linkages with industry. Our courses and
research span an extremely wide range of information technology, everything from traditional computer
science, software engineering and information systems, to games and interactive entertainment.

We welcome delegates from over 21 countries, including Australia, New Zealand, USA, Finland, Italy,
Japan, China, Brazil, Canada, Germany, Pakistan, Sweden, Austria, Bangladesh, Ireland, Norway, South
Africa, Taiwan and Thailand. We trust you will enjoy both the experience of the ACSW 2010 event and also
get to explore some of our beautiful city of Brisbane. At Brisbane’s heart, beautifully restored sandstone
buildings provide a delightful backdrop to the city’s glass towers. The inner city clusters around the loops
of the Brisbane River, connected to leafy, open-skied suburban communities by riverside bikeways. QUT’s
Garden’s Point campus, the venue for ACSW 2010, is on the fringe of the city’s botanical gardens and
connected by the Goodwill Bridge to the Southbank tourist precinct.

ACSW2009 consists of the following conferences:

— Australasian Computer Science Conference (ACSC) (Chaired by Bernard Mans and Mark Reynolds)

— Australasian Computing Education Conference (ACE) (Chaired by Tony Clear and John Hamer)

— Australasian Database Conference (ADC) (ADC) (Chaired by Heng Tao Shen and Athman Bouguet-
taya)

— Australasian Information Security Conference (AISC) (Chaired by Colin Boyd and Willy Susilo)

— Australasian User Interface Conference (AUIC) (Chaired by Christof Lutteroth and Paul Calder)

— Australasian Symposium on Parallel and Distributed Computing (AusPDC) (Chaired by Jinjun Chen
and Rajiv Ranjan)

— Australasian Workshop on Health Informatics and Knowledge Management (HIKM) (Chaired by An-
thony Maeder and David Hansen)

— Computing: The Australasian Theory Symposium (CATS) (Chaired by Taso Viglas and Alex Potanin)

— Asia-Pacific Conference on Conceptual Modelling (APCCM) (Chaired by Sebastian Link and Aditya
Ghose)

— Australasian Computing Doctoral Consortium (ACDC) (Chaired by David Pearce and Rachel Cardell-
Oliver).

The nature of ACSW requires the co-operation of numerous people. We would like to thank all those
who have worked to ensure the success of ACSW2010 including the Organising Committee, the Conference
Chairs and Programme Committees, our sponsors, the keynote speakers and the delegates. Special thanks to
Justin Zobel from CORE and Alex Potanin (co-chair of ACSW2009) for his extensive advice and assistance.
If ACSW2010 is run even half as well as ACSW2009 in Wellington then we will have done well.

Dr Wayne Kelly and Professor Mark Looi
Queensland University of Technology

ACSW2010 Co-Chairs
January, 2010



CORE - Computing Research & Education

CORE welcomes all delegates to ACSW2010 in Brisbane. CORE, the peak body representing academic
computer science in Australia and New Zealand, is responsible for the annual ACSW series of meetings,
which are a unique opportunity for our community to network and to discuss research and topics of mutual
interest. The original component conferences ACSC, ADC, and CATS, which formed the basis of ACSWin
the mid 1990s now share the week with seven other events, which build on the diversity of the Australasian
computing community.

In 2010, we have again chosen to feature a small number of plenary speakers from across the discipline:
Andy Cockburn, Alon Halevy, and Stephen Kisely. I thank them for their contributions to ACSW2010. I
also thank the keynote speakers invited to some of the individual conferences. The efforts of the conference
chairs and their program committees have led to strong programs in all the conferences again, thanks.
And thanks are particularly due to Wayne Kelly and his colleagues for organising what promises to be a
strong event.

In Australia, 2009 saw, for the first time in some years, an increase in the number of students choosing
to study IT, and a welcome if small number of new academic appointments. Also welcome is the news that
university and research funding is set to rise from 2011-12. However, it continues to be the case that per-
place funding for computer science students has fallen relative to that of other physical and mathematical
sciences, and, while bodies such as the Australian Council of Deans of ICT seek ways to increase student
interest in the area, more is needed to ensure the growth of our discipline.

During 2009, CORE continued to work on journal and conference rankings. A key aim is now to
maintain the rankings, which are widely used overseas as well as in Australia. Management of the rankings
is a challenging process that needs to balance competing special interests as well as addressing the interests
of the community as a whole. ACSW2010 includes a forum on rankings to discuss this process. Also in
2009 CORE proposed a standard for the undergraduate Computer Science curriculum, with the intention
that it be used for accreditation of degrees in computer science.

CORE:s existence is due to the support of the member departments in Australia and New Zealand, and I
thank them for their ongoing contributions, in commitment and in financial support. Finally, I am grateful
to all those who gave their time to CORE in 2009; in particular, I thank Gill Dobbie, Jenny Edwards, Alan
Fekete, Tom Gedeon, Leon Sterling, and the members of the executive and of the curriculum and ranking
committees.

Justin Zobel

President, CORE
January, 2010



ACSW Conferences and the
Australian Computer Science Communications

The Australasian Computer Science Week of conferences has been running in some form continuously
since 1978. This makes it one of the longest running conferences in computer science. The proceedings of
the week have been published as the Australian Computer Science Communications since 1979 (with the
1978 proceedings often referred to as Volume 0). Thus the sequence number of the Australasian Computer
Science Conference is always one greater than the volume of the Communications. Below is a list of the
conferences, their locations and hosts.

2011. Volume 33. Host and Venue - Curtin University of Technology, Perth, WA.
2010. Volume 32. Host and Venue - Queensland University of Technology, Brisbane, QLD.

2009. Volume 31. Host and Venue - Victoria University, Wellington, New Zealand.

2008. Volume 30. Host and Venue - University of Wollongong, NSW.

2007. Volume 29. Host and Venue - University of Ballarat, VIC. First running of HDKM.

2006. Volume 28. Host and Venue - University of Tasmania, TAS.

2005. Volume 27. Host - University of Newcastle, NSW. APBC held separately from 2005.

2004. Volume 26. Host and Venue - University of Otago, Dunedin, New Zealand. First running of APCCM.

2003. Volume 25. Hosts - Flinders University, University of Adelaide and University of South Australia. Venue
- Adelaide Convention Centre, Adelaide, SA. First running of APBC. Incorporation of ACE. ACSAC held
separately from 2003.

2002. Volume 24. Host and Venue - Monash University, Melbourne, VIC.

2001. Volume 23. Hosts - Bond University and Griffith University (Gold Coast). Venue - Gold Coast, QLD.

2000. Volume 22. Hosts - Australian National University and University of Canberra. Venue - ANU, Canberra,
ACT. First running of AUIC.

1999. Volume 21. Host and Venue - University of Auckland, New Zealand.

1998. Volume 20. Hosts - University of Western Australia, Murdoch University, Edith Cowan University and
Curtin University. Venue - Perth, WA.

1997. Volume 19. Hosts - Macquarie University and University of Technology, Sydney. Venue - Sydney, NSW.
ADC held with DASFAA (rather than ACSW) in 1997.

1996. Volume 18. Host - University of Melbourne and RMIT University. Venue - Melbourne, Australia. CATS
joins ACSW.

1995. Volume 17. Hosts - Flinders University, University of Adelaide and University of South Australia. Venue -
Glenelg, SA.

1994. Volume 16. Host and Venue - University of Canterbury, Christchurch, New Zealand. CATS run for the first
time separately in Sydney.

1993. Volume 15. Hosts - Griffith University and Queensland University of Technology. Venue - Nathan, QLD.

1992. Volume 14. Host and Venue - University of Tasmania, TAS. (ADC held separately at La Trobe University).

1991. Volume 13. Host and Venue - University of New South Wales, NSW.

1990. Volume 12. Host and Venue - Monash University, Melbourne, VIC. Joined by Database and Information
Systems Conference which in 1992 became ADC (which stayed with ACSW) and ACIS (which now operates
independently).

1989. Volume 11. Host and Venue - University of Wollongong, NSW.

1988. Volume 10. Host and Venue - University of Queensland, QLD.

1987. Volume 9. Host and Venue - Deakin University, VIC.

1986. Volume 8. Host and Venue - Australian National University, Canberra, ACT.

1985. Volume 7. Hosts - University of Melbourne and Monash University. Venue - Melbourne, VIC.

1984. Volume 6. Host and Venue - University of Adelaide, SA.

1983. Volume 5. Host and Venue - University of Sydney, NSW.

1982. Volume 4. Host and Venue - University of Western Australia, WA.

1981. Volume 3. Host and Venue - University of Queensland, QLD.

1980. Volume 2. Host and Venue - Australian National University, Canberra, ACT.

1979. Volume 1. Host and Venue - University of Tasmania, TAS.

1978. Volume 0. Host and Venue - University of New South Wales, NSW.



Conference Acronyms

ACDC Australasian Computing Doctoral Consortium

ACE Australasian Computer Education Conference

ACSC Australasian Computer Science Conference

ACSW Australasian Computer Science Week

ADC Australasian Database Conference

AISC Australasian Information Security Conference

AUIC Australasian User Interface Conference

APCCM Asia-Pacific Conference on Conceptual Modelling

AusPDC Australasian Symposium on Parallel and Distributed Computing (replaces AusGrid)
CATS Computing: Australasian Theory Symposium

HIKM Australasian Workshop on Health Informatics and Knowledge Management

Note that various name changes have occurred, which have been indicated in the Conference Acronyms sections
in respective CRPIT volumes.
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ACSW and APCCM 2010 Sponsors

We wish to thank the following sponsors for their contribution towards this conference.
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Proc. 7th Asia-Pacific Conference on Conceptual Modelling (APCCM 2010), Brisbane, Australia

A Conceptually Rich Model of Business Process Compliance

Guido Governatori *

Antonino Rotolo **

* NICTA, Australia PO Box 6020, St Lucia, Queensland 4067, Australia
** CIRSFID and Law Faculty, University of Bologna, Via Galliera 3, 40122, Bologna, Italy
Email: guido.governatori@nicta.com.au, anotnino.rotolo@unibo.it

Abstract

In this paper we extend the preliminary work developed
elsewhere and investigate how to characterise many as-
pects of the compliance problem in business process mod-
eling. We first define a formal and conceptually rich lan-
guage able to represent, and reason about, chains of repa-
rational obligations of various types. Second, we devise
a mechanism for normalising a system of legal norms.
Third, we specify a suitable language for business process
modeling able to automate and optimise business proce-
dures and to embed normative constraints. Fourth, we
develop an algorithm for compliance checking and dis-
cuss some computational issues regarding the possibility
of checking compliance runtime or of enforcing it at de-
sign time.

Keywords:
Obligations

Business Process, Regulatory Compliance,

1 Introduction

1.1 Background

Business processes specify the activities a business does
to achieve its business objectives. Businesses are typ-
ically regulated. The requirements businesses have to
comply with may stem from legislation and regulatory
bodies, standards and codes of practice, and also busi-
ness partner contracts. Business Process Compliance is
the relationship between two sets of specifications: the
specification for the processes/procedures adopted by a
business to achieve its goal, and the specifications corre-
sponding to the regulations relevant for a business. Es-
sentially, compliance is aimed at ensuring that business
processes, operations and practise are in accordance with
a prescribed and/or agreed set of norms. Compliance re-
quirements may stem from legislation and regulatory bod-
ies (e.g., Sarbanes-Oxley, Basel II, HIPAA), standards and
codes of practice (e.g., SCOR, ISO9000) and also busi-
ness partner contracts. To align the two sets of specifi-
cation a fundamental requirements is to be able to repre-
sent formally the two sets of specifications. Accordingly,
any attempt to provide a formal framework to investigate
whether processes comply with relevant regulation must
provide a conceptually sound formalisation of the norms
and the obligations process are subject to.

In this paper we extend the preliminary work devel-
oped in (Governatori & Rotolo 2008a) and further inves-
tigate how to model compliance in business processes. In
(Governatori & Rotolo 2008a) we proposed (1) a method
to align the language specifying the activities of a business

Copyright (©2010, Australian Computer Society, Inc. This paper ap-
peared at the Seventh Asia-Pacific Conference on Conceptual Modelling
(APCCM 2010), Brisbane, Australia, January 2010. Conferences in Re-
search and Practice in Information Technology (CRPIT), Vol. 110, Se-
bastian Link and Aditya K. Ghose, Ed. Reproduction for academic, not-
for profit purposes permitted provided this text is included.

process and the conditions set up by the norms relevant
for the process and (2) an efficient algorithm to determine
whether a process is compliant. The method was based
on (semantic) annotations, where the annotations are writ-
ten in the formal language chosen to represent the norma-
tive specifications. The idea was that business processes
are annotated and the annotations provide the conditions a
process has to comply with. Annotations can be at differ-
ent levels; for example we can annotate a full process or a
single task in a process. In addition we can have different
types of annotation. Annotations can range from the full
set of rules (norms) specific to a process or a single task
to simple semantic annotation corresponding to one effect
of a particular task (e.g., after the successful execution of
task A in a process B the value of the environment variable
Cis D).

Checking compliance amounts to a relatively afford-
able operation when we have to see whether processes are
compliant with respect to simple normative systems. But
things are tremendously harder when we deal with pro-
cesses to be tested against complex, large and articulated
systems of norms such as bodies of legal provisions.

In (Governatori & Rotolo 2008a) we suggested a first
solution to overcome the difficulties arising when the vio-
lation of a legal obligation activates other obligations able
to compensate for this violation. In particular, we pro-
posed to use the logic originally developed in (Governa-
tori & Rotolo 2006). This paper adopts the same method-
ology, but it generalises (Governatori & Rotolo 2008a)’s
approach to reparational obligations and it addresses other
two significant sources of complexities. As we will see,
the proposed framework will be helpful to address and
analyse some still unsolved research issues in business
process modeling. The following subsection summarises
the complexities which we will discuss in this paper.

1.2 Motivation

A first source of complexities was already (partially) ad-
dressed in (Governatori & Rotolo 2008a). It resides in the
fact that legal norms regulate processes by usually spec-
ifying actions to be taken in case of breaches of some of
the norms, actions which can vary from (pecuniary) penal-
ties to the termination of an interaction itself. These con-
structions, i.e., obligations in force after some other obli-
gations have been violated, are known in the deontic lit-
erature as contrary-to-duty obligations (CTDs) or repara-
tional obligations (because they are meant to ‘repair’ or
‘compensate’ violations of primary obligations (Carmo &
Jones 2002)). Thus a CTD is a conditional obligation aris-
ing in response to a violation, where a violation is sig-
nalled by an unfulfilled obligation. These constructions
identify situations that are not ideal for the interaction but
still acceptable. The ability to deal with violations and
the reparational obligations generated from them is an es-
sential requirement for processes where, due to the nature
of the environment where they are deployed, some fail-
ures can occur, but it does not necessarily mean that the
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whole interaction has to fail. However, the main problem
with these constructions is that they can give rise to very
complex rule dependencies, because we can have that the
violation of a single rule can activate other (reparational)
rules, which in turn, in case of their violation, refer to other
rules, and so forth.

A second source of complexities depends on the fact
that processes may be regulated by different types of obli-
gations (see Section 2.1). In (Governatori et al. 2007)
we proposed a classification of obligations, according to
which different obligations may require distinct compli-
ance conditions. We may have obligations requiring (1) to
be always fulfilled during the execution of the entire pro-
cess or of some subpaths of it, (2) that a certain condition
must occur at least once before the execution of a certain
task A of the process and such that the obligations may, or
may not, persist after A if they are not complied with, (3)
that something be done in a single task. Clearly, the pe-
culiarities of these types of obligation make things more
complex when we deal with the compliance of a process
with respect to chains of reparational obligations. For ex-
ample, if the primary obligation is persistent and states to
pay before task A, and the secondary (reparational) obli-
gation is to pay a fine in the task B successive to A, the
process is compliant not only when we pay before A, but
also when we do not meet this deadline, pay later and pay
the fine at B. If the secondary obligation rather requires to
be always fulfilled during the execution of all tasks succes-
sive to A, compliance conditions will change. In addition,
other types of obligation can be considered: for instance,
we may have provisions stating that some A is obligatory
and which are fulfilled even if A was obtained before the
provision was in force, whereas other provisions state that
A is obligatory but they are complied with only when A
holds after they are in force.

A third source of complexities depends on whether our
aim is to check compliance at runtime or to model and en-
force it at design time. Indeed, ensuring automated detec-
tion of compliance of business processes with normative
documents is a complex problem, involving a number of
alternatives.

Currently there are two main approaches towards

achieving runtime compliance': auditing and monitoring.
Both methods detect compliance by means of retrospec-
tive reporting. Auditing is conducted for “after-the-fact”
detection. Much of the existing software solutions for
compliance follow this approach. The proposed solutions
hook into variety of enterprise system components (e.g.
SAP HR, LDAP Directory, Groupware etc.) and gener-
ate audit reports against hard-coded checks performed on
the requisite system. These solutions often specialise in
certain class of checks, for example the widely supported
checks that relate to Segregation of Duty violations in
role management and user provisioning systems. This ap-
proach resides in the space of “after-the-fact” detection,
as compliance is checked at the end of the process exe-
cution. Monitoring is based on the same principle, but
is performed by checking compliance step by step (after
each task is executed, for example).

The main limit of monitoring and auditing is that they
do not offer any guarantee to correctly fix the processes
when they are not compliant. Such methods are basically
able to answer the question of whether a given process
fulfilled all regulations applying to it. If the process is
not compliant we would rather need a method which pro-
vides a means of visualizing the impact of compliance
controls on process models, assist in compliance checking
and analysis and also feedback for subsequent (re)design
of the process models.

Hence, a sustainable approach for achieving compli-
ance should fundamentally have a preventative focus. As
we will see, we describe an approach that provides the

'For a comprehensive exposition of compliance for business process models,
see (Governatori & Sadiq 2009, Sadiq & Governatori 2009).

capability to capture compliance requirements through a
generic requirements modelling framework, and subse-
quently facilitate the propagation of these requirements
into business process models and enterprise applications,

thus achieving compliance by design.?

However, we will see that, when all types of obliga-
tions mentioned above are used to regulate business pro-
cesses, the enforcement of compliance at design time can
rise serious computational problems.

1.3 Layout of the Paper

Ensuring automated detection and/or enforcement of com-
pliance requires to address the following related research
tasks:

(1) Define a formal language able to represent, and reason
about, chains of reparational obligations of the types
recalled above; we address this in Section 2.2;

(2) Devise a mechanism for normalising a system of legal
norms, namely, identify formal loopholes, deadlocks
and inconsistencies in it, and to make hidden condi-
tions explicit; without this task, we do not have any
guarantee that a given process is compliant, because
we do not know if all relevant norms have been con-
sidered; this task will be addressed in Section 2.3;

(3) Specify a suitable language for business process mod-
eling (in our case based on annotations) able to auto-
mate and optimise business procedures and to embed
normative constraints; this task will be addressed in
Section 3;

(4) Develop a (possibly efficient) algorithm for compli-
ance checking; the procedure will also require to de-
velop a reasoning mechanism able to establish what
chains of reparational obligations are active for each
step in the process; this task will be addressed is Sec-
tion 4.

A further section (Section 5) will be devoted to discussing
the problem of computing runtime or design time compli-
ance when different types of obligations regulate a given
process. A summary and related work will conclude the

paper.
2 Normative Constraints

2.1 Violations and Types of Obligations

Achievement, Maintenance and Punctual Obligations
We can distinguish achievement obligations from mainte-
nance obligations (Governatori et al. 2007).

For an achievement obligation, a certain condition
must occur at least once before the deadline:

Example 1 Customers must pay before the delivery of the
good, after receiving the invoice

In this example, the deadline (before the delivery of the
good) refers to an obligation triggered by receipt of the
invoice: such an obligation is persistent. After that the
customer is obliged to pay. The obligation terminates only
when it is complied with. Note that, in this example, the
obligation itself obviously persists after the deadline, until
it is achieved. But we may have cases where achievement
obligations do not persist after the deadline:

Example 2 Once the submissions to APCCM are made
available to APCCM PC members, the reviewers must
send their reports before the notifications are delivered to
the authors

Indeed, the obligation to deliver a review does not persist
after the deadline, since after the review result has been
notified to the authors, the paper has been accepted or re-
jected on the basis of the other reports delivered in time.

2See also (Lu et al. 2007) for the compliance by design methodology.
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In general, a deadline signals that a violation of the
obligation has occurred. This may trigger an explicit sanc-
tion (see below).

For maintenance obligations, a certain condition must
obtain during all instants before the deadline:

Example 3 After opening a bank account, customers
must keep a positive balance until bank charges are taken
out.

By definition, maintenance obligations do not persist af-
ter the deadline. In Example 3, the deadline only signals
that the obligation is terminated. A violation occurs when
the obliged state does not obtain at some point before the
deadline.

Finally, we may have punctual obligations, which only
apply to single tasks or instants:

Example 4 When banks proceed with any wire transfer,
they must transmit a message, via SWIFT, to the receiving
bank requesting that the payment is made according to the
instructions given.

Many norms can be associated with an explicit sanc-
tion. Consider, for instance, the obligations in Examples
1,2, and 3:

Example 5 Customers must pay before the delivery of the
good, after receiving the invoice. Otherwise, an additional
fine must be paid.

Example 6 After opening a bank account, customers
must keep a positive balance until bank charges are taken
out. Otherwise, their account is blocked.

Example 7 Once the submissions to APCCM are made
available to APCCM PC members, the reviewers must
send their reports before the notifications are delivered to
the authors. Otherwise, they will be blacklisted for inclu-
sions in future APCCM PCs.

An explicit sanction is often implemented through
a separate obligation, which is triggered by a detected
violation. In this setting, legislators may need further
deadlines to enforce the sanctions, leading to a chain of
obligations. For instance, the payment of a fine mentioned
in Example 5 could be due before the execution of a
subsequent task.

Preemptive or Non-preemptive Obligations We
can also distinguish preemptive obligations from non-
preemptive obligations.

Consider again the obligation in Example 1 and sup-
pose that the price to be paid by a customer is 200$. Sup-
pose now that this customer, by mistake, had transferred
an amount of 200$ to the bank account of the seller before
the delivery of the invoice. In this case, the early transfer
may count as a payment and the customer could claim that
her obligation to pay the seller is already fulfilled. This is
an example of preemptive obligation.

Non-preemptive obligations do not work as above.
Consider this example:

Example 8 Executors and administrators of a decedent’s
estate will be required to give notice to each beneficiary
named in the Will within 60 days after the date X of an
order admitting a will to probate has been signed.

If an executor gives a notice to the beneficiaries before
X, she will not comply with the above obligation and
will have to resend the notification after that. Note
that, in general, the distinction between preemptive and
non-preemptive obligations applies only to achievement
obligations, while it does not make sense with the main-
tenance and punctual ones.

Violations The expression of violation conditions
and the reparation obligations is an important requirement
for designing subsequent processes to minimise or deal
with such violations and also to determine the compliance

of a process with the relevant norms. The violation
expression consists of the primary obligation, its violation
conditions, an obligation generated upon the violation
condition occurs, and this can recursively be iterated,
until the final condition is reached. We introduce the
non-boolean connective ®, whose interpretation is such
that OA ® OB is read as “OB is the reparation of the
violation of OA”. In other words, the interpretation of
OA ® OB, is that A is obligatory, but if the obligation OA is
not fulfilled (i.e., when —A is the case), then the obligation
OB is activated and becomes in force until it is satisfied
or violated. In the latter case a new obligation may be
activated, followed by others in chain, as appropriate.

However, the violation condition of an obligation
varies depending on whether it is an achievement or
a maintenance obligation, or a preemptive or a non-
preemptive one. In the next section, we will extend the
approach of (Governatori & Rotolo 2008a, 2006) to cover
these cases.

2.2 Process Compliance Language (PCL)

A conceptually sound formalisation of norms (for assess-
ing the compliance of a process) should take into ac-
count all the aspects mentioned in Section 2.1. Thus,
we now provide here a formal account of the ideas pre-
sented above. Our formalism, called Process Compliance
Language (PCL), is a combination of an efficient non-
monotonic formalism (Defeasible Logic (Antoniou et al.
2001)) and a deontic logic of violations (Governatori &
Rotolo 2006). The current version of PCL significantly
extends the logic of (Governatori & Rotolo 2008a) by
working on all types of obligations discussed in Section
2.1. Hence, this particular combination allows us to repre-
sent exceptions as well as the ability to capture violations
and any types of obligations resulting from the violations;
in addition our framework has good computational prop-
erties: the extension of a theory (i.e., the set of conclu-
sions/normative positions following from a set of facts)
can be computed in time linear to the size of the theory.

The ability to handle violation is very important for
compliance of agents’ processes. Often businesses oper-
ate in dynamic and somehow unpredictable environments.
As a consequence in some cases, maybe due to external
circumstances, it is not possible to operate in the way
specified by the norms, but the norms prescribe how to
recover from the resulting violations. In other cases, the
prescribed behaviours are subject to exceptions. Finally,
in other cases, one might not have a complete description
of the environment. Accordingly the process has to oper-
ate based on the available input (this is typically the case
of the due diligence prescription), but if more information
were available, then the task to be performed could be a
different one.

PCL is sound in this respect given the combinations of
the deontic component (able to represent the fundamental
normative positions and chains of violations/reparations)
and the defeasible component that takes care of the is-
sue about partial information and possibly conflicting pre-
scriptions.

PCL formal language consists of the following set of
atomic symbols: a numerable set of propositional letters
D,q.r,. .., intended to represent the state variables and
the tasks of a process. Formulas of the logic are con-
structed using the negation —, the non-boolean connective
® (for the Contrary-To-Duty (CTD) operator), and the de-
ontic operators Oy (for obligation), where y can be empty.
The deontic operators have subscripts and superscripts to
specify whether they denote achievement, maintenance or
punctual obligations, or whether they are or not preemp-
tive. Table 1 summarises all possible combinations. The
formulas of PCL will be constructed in two steps accord-
ing to the following formation rules:

e cvery propositional letter is a literal;
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Obligation operators [ Intuitive reading

O;‘," achievement, persistent, preemptive
o0Lr achievement, persistent, non-preemptive
= pr , p . p p
0%t achievement, non-persistent, preemptive
or > 1% 2% p
Opr,. achievement, non-persistent, non-preemptive
on maintenance
or punctual

Table 1: Types of obligations

o the negation of a literal is a literal;
e if X is a deontic operator and !/ is a literal then X/ and
—X| are deontic literals.

After we have defined the notions of literal and deontic
literal we can use the following set of formation rules to
introduce ®-expressions, i.e., the formulas used to encode
chains of obligations and violations.

e every deontic literal is an ®-expression;
e if XI;,...,XI, are deontic literals, then X/} ®...® X1,
is an ®-expression.

The connective ® permits combining primary and CTD
obligations into unique regulations. The meaning of an
expression like 0%"A ® OPB® O™C is that the primary
provision is an achievement, persistent, preemptive obli-
gation to do A, but if A is not done, then we have a punc-
tual obligation to do B. If B fails to be realised, then we
obtain a maintenance obligation to do C. Thus B is the
reparation of the violation of the obligation O%"A. Simi-
larly C is the reparation of the obligation O” B, which is in
force when the violation of A occurs.

Each norm is represented by a rule in PCL, where a
rule is an expression r : Ay,...,A, = C, where r is the
name/id of the norm, Ay, ...,A,, the antecedent of the rule,
is the set of the premises of the rule (alternatively it can be
understood as the conjunction of all the literals in it) and
C is the conclusion of the rule. Each A; is either a literal
or a deontic literal and C is an ®-expression.

The meaning of a rule is that the normative position
(obligation, permission, prohibition) represented by the
conclusion of the rule is in force when all the premises
of the rule hold. PCL is also equipped with another type
of rules, called defeaters (marked with arrow ~») and a
superiority relation (a binary relation) over the rule set.

In Defeasible Logic, the superiority relation (<) de-
termines the relative strength of two rules, and it is used
when rules have potentially conflicting conclusions. For

example, given the rules r; : a = 0"b® Oprrc and r; :

d= —\OZ',”c, r1 < rp means that rule r; prevails over rule
r, in situations where both fire and they are in conflict.
Defeaters play in Defeasible Logic a peculiar role, as
they cannot lead to any conclusion but are used to de-
feat some rules by producing evidence to the contrary. In
this sense, defeaters are suitable to model the termination
of the persistence of obligations (Governatori et al. 2005,
Governatori & Rotolo 2008b). Consider Example 5 (we
assume that the reparational obligation is a punctual one):

invy,; invoice = 0% pay ® OPpay_fine
inVierm pay ~ —O% pay
Here, compliance is the only condition that terminates the
obligation to pay: the obligation in fact persists beyond
the deadline.
Example 6 is modeled as follows:

pos;,i;  open_account = O™positive ® O”blocked
POS;,,,y bank_charges ~» =0 positive

On account of the nature of maintenance obligations, the
termination of the primary obligation occurs only when
bank charges are taken out.

Finally, the termination of the primary obligation in
Example 7 is captured as follows:

TeVinit papers_available = OZ,T Teview ®

Oj; blacklist
reVierm, NOtification ~» ﬂOpr,reView
IeVierm, Teview ~» =0, review

Note that we have two termination rules: one stating that
the obligation to send the review no longer holds when
the reports are notified to the authors, another establishing
that such an obligation is terminated if it is complied with.

2.3 Normal Forms

We introduce transformations of an PCL representation of
a normative system to produce a normal form of the same
(NPCL). A normal form is a representation of a normative
system based on an PCL specification containing all con-
ditions that can be generated/derived from the given PCL
specification. The purpose of a normal form is to “clean
up” the PCL representation of a normative system, that is
to identify formal loopholes, deadlocks and inconsisten-
cies in it, and to make hidden conditions explicit.

In the rest of this section we introduce the proce-
dures to generate normal forms. First (Section 2.3.1) we
describe a mechanism, based on (Governatori & Rotolo
2006), to derive new conditions by merging together ex-
isting normative clauses. In particular we link an obliga-
tion and the obligations triggered in response to violations
of the obligation. Then, in Section 2.3.2, we examine the
problem of redundancies, and we give a condition to iden-
tify and remove redundancies from the formal normative
specification. Section 2.3.3 discusses how to solve possi-
ble conflicts between deontic provisions.

2.3.1 Merging Norms

One of the features of the logic of violations is to take two
rules, or norms, and merge them into a new clause.
Consider a norm like (I" and A are sets of premises)

I'= 0"A.

Given an obligation like this, if we have that the violation
of O™A is part of the premises of another norm, for exam-
ple,

A, —A = OPC,

then the latter must be a good candidate as reparational
obligation of the former. This idea is formalised as fol-

lows:
I'=0"A A,—A = 0PC
I''A= O"A® 0OrC

This reads as follows: given two policies such that one
is a conditional obligation (I' = O™A) and the antecedent
of second contains the negation of the propositional con-
tent of the consequent of the first (A, ~A = OPC), then the
latter is a reparational obligation of the former. Their re-
ciprocal interplay makes them two related norms so that
they cannot be viewed anymore as independent obliga-
tions. Therefore we can combine them to obtain an ex-
pression (i.e., I'; A= O™ A ® OPC) that exhibits the explicit
reparational obligation of the second norm with respect to
the first. Notice that the subject of the primary obligation
and the subject of its reparation can be different, even if
very often they are the same.

Let X,Y,Z be deontic operators. The following is the
general rule for merging norms based on (Governatori &
Rotolo 2006, Governatori 2005):

F:>X(l®( lr‘l:]Ybi)®ZC

A= Xa®(

A=by,...,~by = Zd
i1 Ybi) ©Zd

ey
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2.3.2 Removing Redundancies

Given the structure of the inference mechanism it is pos-
sible to combine rules in slightly different ways, and in
some cases the meaning of the rules resulting from such
operations is already covered by other rules. In other cases
the rules resulting from the merging operation are gener-
alisations of the rules used to produce them, consequently,
the original rules are no longer needed in the specifica-
tions. To deal with this issue we introduce the notion of
subsumption between rules. Intuitively a rule subsumes a
second rule when the behaviour of the second rule is im-
plied by the first rule. We first introduce the idea with the
help of an example and then we show how to give a for-
mal definition of the notion of subsumption appropriate
for PCL.
Let us consider the rules

r: Invoice = O',‘,’fPayWithin7Days ® OP PayWithInterest
¥ : Invoice, —~PayWithin7Days = OprrPayWithInterest.
The first rule says that after the seller sends the invoice
the buyer has the achievement, persistent and preemp-
tive obligation to pay within one week, otherwise im-
mediately after the violation the buyer has to pay the
principal plus the interest. Thus we have the primary
obligation OZ’,”PayWithin7Days, whose violation 1is re-
paired by the secondary obligation OP PayWithInterest.
According to the second rule, given the same set of cir-
cumstances Invoice and —PayWithin7Days we have the
achievement, persistent and non-preemptive obligation

O%™ PayWithinterest. However,

n—pr

e the primary obligation of r’ obtains when we have a
violation of the primary obligation of r;

e after the obligation O} PayWithin7Days is vio-
lated, complying with the secondary obligation
OP PayWithinterest of r entails complying with the
primary obligation O,a,fprPayWithlnterest of 7 (but
not vice versa);

e hence, r is more general than 7/, and so the latter can
be discarded from the formal representation of the
specifications.

The intuitions we have just exemplified is captured by
the following definitions.
Definition 1 Ler X,Y be two deontic operators in
{057,057, 05, 05" ., O™, OF}. Then, Y E X iff
(i) if Y = O, then
X e{057,0,7,.,057,0,°,,,0m,00};
(ii) ifY = 0,7, then X € {0," .0, 0", 0};

nfprv
(iii) ifY = 0%, then

X e{0y", 0,7, 057,007 ,..0m,0P};
(lV) lfY = Ozfpr’ then X € {Oprm OprH Omv OP};

(v) if Y =0™, then X = O0";

(vi) ifY = 0P, then X € {OP,0™}.
Definition 2 Let Xa be a deontic literal and Y any deontic
operator. If X = —Y, X is a negative operator; if X =Y, it
is a positive operator.
Definition 3 Ler A = Q" Xa; and B = Q!_, Yb; be two
®-expressions. Then, A deontically includes B iff m = n,
and for each X a;, Y b;

e a; =b;, and

e if X andY are positive operators, then Y C X.
Definition 4 Let ri : T’ = AQBRC and r, : A= D be
two rules, where A = @, Xa;, B=Q}_,Yb; and C =
&L, Zc;. Then ry subsumes r; iff

1. T'= A and A deontically includes D; or

2. TU{—ay,...,man,} =Aand B deontically includes D;
or

3. TU{=by,...,~b,} = Aand A® @=L Ze; deontically
includes D.

The intuition behind subsumption is that the normative
content of rp is fully included in r;. Thus r, does not
add anything new to the system and it can be safely dis-
carded. To show this, some auxiliary notions should be
used. In fact, Definition 3 (together with Definitions 1
and 2) establishes when the compliance conditions for an
®-expression cover the compliance conditions of another

®—expression3. For the sake of simplicity, take, for exam-
ple, the single obligation B = Oprrb. Then, if another
obligation A is equal to B, compliance conditions for both
are trivially the same. If A is either 0%" b, O™b, or OPb,

n—pr
A deontically includes B, because, if both are in force, the
compliance of A implies the compliance of B. However,
if A is a preemptive achievement obligation, we have no
guarantee that its compliance supports the compliance of
B: indeed, b could have been obtained before A and B were
in force, which is sufficient for fulfilling only A.

2.3.3 Solving Conflicts

Conflicts often arise in normative systems. Since PCL is
based on Defeasible Logic, our framework allows us to
solve them. In this regard, however, we have to determine
whether we have genuine conflicts between ®-expressions
or whether such ®-expressions admit states where all can
be complied with.

Suppose, for example, that A = O”a ® O™b and B =
O;;ﬂﬁa ® O™=b are both in force. The secondary obli-
gations of A and B are clearly in contradiction but their
primary obligations do not necessarily lead to a joint non-
compliance. Indeed, if it is now forbidden to pay, and it
is obligatory to pay by tomorrow, I can comply with both
obligations by simply paying tomorrow.

Therefore, we have first to identify what ®-expressions
do conflict with one another. First of all, let us define when
two single obligations are in conflict:

Definition 5 Let [, XI, and Y be a literal, a deontic literal,
and a positive operator, respectively. The complement ~1
is pifl=p, and p if | = —p. The complement ~XI is
defined as follows:

o If XI =7YI, ~XI = {Zp|Zispositive,p = ~I,
either ZCY orY CZYU{—Zq|Z=Y,q=1};
o IfXI=-Yp, ~XIl={Zq|Z is positive,Z=Y,q=1}.

The following definition states under what conditions
two ®-expressions are in conflict.

Definition 6 Let A= Q)| Xa; be an ®-expression. Then,
~A= {B = ®lr-l:1 Yb,'|m =n, VX(J,‘, Yb,‘ :Xa,- = NYbl'}.

Given a theory consisting of a set of rules R, a set S
of facts (literals and deontic literals), and a superiority re-
lation, we can use the inference mechanism of Defeasible
Logic to compute, in time linear to the size of the theory,
the set of its conclusions. This implies to solve genuine
conflicts by resorting to the superiority relation over the
rules. Once we have defined when two ®-expressions are
in conflict (Definition 6), we can simply use the same rea-
soning mechanism described in (Governatori 2005).

2.3.4 Normalisation Process

We now describe how to use the machinery presented
in Section 2.3.1 and Section 2.3.2 to obtain PCL normal
forms. The PCL normal form of a normative system pro-
vides a logical representation of normative specifications
in a format that can be used to check the compliance of a
process. This consists of the following steps:

3Notice that, in Definition 3, we do not care about the types of obligation when
the deontic literals to be compared are negative. In fact, an expression like ~Ob is
always complied with.
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1. Starting from a formal representation of the explicit
clauses of a set of normative specifications we gener-
ate all the implicit conditions that can be derived from
the normative system by applying the merging mech-
anism of PCL.

2. We can clean the resulting representation by throwing
away all redundant rules according to the notion of
subsumption.

3. Finally we detect and solve normative conflicts.

In general the process at step 2 must be done several times
in the appropriate order as described above. The normal
form of a set of rules in PCL is the fixed-point of the above
constructions. A normative system contains only finitely
many rules and each rule has finitely many elements. In
addition it is possible to show that the operation on which
the construction is defined is monotonic (Governatori &
Rotolo 2006), thus according to standard set theory results
the fixed-point exists and it is unique.

3 Process Modelling

A business process model (BPM) describes the tasks to
be executed (and the order in which they are executed) to
fulfill some objectives of a business. BPMs aim to auto-
mate and optimise business procedures and are typically
given in graphical languages. A language for BPM usu-
ally has two main elements: tasks and connectors. Tasks
correspond to activities to be performed by actors (either
human or artificial) and connectors describe the relation-
ships between tasks: a minimal set of connectors consists
of sequence (a task is performed after another task), par-
allel —AND-split and AND-join— (tasks are to be executed
in parallel), and choice -(X)OR-split and (X)OR-join— (at
least (most) one task in a set of task must be executed).

3.1 Execution Semantics

The basic execution semantics of the control flow aspect
of a business process model is defined using token-passing
mechanisms, as in Petri Nets. The definitions used here
extend the execution semantics for process models given
by (Vanhatalo et al. 2007) with semantic annotations in the
form of effects and their meaning.

A process model is seen as a graph with nodes of var-
ious types —a single start and end node, task nodes, XOR
split/join nodes, and parallel split/join nodes— and directed
edges (expressing sequentiality in execution). The num-
ber of incoming (outgoing) edges are restricted as follows:
start node O (1), end node 1 (0), task node 1 (1), split node
1 (>1), and join node >1 (1). The location of all tokens,
referred to as a marking, manifests the state of a process
execution. An execution of the process starts with a token
on the outgoing edge of the start node and no other tokens
in the process, and ends with one token on the incoming
edge of the end node and no tokens elsewhere. Task nodes
are executed when a token on the incoming link is con-
sumed and a token on the outgoing link is produced. The
execution of an XOR (Parallel) split node consumes the
token on its incoming edge and produces a token on one
(all) of its outgoing edges, whereas an XOR (Parallel) join
node consumes a token on one (all) of its incoming edges
and produces a token on its outgoing edge.

3.2 Annotation of Processes

A process model is then extended with a set of annota-
tions, where the annotations describe (i) the artifacts or
effects of executing the taks and (ii) the rules describing
the obligations (and other normative positions) relevant
for the process.

As for the semantic annotations, the vocabulary is pre-
sented as a set of predicates P. There is a set of process
variables (x and y in Table 2), over which logical state-
ments can be made, in the form of literals involving these

A: Enter New B: Identity E: Open
Customer
Check Account
Information

c LOQ'” for D: Approve
F: Apply
Exlsung Account -
Customer Opening Account Policy

G: Accept initial

Deposit

H: Accept
Empty Initial
Balance

Cuit:ol\r‘r?;gnd hmate
Account
Close Case

Figure 1:
banking

Example account opening process in private

variables. The task nodes can be annotated using effects
which are conjunctions of literals using the process vari-
ables. The meaning is that, if executed, a task changes
the state of the world according to its effect: every literal
mentioned by the effect is true in the resulting world; if a
literal [ was true before, and is not contradicted by the ef-
fect, then it is still true (i.e., the world does not change of
its own accord). We further assume that effects in parallel
tasks do not contradict each other.

The obligations for this example are motivated by the
following scenario: A new legislative framework has re-
cently been put in place in Australia for anti-money laun-
dering. The first phase of reforms for the Anti-Money
Laundering and Counter-Terrorism Financing Act 2006
(AML/CTF), covers the financial sector including banks,
credit unions, building societies and trustees and extends
to casinos, wagering service providers and bullion deal-
ers. The act namely AML/CTF imposes a number of obli-
gations, which include: customer due diligence (identi-
fication, verification of identity and ongoing monitoring
of transactions); reporting (suspicious matters, threshold
transactions and international funds transfer instructions);
and record keeping. Table 2 shows the semantic effect an-
notations of the process activities.

Semantic Annotation
newCustomer(x)

checkldentity(x)

checkldentiry(x), recordldentity(x)
accountApproved(x)

owner(x,y), account(y)
accountType(y,type)
positiveBalance(y)
—positiveBalance(y)
accountActive(y)

notify(x,y)

Table 2: Annotations for the process in Fig 1.
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Here we give the norms governing this particular class
of processes.

o All new customers must be scanned against provided
databases for identity checks.

r1 : newCustomer(x) = O} checkldentity(x)

The meaning of the predicate newCustomer(x) is that
the input data with Id = x is a new customer, for
which we have the obligation to check the provided
data against provided databases checkldentity(x). The
obligation resulting from this rule is a non-persistent
obligation, i.e., as soon as a check has been per-
formed, the obligation is no longer in force. In addi-
tion the obligation is preemptive, this means that if for
some reasons the check was already previously per-
formed there is no need to perform it again, e.g., if
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the customer were an existing customer of a company
recently acquired.
e Retain history of identity checks performed.

ry : checkldentity(x) = O™ recordldentity(x)

This rule establishes that there is a permanent obli-
gation to keep record of the identity corresponding to
the (new) customer identified by x. In addition this
obligation is not fulfilled by the achievement of the
activity (for example, by storing it in a database). We
have a violation of the condition, if for example, the
record x is deleted from the database.

e Accounts must maintain a positive balance, unless ap-
proved by a bank manager, or for VIP customers.

r3 : account(y) = O™positiveBalance(y) ®
04" _approveManager(y)

n—pr

The primary obligation is that each account has to
maintain a positive balance positiveBalance; if this
condition is violated (for any reason the account is
not positive), then we still are in an acceptable situa-
tion if a bank manager approve the account not to be
positive. In this case the obligation of approving per-
sists until a manager approves the situation; after the
approval the obligation is no longer in force.

r4 : account(x), accountType(x,VIP) =

P—positiveBalance(x)

This rule creates an exception to rule r3. Accounts of
type VIP are allowed to have a non positive balance
and no approval is required for this type of accounts
(this is achieved by imposing that rule r4 is stronger
than rule r3, r4 < r3).

4 Compliance Checking

Our aim in the compliance checking is to figure out (a)
which obligations will definitely appear when executing
the process, and (b) which of those obligations may not be
fulfilled. In a way, PCL constraint expressions for a nor-
mative system define a behavioural and state space which
can be used to analyse how well different behaviour exe-
cution paths of a process comply with the PCL constraints.
Our aim is to use this analysis as a basis for deciding
whether execution paths of a process are compliant with
the PCL and thus with the normative system modelled by
the PCL specifications. To this end we use the following
procedure:

1. We traverse the graph describing the process and we
identify the sets of effects (sets of literals) for all the
tasks (nodes) in the process according to the execution
semantics outlined in Section 3.1.

2. For each task we use the set of effects for that particu-
lar task to determine the normative positions (obliga-
tions, permissions, prohibitions) triggered by the task.
This means that effects of a task are used as a set of
facts, and we compute the conclusions of the defeasi-
ble theory resulting from the effects and the PCL rules
annotating the process (see Sections 2 and 3.2). In the
same way we accumulate effects, we also accumulate
(undischarged) obligations from one task in the pro-
cess to the task following it in the process.

3. For each task we compare the effects of the tasks and
the obligations accumulated up to the task. If an obli-
gation is fulfilled by a task, we discharge the obliga-
tion, if it is violated we signal this violation. Finally if
an obligation is not fulfilled nor violated, we keep the
obligation in the stack of obligations and propagate
the obligation to the successive tasks.

Here, we assume that the obligations derived from a task
should be fulfilled in the remaining of the process. Varia-
tions of this schema are possible: for example, one could
stipulate that the obligations derived from a task should be
fulfilled by the tasks immediately after the task. In another
approach one could use a schema where for each task one
has both preconditions and effects. Then the obligations
derived from the preconditions must be fulfilled by the
current task (i.e., the obligations must be fulfilled by the
effects of the task), and the obligations derived from the
effects are as in our basic schema.

4.1 From Tasks to Obligations

The second step to check process compliance is to deter-
mine the obligations derived by the effects of a task. Given
a set of rules R and a set of literals S (plain literals and
deontic literals), we can use the inference mechanism of
defeasible logic (Section 2) to compute the set of conclu-
sions (obligations) in force given the set of literals. These
are the obligations an agent has to obey to in the situa-
tion described by the set of literals. However, the situation
could already be sub-ideal, i.e., such that some of the obli-
gations prescribed by the rules are already violated. Thus,
given a set of literals describing a state-of-affairs one has
to compute not only the current obligations, but also what
reparation chains are in force given the set.

Consider a scenario where we have the rules A = OB
and —B = OC, and the effects are A and —B. The normal
form of the rules is A = OB ® OC and =B = OC. The
only obligation in force for this scenario is OC. Since we
have a violation of the first rule (A = OB and —B), then
we know that it is not possible to have an ideal situation
here. Hence, computing only the current obligation does
not tell us the state of the corresponding process. What we
have to do is to identify the chain for the ideal situation for
the task at hand. To deal with issue we have to identify the
active reparation chains.

Some notational conventions. Given a rule r, A(r) de-
notes the set of premises of the rules, and C(r) the conclu-
sion. For any set of rules R, R[C] denotes the subset of R of
rules whose conclusionisC. fC=p;®---®@p,Rqisa
reparation chain, we use m;(C) to denote the i-th element
of the chain.

Definition 7 A reparation chain C is active given a set of
literals S, if
1. 3r € R[C] : Va, € A(r),a, € S and
2. Vs € R|D] such that m;(C) € D, either
1. Ja; € A(s) : ~ay & S, or
2. Jimy(D) = ~m(C) and 3k, k < i, ~m(D) ¢ S, or
3. 3t e RE]: mj(E) = m(C), Va, € A(t),a; €S, Ym,
m<j, ~my(E) €Sandt <s.
To illustrate the above definition we examine the following
example.
Example 9 Consider the rules

rp s Al §03®0C,
r Ay = O0-B®OD,
r3: A3 = OE ® O—B.

The situation S is described by A\ and A3. In this scenario
the active chains are OB ® OC and OE ® O—B. The chain
OB ® OC is active since A1 is in S and ry cannot be used
to activate the chain O—B ® OD. For r3 and the resulting
chain OE ® O—B, we do not have the violation of the pri-
mary obligation OE of the rule (i.e., —E is not in S), so the
obligation O—B is not entailed by r3.

4.2 Checking Compliance

A reparation chain is in force if there are a rule of which
the reparation chain is the consequent and a set of facts (ef-
fects of a task in a process) including the rule antecedents.
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In addition we assume that, once in force, a reparation
chain remains as such unless we can determine that it has
been violated or the obligations corresponding to it have
all been obeyed to (these are two cases when we can dis-
charge an obligation or reparation chain). This means that
it is not possible to have two instances at the same time
of the same reparation chain. Accordingly, a reparation
chain in force is uniquely determined by the combination
of the task 7" when the chain has been derived and the rule
R from which the chain has been obtained.

Definition 8 Given a sequence of sets of literals Sy, ... ,S,
(corresponding to a sequence of tasks in a process model)
a chain C is terminated by S,, if 3S; such that C is active at
S;, Is € R|B] such that B=A®C, and Ir € R[E], | (E) =
~m(C), A(r) C S, and s ¥ r.

A terminated chain means that we have reached a dead-
line. First of all to terminate an active chain the chain
must have been active. This means that there is a rule
from which the chain as been derived (rule s above), and
then we have reached a termination condition (encoded
by rule r). The termination condition must be triggered
(A(r) € Sp), and the terminating rule should not be weaker
than the rule from which the chain has been derived.
Given a task/set of literals S we will use Terminated to
refer to the set of rules terminated by S.

The procedure for compliance checking has two steps.
In the first step, given a set of literals S, corresponding
to the effects of a task 7 in a process model, we iden-
tify the set (Current) of active chains for the process. The
set of the active chains includes the new active chains
triggered by the task, as well as the chains carried out
from previous tasks. Then, in the second phase, the al-
gorithm CheckCompliance scans all elements of Current
against the set of literals S, and determines the state of
each reparation chain (C = A ® A,, where A, can be L,
making A; ® A, equivalent to Ay, see (Governatori & Ro-
tolo 2006)) in Current and Terminated. CheckCompliance
operates as follows:*

for C € Current
if Ay = OPB, then
if B € S, then
remove([T,R,A| ® Az, Current)
if [T,R,B1 ® By ®A| ® Ay, By € Violated, then
add([T,R,B| ® B, ® A| ® A, B;|, Compensated)
else
remove([T,R,A| ® Ay, Current)
add([T,R,A| ® Ay, B, Violated)
add([T,R,A;], Current)
if Ay = O**B, x € {m, 1}, then
if B € S, then
remove([T,R,A| ® Ay], Current)
remove(|T,R,A| ® Az, Unfulfilled)
if [T,R,B| ® By ®A| ® Ay, By| € Violated, then
add([T,R,B1 ® B ®A| ® Ay, By], Compensated)
else
add([T,R, A, ®As,), Unfulfilled)
if A; = O™B, then
if B¢ Sor—Be€S, then
add([T,R,A| ® Ay, B], Violated)
add([T,R,Az], Current)
for C € Terminated
if [T,R, A, ® Ay] € Unfulfilled, then
add([T,R,A;], Current)
add([T,R,A| ® Az, B], Violated)

“#In the presentation of the algorithm we do not differentiate between preemptive
and non-preemptive achievement obligations. A simple solution to handle both at
the same time is that of labelling each effect with the task the effect is associated
with. Accordingly to fulfil a preemptive obligation O in force from a task A we
have to have p?, where B is the identified of the task the effect p is associated with,
such that either task B follows task A (and this is the case also for non-preemptive
achievement obligations), or task B precedes task A and there is no task C between
B and A such that =p€. We overload the inclusion operator € in the algorithm
below with such functionalities.

10

if A = O%7, then
remove(T,R,A| ® Ay, Current)

Let us examine the CheckCompliance algorithm. Re-
member the algorithm scans all active reparation chains
one by one, and then for each of them reports on the sta-
tus of it. For each chain in Current (the set of all active
chains), it looks for the first element of the chain and it
determines the content of the obligation (so if the first el-
ement is OB, the content of the obligation in B). Then
it checks whether the obligation has been fulfilled (B is in
the set of effects), or violated (—B is in the set of effects),
or simply we cannot say anything about it (none of B and
—B is in the set of effects). In the first case, for punctual
and achievement obligations we can discharge the obliga-
tion and we remove the chain from the set of active chains
(similarly if the obligation was carried over from a pre-
vious task, i.e., it was in the set Unfulfilled); for mainte-
nance obligation we have to keep the obligation among
the current obligations. In case of a violation, we add the
information about it in the system. Notice that we can use
current to detect a violation only for punctual and mainte-
nance obligations. To record that we have a violation we
insert a tuple with the identifier of the chain and what vi-
olation we have in the set Violated. In addition, we know
that violations can be compensated, thus if the chain has
a second element we remove the violated element from
the chain and put the rest of the chain in the set of active
chains. Here we take the stance that a violation of a main-
tenance obligation does not discharge it, thus we do not
remove the chain from the set of active chains; however,
this is the case for a punctual obligation. In case we do
not have information about whether B or =B we do not
have the information to assert that a maintenance obliga-
tion has been fulfilled, thus it has been violated. How-
ever, for achievement obligations the set of effects does
not tell us if the obligation has been fulfilled or violated,
so we propagate the obligation to the successive tasks by
putting the chain in the set Unfulfilled. The algorithm also
checks whether a chain/obligation was previously violated
but it was then compensated. In the final part of the algo-
rithm we consider the terminated chains, i.e., the chains
for which we have reached a deadline. If the obligation
has not been fulfilled we signal a violation as we have al-
ready described above. The important point to notice here
is that in case of a persistent achievement obligation, the
chain is keep in the set of current chains, but this is not the
case for a non-persistent achievement obligation.

To check the compliance of business process against a
set of normative specifications we can use the algorithm
CheckCompliance. The algorithm given a set of literals a
set of rules determines (1) the rules that have been fired
(deriving thus the obligations in force for the situation de-
scribed by the set of literals) (2) which obligations have
been fulfilled, violated, or we do not have enough infor-
mation to assert their normative state.

At run time an instance of a business process defined
by a business process model is a sequence of (sets) of
tasks. For each element of the sequence we generate the
set of effects and then we use the CheckCompliance to
determine the state of the obligations. Thus determining
whether a business process is compliant is to determine
whether the business process can be executed without end
in a state where there an unrepaired violations.

The conditions below relate the state of a process based
as reported by the CheckCompliance algorithm and the se-
mantics for PCL expressions. In particular, a process is
compliant if the situation at the end of the process is at
least sub-ideal (it is possible to have violations but these
have been compensated for). Similarly a process is fully
compliant if it results in an ideal situation (i.e., there are
no violations).

Definition 9
e An execution path is compliant iff for all [T,R,A] €



Proc. 7th Asia-Pacific Conference on Conceptual Modelling (APCCM 2010), Brisbane, Australia

Current, A= OBQC, for every [T,R, A, B] € Violated,
[T,R,A,B] € Compensated and Unfulfilled = 0.

e An execution path is fully compliant iff for all
[T,R,A] € Current, A = OB® C, Violated = 0 and
Unfulfilled = 0.

Accordingly, an execution path is not compliant if the
set of unfulfilled obligations (Unfulfilled) is not empty.
Consider, for example the rule

r3 : account(y) =O"positiveBalance(y)®
04" approveManager(y)

n—pr
relative to the process of Figure 1 with the annotation as
in Table 2. After task E we have, among others, the effect
account(y). This means that after task £ we have the chain

[E,r4,0" positiveBalance(y) © O™ , approveManager(y)]
in Current for task F. After task F, the above entry for the
chain obtained from rule r4 is moved to the set Unfulfilled.
Suppose now that tasks G and H do not have any annota-
tion attached to them. In this case at the end of the process
we still have the active chain, but the resulting situation is
not ideal: the antecedent of the rule is a subset of the set
of effects, but we do not have the first element of the chain
as one of the effects. Thus, the process is not compliant.

It is possible to give two definitions of compliance for
business processes.

Definition 10 A business process is absolutely compliant
if every execution path is compliant. A business process is
weakly compliant if at least one execution path is compli-
ant.

5 Compliance at Runtime and Design Time: A Bal-
ance and Open Problems

The algorithm to check compliance determines, given an
execution path of a business process, whether the exe-
cution path is compliant or not. The algorithm has lin-
ear time complexity. As we have seen CheckCompliance
work on an execution path thus the same algorithm can
be use to check compliance at design time and at run time.
Thus checking compliance at run time (also known as con-
formance) can be performed in linear time. However, at
run time the algorithm returns the obligations in force for
every task with no look ahead features. Despite the lin-
ear time complexity of CheckCompliance the problem of
checking compliance of a business process at design time
is in general computationally hard no matter the notion of
compliance one chooses (absolute or weak). This depends
on the number of possible execution paths for a process.

The first source of complexity is given by (X)OR-
split/(X)OR-joins. The semantics for such a construct is
that for each (X)OR-split at least one of the paths is exe-
cuted. Thus the number of execution paths to examine for
multiple (X)OR-split/joins exhibits a tree-like growth.

As we have seen the algorithm takes the set of effects
that hold after a task and it uses them to determine the ac-
tive chains and the obligations in force for the successive
task. Given the persistence of some types of obligations,
some obligations carry over from one task to the (immedi-
ately) successive task(s).

The propagation of persistent obligation from task to
task is (computationally) trivial for a linear sequence of
tasks, and so is the propagation of effects. Again the prop-
agation of effects over AND-splits and AND-joins has lin-
ear time complexity. All one has to do is to traverse the
single paths, cumulate the effects, and then union the ef-
fects when one reaches the AND-join. For the accumu-
lation of effects we assume, as is typically the case, that
effects persist from one task to the successive one, and if
the new task introduces an effect contradicting an effect

obtained in a previous task, this corresponds to an update,
i.e., we remove the old one and we add the new one. Based
on this assumption we have that for every task the set of
effects cumulated for the task is consistent, and so is ev-
ery path. Hence, it has been argued that parallel paths
should not introduce inconsistency (inconsistent parallel
paths correspond to a incorrect design of a process). It
is possible to adopt such solution for weak compliance.
We check the compliance of each parallel sub-process in
an AND-split/AND-join if all of them are compliant we
are guaranteed that there exists at least one execution path
combining all the tasks to be executed in parallel is com-
pliant. However, such a strategy is far from being satis-
factory for absolute compliance apart for the case where

we only have pre-emptive’, non-terminating achievement
obligations, and the triggering of the obligation either hap-
pened before the AND-split or the obligation does not ad-
mit exceptions. For the other cases the compliance of all
individual parallel executions does not guarantee that the
process is absolutely compliant. Consider for example a
process with the following sub-process

where T} is annotated with a, 7> with b, T3 with ¢, and
T, with d. The rules are r; : a = O"c and r, : b = O0™d.
It is immediate to verify that both execution paths 77,7
and 73,7y are compliant. At the same time it is easy to
see that some sequential combinations of the four task are
compliant, e.g., T1,73,T;,T4 is not compliant since b is
not an effect of 73 and thus we have a violation of the
maintenance obligation obtained from the effect of 77 and
rule r;. At the same time the execution path 71, {72, T3 }, Ty

is compliant®. Similar examples can be given for punctual
and non-preemptive achievement obligations.

Accordingly, a process designer is left with the
dilemma of choosing between weak compliance at design
time with the consequence that the execution of the pro-
cess might not be compliant (the designer has no control
on what execution path will be performed at run time), or
to face absolute compliance with a combinatorial explo-
sion of the number of possible execution paths to be veri-
fied for compliance. Another alternative is to spend more
time on the design of the process and to give additional
structure to the process to introduce further synchronisa-
tion for parallel tasks. However, most of the current lan-
guages for modelling business processes have very limited
capabilities to model true synchronisation. A possible so-
lution is to extend business process language with tempo-
ral constraint language to introduce truly synchronisation
constructs (see for example (Lu et al. 2006)).

6 Summary and Related Work

This paper discusses a means of visualizing the impact of
compliance controls on business process and of assisting
in compliance checking, analysis and feedback for subse-
quent (re)design of the processes. The procedure is based
in principle on efficient algorithms and is able to deal with
reparation chains of deontic statements of various types.
A number of works have been devoted to compliance
in control modelling. (Goedertier & Vanthienen 2006)
presents the logical language PENELOPE, that provides
the ability to verify temporal constraints arising from
compliance requirements on effected business processes.

5The meaning of a pre-emptive obligation is that something must happen in a
process, but it does not matter where and when it happens in the process.

SRemember we have defined an execution path as a sequence of sets of tasks.
The intended meaning is that each element of the sequence is a granule of time
(identified with at least one task), and we group together truly concurrent tasks. To
simplify the notation we drop the set theoretic notation for singletons.

1
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(Kiister et al. 2007) develops a method to check com-
pliance between object lifecycles that provide reference
models for data artifacts e.g. insurance claims and busi-
ness process models. (Giblin et al. 2006) provides tem-
poral rule patterns for regulatory policies, although the
objective of this work is to facilitate event monitoring
rather than the usage of the patterns for support of de-
sign time activities. Furthermore, (Agrawal et al. 2006)
presented an architecture for supporting Sarbanes-Oxley
Internal Controls, which include functions such as work-
flow modelling, active enforcement, workflow auditing,
as well as anomaly detection. (Farrell et al. 2005) stud-
ies the performance of business contract based on their
formal representation. (Desai et al. 2008) seeks to pro-
vide support for assessing the correctness of business con-
tracts represented formally through a set of commitments.
The reasoning is based on value of various states of com-
mitment as perceived by cooperative agents. (Ghose &
Koliadis 2007) consider an approach where the tasks of a
business process model, written in BPMN, are annotated
with the effects of the tasks, and a technique to propagate
and cumulate the effects from a task to a successive con-
tiguous one is proposed. The technique is designed to take
into account possible conflicts between the effects of tasks
and to determine the degree of compliance of a BPMN
specification. Also, there have been recently some ef-
forts towards support for process modelling against com-
pliance requirements. (zur Muehlen & Rosemann 2005)
provides a method for integrating risks in business pro-
cesses. The proposed technique for “risk-aware” business
process models is developed for EPCs (Event-driven Pro-
cess Chains) using an extended notation. (Sadiq et al.
2007) proposes an approach based on control tags to vi-
sualize internal controls on process models. (Liu et al.
2007) takes a similar approach of annotating and check-
ing process models against compliance rules, although the
visual rule language (BPSL) does not directly address the
deontic notions providing compliance requirements.

As far as we are aware of the issue of studying com-
pliance with a rich ontology of obligations has been ne-
glected. Indeed, the majority of work ignore the norma-
tive aspects related to the issue, and those that address
the normative aspects are limited to pre-emptive achieve-
ment obligations. The only exception is (Governatori et al.
2008) where, an algorithm for approximate weak compli-
ance is presented, based on some heuristics.
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Abstract

Ontologies enjoy increasing popularity among bioin-
formatics researchers who seek assistance in coping
with the rapid upgrowth of biological data to be han-
dled and related information to be considered. While
communities of committed ontology pioneers drive
the development and optimisation of ontologies for
a wide range of relevant domains, the amble adoption
of ontologies in bioinformatics research is still deceler-
ated by technological, managerial and communication
barriers. This paper contains a brief review of cur-
rent trends, challenges and perspectives in ontology
research and practice in bioinformatics.

Keywords: biomedical ontology, ontology uptake

1 Introduction

The advent of high-throughput technology in ana-
lytical research laboratories calls for high-throughput
tool support that enables bioinformatics researchers
to keep pace with processing and analysing ever-
increasing amounts of new biological data, and to
draw new insights from them. Ontologies guide this
process as knowledge bases that comprise existing
knowledge about some subject of interest in a system-
atic and unequivocal way. This helps the bioinformat-
ics community to create a common understanding of
the subject and supports bioinformatics researchers
in performing a variety of tasks.

In bioinformatics the notion ‘ontology’ is used to
refer to a variety of modelling artifacts, ranging from
controlled vocabularies, thesauri and taxonomies to
conceptual schemas for particular kinds of biologi-
cal data. Common to them is the aim to provide
a set of concepts that can serve as abstractions for
biological entities that are of interest for some appli-
cation. Typically concepts have a name, a definition
and a list of synonyms. Concept names are frequently
called terms. The distinction between concepts and
terms in not always explicit. Often multiple synony-
mous terms (including abbreviations and acronyms)
are used to refer to the same concept. For conve-
nience, concepts are often equipped with a unique id
(or accession number) that can be used for identi-
fication and for cross-referencing. Definitions can be
textual descriptions or by listing properties that char-
acterise the concept. For an example, see Fig. 1.

Copyright (©2010, Australian Computer Society, Inc. This pa-
per appeared at the Seventh Asia-Pacific Conference on Con-
ceptual Modelling (APCCM 2010), Brisbane, Australia, Jan-
uary 2010. Conferences in Research and Practice in Informa-
tion Technology (CRPIT), Vol. 110, Sebastian Link and Aditya
K. Ghose, Ed. Reproduction for academic, not-for profit pur-
poses permitted provided this text is included.

Concepts are often organised in hierarchies, as
known from taxonomies. Subsumption is most fre-
quent, but meronomy is common, too. More ad-
vanced ontologies capture other kinds of relationships,
too, that serve as abstractions for further associations
between biological entities. For a survey of relation-
ships used by ontologies in bioinformatics we refer to
(Smith & al. 2005), and for a brief historical outline
to (Bodenreider & Stevens 2006).

AccessionNo  GO:0000001

Name mitochondrion inheritance

Definition The distribution of mitochondria, in-
cluding the mitochondrial genome, into
daughter cells after mitosis or meiosis,
mediated by interactions between mito-
chondria and the cytoskeleton.

Synonyms exact: mitochondrial inheritance

Figure 1: An example of a concept from the Gene
Ontology (biological process).

2 Ontologies for Bioinformatics Researchers

Primary sources for bioinformatics researchers are the
National Center for Biomedical Ontology (NCBO)
and the European Bioinformatics Institute (EBI). As
of November 2009 the NCBO BioPortal® lists 179 on-
tologies with a total of 1,438,792 concepts, while the
Ontology Lookup Service (OLS)? hosted by EBI lists
74 ontologies with a total of 923,606 terms. Both
include the about 60 ontologies of the Open Biomed-
ical Ontologies (OBO) foundry®. The OBO foundry
is a special interest group bringing together ontol-
ogy providers from the life science disciplines. Major
objectives are to establish common design principles
for and to foster inter-operability between ontologies
(Smith & al. 2007).

Ontologies used in bioinformatics differ with re-
spect to their scope, size and granularity. Some on-
tologies are devoted to anatomy and physiology of
specific organisms, some provide the means for de-
scribing biomedical resources and experiments in an-
alytical research labs. Other ontologies are devoted
to related areas like health care and medical appli-
cations, e.g., disease ontologies. In addition to open
ontologies there are proprietary ontologies. Many of
them are just used by a single research group, project
or tool. Some are publicly available, but may be sub-
ject to intellectual property restrictions.

In the next section we will briefly outline a few
established OBO ontologies for illustration.

L bioportal.bioontology.org/
2www.ebi.ac.uk/ontology-lookup/
3www.obofoundry.org/
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2.1 Examples of Ontologies in Use

Gene Ontology (GO) is probably the most popular
ontology in bioinformatics. Its origin dates back to
1998 when several model-organism database projects
(initially yeast, fruit fly and mouse) noticed that
a common vocabulary will improve inter-operability
across databases and simplify data integration (Ash-
burner & al. 2000). Gene Ontology assembles con-
cepts that serve for classifying gene products accord-
ing to what they do, where they act and how they
perform these activities. It actually comprises three
separate ontologies, one for molecular functions, one
for cellular components, and one for biological pro-
cesses. In addition to subsumption (is-a) and meron-
omy (part-of) it captures a third kind of relationships
(regulates) for describing interactions between biolog-
ical processes and other biological processes, molecu-
lar functions or biological qualities.

Most biological databases used by bioinformatics
researchers for their investigations contain data at
the molecular level. Sequence Ontology (SO) provides
concepts for describing the features and attributes of
biological sequences (Eilbeck & al. 2005). This in-
cludes biological, biomaterial and experimental fea-
tures. SO captures further kinds of spatial relation-
ships, relationships for locating features on sequences.

Molecular-level data studied in research labs is
increasingly linked to concepts reflecting the global
structure and anatomy of organisms. Suppose we
want to know which genes influence the development
of organs and tissue, or which genetic mutations cause
deviations from the standard phenotype. Then it
helps to find out which genes are expressed at which
development stages and in which parts of an organ-
ism. The Foundational Model of Anatomy Ontol-
ogy (FMA) is a comprehensive ontology of human
anatomy, with more than 75,000 concepts for describ-
ing elements of human morphology, anatomic struc-
tures and the organisation of the human body (Rosse
& Mejino 2003). It uses about 170 different kinds
of relationships, e.g. to describe spatial associations
between anatomic structures like organs and tissue.

Plant Ontology (PO) assembles concepts that
serve for classifying gene products according to mor-
phological and anatomical criteria (Jaiswal & al.
2005). It comprises two ontologies, one for plant
structure (anatomy and morphology) and one for
growth and development (growth stages in a plant’s
life cycle and developmental stages of plant struc-
tures). Besides subsumption (is-a) and meronomy
(part-of) PO also captures a kind of temporal rela-
tionships (develops-from) for describing associations
between derived structures and progenitor structures.

2.2 Ontology Formats

As Gene Ontology is the longest established ontol-
ogy in there, most of the OBO ontologies are repre-
sented in the native format of GO, also known as the
OBO flat file format (OBOF). The OBO repository
also contains a translation of FMA into OBOF. This
translation, however, omits all kinds of relationships
other than is-a, part-of and has-part, as they do not
yet conform to the guidelines set by the OBO foundry
for relationship specification (Smith & al. 2005). The
primary format of FMA is frame-based and can be
manipulated with Protégé which is probably the lead-
ing general-purpose ontology editor available today.
As a matter of fact, tool support is crucial for
the uptake of ontologies by application developers
and bioinformatics researchers. A range of tools is
available for processing OBO flat files, e.g., ontology
browsers like AmiGO (Carbon & al. 2009) and on-
tology editors like DAG-Edit and OBO-Edit (Day-
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Richter & al. 2007). These tools were designed par-
ticularly for use in bioinformatics, having the needs
of bioinformatics researchers in mind. Today there is
a clear tendency to use the Web Ontology Language
(OWL) for representing ontologies. It enables the use
of a variety of tools developed for a wider user group,
provides better support for capturing advanced ontol-
ogy elements like axioms and constraints, and unlocks
new application areas such as ontology reasoning and
the semantic web, cf. (Golbreich et al. 2008).

In the last few years many of the OBO ontolo-
gies have been translated into OWL and are now
available in both formats. The NCBO has recently
agreed on a mapping between OBOF and OWL (Mor-
eira & al. 2009) and released a conversion tool that
can be embedded into OBO-Edit and Protégé for im-
port/export (Moreira & Musen 2007). OBO Explorer
(Aitken et al. 2008) is a recent graphical ontology ed-
itor based on Protégé and the NCBO conversion tool
that allows native access to both formats. As OBOF
does not have a formal grammar, the intended se-
mantics of concepts and relationship types had to be
mapped. On that occasion, a number of modelling
sins were observed that called for further clarifica-
tion, cf. (Aranguren & al. 2007), some of them are
still to be addressed. For a discussion of naming con-
ventions in OBO and OWL see (Schober & al. 2009).
Even worse, many current OBO concepts and rela-
tionships lack information essential for formal defini-
tion in OWL. Other common formats that are in use
for exchanging ontologies are plain XML and RDF/S.

2.3 Access to Ontologies

Though most established ontologies are equipped
with dedicated web sites, bioinformatics researchers
often prefer web portals with an integrated web in-
terface for browsing and querying all ontologies of in-
terest. Examples of such web portal are the NCBO
BioPortal (Noy & al. 2009) and the Ontology Lookup
Service (OLS) at EBI (Cote & al. 2008). They can
be used to search for particular terms in any of the
participating ontologies, to retrieve descriptions and
additional meta-data stored with the concepts, and
to navigate through the ontology along relationships.
Both use a relational DBMS as backend to store the
concepts and relationships of the participating ontolo-
gies. To keep the database up-to-date the ontology
providers are polled on a regular basis, updated files
are downloaded and scanned for changes.

A major advantage of web portals like OLS and
BioPortal is that they greatly reduce the time needed
to familiarise oneself with a query interface and to
actually execute queries against multiple ontologies.
This allows users to consider a larger set of ontolo-
gies at no extra costs. Query results are typically
presented in a unified format, thus simplifying fur-
ther processing. While standard tasks like browsing
ontologies and detecting ontology-enriched databases,
there is currently only limited support for other rou-
tine tasks. More usable web applications would en-
able bioinformatics researchers to make better use of
online information. This includes the implementation
of ideas from social software (e.g. community feed-
back, community-based ontology evaluation, collabo-
rative maintenance of ontology mappings), software
customisation, service and grid computing, cf. (Li &
al. 2007). Both, OLS and BioPortal can be accessed
by client applications as web services. They come
with standard WSDL descriptions, thus making it
easy to invoke them in scientific workflows.

For most routine tasks like data analysis bioin-
formatics researchers access ontologies through web-
based or desktop tools that are integrated with one or
more ontologies. Often such tools come along with a
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backend database that stores the ontology, or they
can be connected to a user-defined database. For
a recent survey of 68 ontology-based analysis tools,
see (Huang et al. 2009). Many of them still rely on
Gene Ontology only, but considerable efforts are un-
derway to better integrate other ontologies, too. For
examples, cf. (Khatri & al. 2007, Sherman & al. 2007,
Draghici et al. 2006, Kirov & al. 2005).

2.4 Storing Ontologies in Local Databases

If ontologies are frequently used it is worth consider-
ing to store them locally. Potential benefits are faster
response times to queries, and the option to flexibly
use an ontology with available software tools, to keep
ontologies together with the actual annotations of bi-
ological data, to store several versions of an ontology,
to extend ontologies by own concepts, descriptions or
other useful meta-data. On the downside, however,
local storage increases IT support costs and requires
the implementation of a suitable update strategy.

Many providers of OBO ontologies offer users to
download their ontology in OBOF or OWL, but also
as an SQL dump file. This includes GO, PO and
SO. For details see (Harris & al. 2005). OLS offers
SQL export of their entire internal term database.?.
FMA supports SQL export, too. Its authors, how-
ever, recommend to use the SQL dump with Protégé.
For a detailed discussion of how ontologies are kept
in relational databases, we refer to (Keet 2006). Al-
ternatively, if ontologies are offered in XML format
for download then XML-enhanced database servers
like DB2, Oracle or Tamino can be used to store the
ontology, too.

A promising approach to enable the use of mul-
tiple ontologies is Chado (Mungall & Emmert 2007)
which was developed by the Generic Model Organ-
ism Database (GMOD) project®. It offers a large
relational database schema that is centred around
ontologies. It predefines generic tables for flexible
storage of ontology concepts and relationships, and
can be extended by tables for storing biological data
linked to them. For example, there are is a special
table collection for storing sequence features. Biolog-
ical databases that conform to this schema can easily
inter-operate with one another, and can be used with
software from the GMOD toolkit, e.g., the sequence
viewer GBrowse (Donlin 2009). For some major on-
tologies like GO, SO and PO, Perl scripts are available
for translating them into the Chado format.

3 Use of Ontologies

In analytical research labs a good deal of time is spent
with acquiring, storing, retrieving and analysing bi-
ological data obtained by running experiments or
by querying biological databases. Bioinformatics re-
searchers can use of ontologies for all these tasks. For
a recent survey of such activities we refer to (Boden-
reider 2008, Rubin et al. 2007).

3.1 Annotating Data

Terms (or the ids of the corresponding concepts) can
be used to annotate biological data in a consistent
manner. Semantic annotations are assertions that
link biological entities in the application domain to
concepts in the ontology. Annotations are useful for
a variety of routine tasks in analytical research labs,
such as querying databases or analysing data sets. Of-
ten annotations are created on the basis of the data

4www.ebi.ac.uk/ontology-lookup/implementationOverview.do
5

*www.gmod.org

contained in experimental reports, primarily those
published in the literature and available from digi-
tal libraries for the life sciences, such as PubMed5.
The annotations may be stored directly in the biolog-
ical database, or in a separate annotation database
together with the ontology. A recent example of an-
notating organism-specific data is given in (Beck &
al. 2009). For a brief summary of where annotations
come from and what they mean, see (Hill et al. 2008).

A range of model-organism and multi-species
databases have their data enriched by annotations.
This includes all major biological databases, such as
UniProt or Ensembl. To assure the correctness of an-
notations, publicly available biological databases of-
ten have expert curators in place for this task. The
annotation of biological data using ontologies is a
time-consuming exercise as it is performed manually
for the most part. Empirical studies show that man-
ual curation is far too slow (Baumgartner & al. 2007).
Some approaches have been proposed for automated
annotation, cf. (Doms & Schroeder 2005, Vinayagam
& al. 2006, Couto & al. 2006, Daraselia & al. 2007).
So far none of the underlying annotation algorithms
works accurately enough to fully compensate human
curators. This is partly due to the lack of bench-
marks and reliable training data. High-throughput
data analysis, however, will eventually require auto-
mated annotation to cope with the amount of data to
be processed. For the related task of biological text
mining, we refer to (Chapman & Cohen 2009). This
can help to automatically detect mentions of relevant
concepts or interesting biological entities in scientific
publications.

3.2 Querying and Analysing Data

Once the data in a biological database is annotated
the annotations can be used for queries. For example
one can ask for all biological entities linked to a par-
ticular concept, or for all concepts a biological entity
is linked to, or for biological entities that are linked
to the same concepts. Using the appropriate terms
a bioinformatics researcher can search, for example,
for all genes that are involved in a particular bio-
logical process or are expressed in a particular plant
structure. Search criteria may be combined, filters
may be set, and aggregation functions like counting
may be used to form more involved queries. Search
results can be ranked by the extend to which they
match non-boolean search criteria. Queries can also
be combined with similarity search tools like BLAST.
The best BLAST hit method (Jones et al. 2005), for
example, finds the concepts that the BLAST top hit
of a search sequence is linked to. A popular web-based
query tool is AmiGO (Carbon & al. 2009).
Experiments undertaken in analytical research
labs produce data sets to be analysed. Studying the
annotations available for them may offer new insights
into the potential biological meaning of an experi-
ment. If an experiment generates a list of genes as
output, one may want to identify those concepts that
are most characteristic for the genes in the list. For
that, over-representation of concepts is determined in
the context of some background superset, such as all
the genes on a microarray chip, or all the genes in a
genome. Such an analysis takes into account annota-
tions that are inherited by transitivity of certain kinds
relationships (is-a, part-of), cf. (Grossmann et al.
2007). Generally speaking, a concept may help to dif-
ferentiate the genes in the list from the rest if the ob-
served over-representation is statistically significant.
Similarly one may look for characteristic relationships
between the genes in such lists and other biological

Swww.ncbi.nlm.nih.gov/pubmed/
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entities. Ontology-based data analysis can help to
validate hypotheses about the domain of study and
make implicit knowledge explicit. In the literature
a wide range of analysis tools has been suggested to
support bioinformatics researchers in answering such
questions. We refer the reader to (Huang et al. 2009,
Khatri & Draghici 2005) for a detailed discussion of
the scope and capabilities of ontology-based analysis
tools, including the statistical models, ontologies, and
data mining algorithms deployed.

More recently, scientific workflows have emerged in
analytical research labs to streamline and automate
data analysis, cf. (Cure & Jablonski 2007, Ram et al.
2008). Popular tools for designing and executing such
workflows are Kepler and Taverna (Hull & al. 2006).

3.3 Exchanging and Integrating Data

An important aspect of developing and using ontolo-
gies is that concepts need to be identified, named,
and enhanced by descriptions. In life sciences there
are often several terms in use that refer to the same or
similar concepts. Descriptions should help to decide
whether terms refer to the same, related or differ-
ent concepts. As bioinformatics researchers exchange
annotated data and retrieve annotated data from dif-
ferent biological databases it is advantageous to use
terms consistently for annotations or at least to keep
track of terminological associations like synonymy,
abbreviations or acronyms. Commonly agreed ontolo-
gies help achieving that goal. Currently a large por-
tion of biological data in publicly available databases
is annotated with free-text fields that are not yet as-
sociated with ontology concepts (Shah & al. 2009).
Empirical studies demonstrate benefits of ontology-
based over free-text search (Moskovitch & al. 2007).
Automated mappings of free-text terms to concepts
have studied in (Dai & al. 2008).

The thorough analysis of new experimental data
requires bioinformatics researchers to consult multi-
ple data sources such as local databases with out-
comes of earlier experiments and studies, and pub-
licly available databases with reference data for com-
parisons. Relevant biological data is spread across
and disseminated through an ever-increasing num-
ber of databases. Ontologies provide common lan-
guages to overcome semantic heterogeneity among
independently designed and maintained biological
databases, enable data exchange between different re-
search groups, foster inter-operability between diverse
databases, and detect distributed data that is inter-
related by associations between the corresponding bi-
ological entities. Ontologies can guide data transfor-
mations for data warehouses, but also query transfor-
mations for mediation-based integration, cf. (Hernan-
dez & Kambhampati 2004, Bodenreider 2008). Onto-
Fusion (Perez-Rey & al. 2006) is an example of a me-
diation tool that exploits Gene Ontology. For a re-
cent case study on ontology-driven data integration,
see (Smedley & al. 2008).

When data from diverse sources is integrated data
inconsistencies are likely to occur. These inconsisten-
cies can be due to inaccurate and missing data, or due
to wrong decisions made during integration. Data
analysis based on inconsistent biological databases
may lead to uninteresting and wrong results. On-
tologies can help to discover such inconsistencies in
advance (Chen et al. 2007).

3.4 Representing and Sharing Knowledge

Ontologies offer a conceptualisation of a scientific do-
main in a formal and unambiguous way. Their formal
specification makes the available knowledge about the
domain explicit in a form that is accessible to both
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humans and machines. Ontologies enable researchers
to describe the entities in the domain consistently.
This forms the basis for a shared and commonly ac-
cepted understanding of that domain. Ontologies are
consistent but not necessarily complete. So they are
challenged each time when new information about the
underlying domain becomes available, and updated if
necessary. Due to the rapid growth of information
this happens frequently in bioinformatics.

4 Development of Ontologies

4.1 Ontology Design

Most of the established ontologies in bioinformatics
were originally designed by hand. Since then, how-
ever, a range of methodologies and tools have emerged
that aim to support ontology designers in developing
and maintaining ontologies. In the literature a few de-
sign methodologies have been proposed, cf. (Cristani
& Cuel 2005, Kamel et al. 2007, Darlington & Culley
2008) but none of them is widely known nor used. In
practice new ontologies are usually created in an itera-
tive refinement process, similar to other modelling ar-
tifacts like database schemas. For an interesting dis-
cussion of differences between ontology and database
schema design, we refer to (Noy & Klein 2004). The
generic design principles (Smith & al. 2007) of the
OBO foundry provide arguably the most influential
guidance for the design of ontologies in bioinformat-
ics, even though not all of the principles are well-
justified, e.g. the call for a unique root element.

Recurring steps in the design process are the cre-
ation of new concepts (including names, description,
and synonyms) and the specification of relationships
to other concepts (including the placement of the con-
cept in is-a and other hierarchies). Design decisions
need to be checked against already existing parts of
the ontology, e.g., name clashes should be avoided and
descriptions should be consistent with specified rela-
tionships. Ontologies can be built bottom-up with the
most specific concepts first, or top-down staring with
the most general ones, or both approaches may be
mixed. Some ontologies were built in a modular fash-
ion that allows the cooperation of several designers or
the integration of already existing ontologies or parts
thereof, cf. (Thomas & al. 2006, Pathak et al. 2009).
Design patterns were exploited in (Aranguren & al.
2008) for designing the Cell Cycle Ontology (CCO).
Some ontologies were built from database schemas
of databases to be annotated, cf. (Lubyte & Tessaris
2009, Zhao & Chang 2007).

4.2 Ontology Evolution and Maintenance

High-throughput analysis of biological data results in
new observations and insights that contribute to our
understanding of the respective application domain.
Ontologies need to be updated to keep pace with the
new knowledge. Typical update operations are the
addition of new concepts and relationships to meet
new requirements or to reflect new insights, the mod-
ification of exiting concepts and relationships if they
need to be clarified or adapted to stay consistent with
new insights, or the deletion of outdated concepts and
relationships that are no longer needed or in line with
our understanding. For example, one might want to
add a new intermediate concept into the is-a hierar-
chy to support a new abstraction level. To implement
such an update one needs to name and describe the
new concept and to decide where to insert it.
Updates in ontologies may be motivated by the
desire to coordinate the development of ontologies
as promoted by the OBO foundry. When ontologies
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cover related domains it is likely that they possess
common or similar concepts. There are plenty of
reasons to make such implicit connections explicit.
This can be done, for example, by unifying con-
cepts or by defining mappings between matching con-
cepts. Discovering such connections is by far not
trivial and often hampered by semantic heterogene-
ity or different levels of granularity across ontologies
and the scientific communities using them. There are
tools available that compute mappings automatically,
cf. (Ghazvinian et al. 2009, Jean-Marya et al. 2009)
but in most cases human expertise is needed.

Once ontologies are in use the evolution process
needs to be adequately documented and managed.
Updates of ontologies are likely to affect exiting anno-
tations and exiting mappings to alternative formats
or to other ontologies. Updates need to be propa-
gated effectively and potential problems need to be
resolved, e.g. in case of modifications and deletions
that may impair previously correct annotations. This
results in a trade-off between robustness and up-to-
dateness. While new knowledge should be incorpo-
rated as soon as possible to be ready-to-use, existing
tools and applications require a certain level of sta-
bility to be useful and constrain maintenance costs.
Due to the dynamic nature of the represented knowl-
edge, many ontology providers release separate ver-
sions of their ontology at regular intervals. Updates
are accumulated in a new release of the ontology while
previously released versions stay unchanged. For a
systematic study ontology evolution, including exam-
ples and consequences for annotations and ontology
mappings, we refer to (Hartung et al. 2008).

Most established ontologies in bioinformatics have
seen continuous change since their creation. In Gene
Ontology, for example, the number of concepts has
reduplicated since 2002. OnEX (Hartung et al. 2009)
is a simple web-based tool for exploring the evolu-
tionary aspect of major ontologies in bioinformatics.
A more generic approach towards monitoring ontol-
ogy evolution is presented in (Park et al. 2008). Tra-
ditionally, many OBO ontologies had a strong focus
on concepts while relationships were often neglected.
Considerable efforts are underway to overcome this
situation, cf. (Smith & al. 2007). Following the rec-
ommendation of the OBO foundry, logical definitions
are provided for relationships, and relationships are
defined at both concept- and instance-level when ap-
propriate. We also refer to (Eilbeck & Mungall 2009)
for the particular example of Sequence Ontology.

The maintenance of established ontologies is in
most cases done by dedicated teams of ontology cu-
rators who retrieve update proposals from the liter-
ature and from the scientific community, reach con-
sensus in case of conflicting proposals, verify and ap-
prove updates, and generate new releases of the re-
spective ontologies. This is time-consuming and re-
quires highly specialised experts, however, many on-
tology providers consider this necessary due assure a
reasonable level of quality and scientific rigour. Au-
tomated extension has also been suggested and first
experiences recorded, e.g. for extending Gene Ontol-
ogy using text mining and ontology matching tech-
niques to extract new terms, concepts and relation-
ships (Pesquita et al. 2009). For a generic approach
towards automated ontology integration, alignment
and extension, see (Novacek et al. 2009).

5 Trends, Challenges and Directions

5.1 User Involvement

Despite the recent growth in the number, size and
coverage of ontologies in bioinformatics they are still

far from unfolding their full potential in bioinformat-
ics research. This is mainly due to communication
barriers between different communities and research
groups. Still today many bioinformatics researchers
come in touch with ontologies only as part of analy-
sis tools. However, there is an increasing interest and
awareness of ontologies among researchers. Yet only
few of them know how precisely ontologies can accel-
erate their work. As web portals and tools for query-
ing annotation databases mature their users will be-
come increasingly curious about the scope and gran-
ularity of the underlying ontologies.

Most bioinformatics researchers have their fo-
cus on a small, individualised portion of the huge
multi-faceted life science domain, however, in their
sub-domain they are interested in highly specialised
knowledge. Browsing the integrated term databases
underlying web portals like OLS or the NCBO Bio-
Portal can be confounding due to their sheer com-
plexity. On the other hand, selecting particular on-
tologies that better meet individual needs is not an
easy exercise either. Often there is not enough infor-
mation available to make an informed choice. Even
when ontology providers offer detailed documentation
and online tutorials this will only be perceived useful
later on. For efficient decision-making most users will
prefer more condensed information.

As argued in (Tan & Lambrix 2009) ontology se-
lection relies on evaluation and comparison of candi-
date ontologies. Ontologies can be evaluated against
a catalogue of human-made criteria (Lozano-Tello &
Gomez-Perez 2004) or exploit statistics about the on-
tology (Gangemi et al. 2006) and its usage (Maiga &
Williams 2008, Porzel & Malaka 2004). None of these
approaches is perfect. Community-based assessment,
collaborative filtering and recommender services as
known from social networks and Web 2.0 applications
can help to tackle that problem. Social functionality
like community feedback and peer-review as recently
added to the BioPortal is likely to improve the uptake
of ontologies and ontology-based tools. Ontology pio-
neers can act as multipliers in these user communities.

When using ontologies bioinformatics researchers
will find it helpful if they are tailored to their par-
ticular needs. It might be desirable to have user- or
application-specific ontologies at hand that cover just
the sub-domain of interest and are sufficiently fine-
grained. An application of such personalised ontolo-
gies for information extraction is discussed in (Tao
& Embley 2007). Specialised ontologies may be ex-
tracted and further evolved from existing ontologies
that continue to serve as reference ontologies. Users
are domain experts and will play an active role in
the generation of such specialised ontologies. Since
bioinformatics researchers have only limited experi-
ence with ontology evolution and maintenance a new
generation of ontology editors will be required to keep
the learning curve flat. Eventually this may lead to
the creation of a collection of coupled ontologies cen-
tred around a master ontology that need to be har-
monised on a regular basis.

The development of specialised ontologies may
again be a collaborative effort of research groups or
small communities with a common interest in cer-
tain sub-domains. Some first experience with collab-
orative ontology evolution using an extension of the
ontology editor Protégé have been reported in (Tu-
dorache et al. 2008), and using a wiki-based tool in
(Hoehndorf & al. 2009). To foster reuse of specialised
ontologies it would be helpful to set up a dedicated
ontology registry that allows other researchers to dis-
cover existing ontologies that best meet their needs.
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5.2 Enhancing Ontologies for Reasoning

Ontologies as formal specifications of knowledge are
amenable to automated reasoning. Reasoning tools
can help in developing and maintaining ontologies,
but also in making inferences from existing knowl-
edge, and checking hypotheses against ontologies.
Ontology design often focusses on concepts, but rela-
tionships and axioms deserve more attention as they
represent valuable knowledge, too. The popularity of
OWL is partly due its expressiveness that allows one
to capture more of the semantics of the underlying do-
main than other ontology formats like OBOF. Thus
OWL promotes the creation of more precise and com-
prehensive artifacts. In particular, it provides pow-
erful means for specifying axioms, even if we restrict
ourselves to the OWL-Lite or OWL-DL fragments of
OWL that guarantee decidability in reasoning. These
fragments are also well-supported by reasoning tools
such as FaCT++, Pellet and Racer that all can be in-
tegrated with Protégé. Potential applications of rea-
soning in ontology design were presented in (Lutz &
al. 2006), and requirements for reasoning in bioinfor-
matics were discussed in (Keet et al. 2007).

Typical examples include existence, disjointness,
covering, cardinality and universal constraints, tran-
sitivity and symmetry. (Aranguren & al. 2007) claims
that biologists would not widely use axioms as that
would require more knowledge than is usually avail-
able. We rather believe that axioms can be bene-
ficial in answering questions that go beyond simple
instance or relationship checking. Clearly it will take
considerable efforts to add information that is cur-
rently missing, e.g. by reinspecting annotations or
even rerunning experiments. Relationships and ax-
ioms can impose necessary and/or sufficient condi-
tions on entities to be linked to certain concepts. For
example, there has been a long discussion about the
meaning of the part-of relationships in Gene Ontology
and others. Axioms can reflect that entities linked to
a particular concept must occur in a certain relation-
ship, or that occurrence is optional. Reasoning helps
ontology designers to understand the consequences of
design decisions. Careful reconsideration of existing
ontologies helps to detect inconsistencies, modelling
errors and gaps. Automated reasoning can guide this
process and provide informed feedback for ontology
repair. Reasoning helps bioinformatics researchers to
think about what new observations mean in the con-
text of what is already known. Reasoning with ade-
quately enhanced ontologies offers better support for
objectives like computing derived relationships, gen-
erating new hypotheses, consistency checking, discov-
ering equivalence or similarity among concepts, re-
formalising ill-specified domains, reusing ontologies,
or extracting and evolving specialised ontologies.

5.3 Automation

Bioinformatics researchers will allocate increasing
portions of their time to ontology engineering rather
than data engineering. For that, however, they need
to be released from tedious tasks like data process-
ing or experimentation. The combination of high-
throughput experimental devices and analysis tools
is a first step to automatise many routine tasks that
results in a very large number of experiments that can
be executed simultaneously. Data analysis workflows
can be executed in flexible ontology-based workflow
tools that integrate experimental data with other data
resources to validate hypotheses. So far, however, the
design of experiments and workflows is still done by
human researchers. Experience tells that these tasks
are tedious, too, in particular when they need to be
reiterated several times.
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A major step towards lab automation are robot
scientists as presented in (King & al. 2009). The
prototype system has been used to refine hypothe-
ses about yeast and test them by conducting the re-
spective experiments. The operation is fully automa-
tised except for the periodic replacement of lab con-
sumables. The system uses an in-house developed
ontology that has been evolved from the Ontology
of Scientific Experiments (EXPO) (Soldatova et al.
2006). EXPO captures generic knowledge about ex-
periments and is available in OWL, thus enabling au-
tomated reasoning. (Epple & Scherf 2009) reports on
an ontology-based expert system that implements a
strategy for building hypotheses from inspected data.
Automated hypothesis generation may guide bioin-
formatics researchers to experiments that will result
in potentially interesting observations. In the near
future we will see more examples of hypothesis-led
investigations. For that, however, ontologies are re-
quired that capture the concepts and principles of hu-
man knowledge discovery.

6 Discussion

Ontologies in bioinformatics are still ‘work-in-
progress’. Over the last few years ontologies have
gradually transformed the way bioinformatics re-
searchers approach experiments, analyse biological
data and generate new knowledge. Active involve-
ment of users enabling them to adopt ontologies for
their own needs, better reasoning support through
high-quality ontologies, and ontology-based automa-
tion will promote the future uptake of ontologies in
analytical research labs.
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Abstract

Traditionally, conceptual modelling of business processes
involves the use of visual grammars for the representation
of, amongst other things, activities, choices and events.
These grammars, while very useful for experts, are
difficult to understand by naive stakeholders.
Annotations of such process models have been developed
to assist in understanding aspects of these grammars via
map-based approaches, and further work has looked at
forms of 3D conceptual models. However, no one has
sought to embed the conceptual models into a fully
featured 3D world, using the spatial annotations to
explicate the underlying model clearly. In this paper, we
present an approach to conceptual process model
visualisation that enhances a 3D virtual world with
annotations representing process constructs, facilitating
insight into the developed model. We then present a
prototype implementation of a 3D Virtual BPMN Editor
that embeds BPMN process models into a 3D world. We
show how this gives extra support for tasks performed by
the conceptual modeller, providing better process model
communication to stakeholders.’

Keywords: Conceptual Modelling, Virtual Worlds,

Process Models, BPMN.

1 Introduction

Conceptual Process Modelling is a visual approach used
to represent how an organisation carries out its day to day
activities (Rosemann et al., 2006).

Process Modelling uses grammatical notations that
represent a conceptual model of the processes within a
business, and may include a data model that supports the
processes within the enterprise. Business Process Model
representations include visual representations for
Activities, Choices, Events, Messages, Compound
processes. Refined forms of these constructs have been
developed into international standards, such as Business
Process Modeling Notation (BPMN) (OMG, 2006).
Their structure and modelling capabilities are a part of
continuing research in the area of BPM (Rosemann et al.,
2006).

While these representations are very useful for experts
in the field of business process modelling, there is the

Copyright (¢)2010, Australian Computer Society, Inc. This
paper appeared at the Seventh Asia-Pacific Conference on
Conceptual Modelling (APCCM 2010), Brisbane, Australia,
January 2010. Conferences in Research and Practice in
Information Technology, Vol. 110. Sebastian Link and Aditya
K. Ghose, Eds. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

problem of using these representations to communicate
such processes to the rest of the stakeholders who are not
cognisant of the visual grammars used.

It may be stated that such representations are focussed
on the abstract components of a business model, for in
principal, this is the only requirement for the modelling of
information within an enterprise, as the data is an
abstracted representation of the real enterprise, and is not
a representation of physical things, due to its irrelevance
to the information processing required.

This is made apparent by research showing that
grammars such as BPMN have difficulty with
representing physical things, leading to problems with
communicating these models to stakeholders (Recker et
al., 2007). The approach of removing physical aspects of
a business model in conceptual grammars is problematic
on a number of counts.

Firstly, every business object that is modelled in a
business process model, has a physical representation
within the real world, which is interacted with by
stakeholders (Rosemann et al., 2006). Such physical
objects have physical properties that form a component of
how an enterprise performs. For example, the location,
and spatial arrangement of tasks being performed in a
business, will bring about effects upon those same
activities, due to space limitations in a building, or
influences on task planning and resource allocations from
distances to be covered.

Secondly, when wanting to communicate this business

processes to other stakeholders, the process of
communication involves a physical representation
component, especially to non-process cognisant

stakeholders. People perform their work in the real
world, not in a conceptual space. It can be argued that
stakeholders will not consider their work in a conceptual
manner, but in a “hands-on” manner that involves real
artifacts in real spaces. Indeed, this has been noted by
other researchers in the field, that have sought to use
philosophical techniques drawn from ontological research
(Bunge, 1977), applied to the process of defining the
specifications for Information Systems (Green and
Rosemann, 2004). Their belief is that the absence of such
object representational abilities hampers the clear
specification of an Information System.

It can be argued that this object representational issue
still holds for even process cognisant stakeholders, such
as business analysts. In the end, their conceptual models
at some level are still drawn from physical artefacts, and
therefore are influenced in structure and dynamics by the
same said physical artefacts.
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Therefore that it is logical that a visual simulation of a
Physical Model of the enterprise will support and
improve communication processes in Conceptual
Modelling, as it has in many other data visualisation
domains (Tufte, 1983). It is believed that this visual
approach also supports the various underlying Process
Communication tasks within the Business Process Life
Cycle (van der Aalst, 2004). It can be conjectured that
many aspects of the process modelling life cycle (eg.
Modelling, Improvement and Monitoring) can be
assisted, more or less, by the inclusion of an easy to
access simulation of the business, implemented as a 3D
Virtual Environment (VE), due to the ease of process
communication afforded by such representations.

The main argument of this paper is that simulations of
business process models in virtual environments can be
an invaluable addition to the toolset available to business
analysts, and will support their communication tasks.
This paper endeavours to make a first impression on what
is potentially a major field of conceptual modelling
research, showing a theoretical framework and a proof of
concept implementation of a 3D Virtual Environment
Modeller.

The rest of the paper is structured as follows. Section
Two covers previous work in higher dimensional
representations of business processes, utilising richer
visual representations than 2D static diagrams. Section
Three details a conceptual framework for process models
in virtual worlds, indicating their utility and specific tasks
and contributions to process modelling. Section Four
details our Implementation of a proof of concept BPMN
Process Model tool, with an example of a software
quality assurance process model developed within the
world described in Section Five. Section Six concludes
the paper with a discussion on future work.

2  Previous Work

Presently, the state of the art in software technology for
conceptual modelling of business processes is embodied
in 2D static grammars, implemented via drawing tools.
The tools vary between commercial systems such as
Visio, to ARIS, over to experimental Grammars
developed with research modelling systems (van der
Aalst and ter Hofstede, 2005).

Annotations are provided in some cases for non-
standard icons, that allow for representations that are
closer to real imagery of the activities in question
(CaseWise, 2008). Some systems include mapping
capabilities, to show the spatial arrangements of process
models as reviewed and shown in (Brown and Paik,
2009) and (de Leoni et al., 2008). However, in each case,
the work is still limited to 2D.

Three Dimensional representations of process models
have been developed. Typically, a graph-based version
of process models is extended from 2D to 3D. These
have been developed for a number of years now
(Schonhage et al., 2000) (Pamplin and Zhu, 2004)
(Stefanie Betz et al., 2008) and have been incorporated
into swim lane models of process modelling systems
(Effinger et al., 2009).

Some commercial experimental systems have
investigated 2.5D (oblique projection) and 3D virtual
models of process systems (OnMap, 2009) (Interactive-
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Software, 2004). While very promising, these
implementations have not utilised the power of full 3D
virtual worlds for representation and remote collaboration
across a network, and still do not incorporate a conceptual
model into the visualisation as is shown in this paper.

IBM has pioneered visualisations of process models in
3D games systems via their Innov8 project (IBM, 2008).
However, their focus has been on games for training, and
not tools for the development of integrated conceptual
process modelling grammars for process life cycle stages.
As a result, the environments are not for general
modelling purposes, as is envisaged in this paper.

What is lacking is a conceptual modelling and
visualisation approach that integrates the present
grammars into the 3D Worlds to provide the ability to
effectively provide a 3D visualisation annotation to a
conceptual process model.

In this paper just such a framework is developed
which integrates together the best of both worlds;
conceptual and physical modelling and simulation, to
provide an approach to process modelling that enables the
practitioner to more easily communicate the newly
developed process model to the viewer, via providing
object annotations and representations that communicate
the process model more clearly.

3  Conceptual Process
Reality Framework

Modelling Virtual

The newly developed framework seeks to provide support
for communicating process models to naive stakeholders.
The reason for this is two fold.

Firstly, it has been reported in a number of fora, the
difficulty, and potential redundancy, of grammar
components, creating a need to ascertain what the main
components of such a conceptual modelling framework
need to be (Muehlen and Recker, 2008). Such
communication problems are related to the complexity of
the representations in conceptual models, so an
environment that juxtaposes the model with its original
physical space will ease understanding of the structure of
the process model.

Secondly, it has been shown in other domains that one
of the best strengths of virtual environment models is the
area of education and communication (Gallagher et al.,
2005). Thus the use of VEs for this task is intuitive due
to their success in other communication domains.

As previously described, the intention is to model the
physical environment surrounding the process model. So
there is a need to ascertain the physical modelling
requirements, and how this should be embedded into the
virtual world.

For the purpose of this framework, the intention is to
cross the boundary between conceptual models and
physical models, by placing the grammars in a virtual
world simulation of the physical environment of the
process model. This provides a method of showing the
conceptual model boundaries and how it will interact with
a physical reality of the business, and thus will enable a
conceptual modeller and a client to communicate on a
better footing, as shown in Figure 1. This extends present
modelling practices, whereby the conceptual modeller
would analyse the physical model of the business process,
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Figure 1 Concept diagram of the Virtual Environment Modelling approach, showing the major processes
involved, including the derivation of the Conceptual Process Model, annotation with a 3D Virtual
Environment, and using the Virtual Environment to communicate and validate the Process Model.

via monitoring and interviews. In this case the modeller
can add a simulation of the physical world to their
information sources.

It should be highlighted, that a valuable collaborative
feature that comes from the use of such VEs for
validation purposes, is the ability to spatially store
feedback information about the conceptual process
model. So, as well as being able to simulate the business
process, we seek to store annotation information in the
simulation for validation processes.

We now identify the requirements for a software
approach to conceptual modelling in 3D Virtual
Environments.

3.1 Task Analysis

The environment can then be used as an additional tool in
a number of process modelling tasks that emerge from
analysis of the task of communicating. Using a task
analysis before deriving visualisations enhances the
chances of the visualisations being useful to the
stakeholders in question (Treinish, 1999):

*  Process Communication - placing the conceptual
model in a physical environment, facilitates
stakeholder buy in to the new processes by being
able to see the process model simulated in that
physical environment.

*  Validation with Clients - conceptual process models
can be embedded in the environment, to facilitate
insight in to the conceptual model for the client. And
vice versa, the analyst may understand the
underlying processes better, if they are able to see the
physical reality of the environment, and have it
explained to them by the client.

* Spatial Factors - the physical representation of the
business in the virtual environment enables insight
into how the business site impacts on the
implementation of new process models, especially
via the spatial location of the activities involved.

* Human Resources - the direct representation of
humans as avatars in the VE enables insight into the

how the people perform tasks, as groups, and enables
them to see interactions between roles, and potential
bottlenecks from the resource perspective.

*  Process Change — “as is” and “to be” (Jorg Becker et
al., 2003) process models can be represented and
compared in the environment for stakeholder buy-in
and validation purposes.

3.2 Virtual Environment Functional

Requirements

A set of technological requirements has been derived to
support the previous major tasks outlined:

1. Spatial modelling of the location of activities,
choices and events. Each component of the process
model needs to have an X,Y,Z coordinate to embed it
into the world.

2. Geometric Modelling of the process model
components. Each process model component needs
to be converted, even translated, into a 3D geometric
model, with features that represent the modelling
grammar either directly or indirectly.

3. Modelling of the physical surrounds of the model —
buildings, business objects and people. The business
model simulation requires a geometric model of the
business components, and an appropriate animation
to be displayed to indicate its correct usage.

4. Modelling tools for conceptual process models, and
their importation and exportation to other systems.
Along with the geometric model components, the
user interface for model development must be
intuitive and able to make the task of modelling easy
for a business analyst.

5. Simulation of instances of process models being
executed — via translation of avatars representing
human resources.  Analogs of 2D simulation
methods need to be developed that enable the
visualisation of running process model simulations.

6. Ability to annotate models with commentary from
clients and from analysts, to assist in the validation
process. the clients and analysts need to be able to
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leave annotations within the environment that
indicate problems with the model for later
amendment.

7. Ability to represent statistical information alongside
the process model, especially if performing Six
Sigma or LEAN process improvement approaches.
Similar to the text annotations, statistical annotation
data should be incorporated into world for process
validation, as examples of actual process executions.
In addition, the ability to annotate process models
with video and audio information from the analyst’s
analysis of the actual business in question. This
allows the production of multi-media representations
of interview and data collection information, opening
up new possibilities for higher accuracy models due
to the quality of feedback information.

8. Collaboration and remote interactions. The
environment should support the ability to
collaboratively generate a business process model by
multiple analysts, and should allow remote access by
the client and other stakeholders in order to
communicate and analyse the model of the business
for efficient feedback purposes.

9. The ability to treat such VE process models as a form
of document. In a similar manner to other process
model software systems, this framework should
allow for creation of process models as living
multimedia documents that can be annotated, shared
and distributed by stakeholders in the business
process.

An early proof of concept BPMN editor prototype has
been developed as an implementation of many of the
above items. We now describe its major components.

4 BPMN Open Simulator Implementation

BPMN (OMG, 2006) has been chosen as the grammar to
implement in this prototype because of its common
acceptance as a conceptual process modelling standard.
Furthermore, extensions to previous research performed
into 2D versions of BPMN modelling tools can thus be
transferred and investigate via the development of a 3D
BPMN modelling tool. It should be noted that this
framework and implementation can be easily modified to
suit another conceptual process modelling framework, as
the grammar used for the process model is able to be
changed relatively easily. This grammar is purely
conceptual in nature, however, there are research efforts
focussed on developing executable forms of BPMN. We
do not address any executable concerns here (including
related data structures and functionality), and so the
modelling is restricted to high-level conceptual
visualisation and communication.

The intention in this prototype is to show how easy it
is to develop such environments using the latest VE
technology. However, while a system may provide
insight and capacity for modelling of new aspects of
business systems, there is a need to consider the user
base, which will typically be business analysts that do not
have high levels of technical skills.

An example of the uptake of such environments by
non-technical personnel is found with the Second Life
user population. Of the approximately 80,000 users that
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may be on the world at any time, a large number are non-
technical laity, that have taught themselves to use the
environment (Linden, 2009). We argue therefore, that a
well designed VE Conceptual Modelling tool is well
within the reach of a typical business analyst with a
modicum of computer skills.

A short introduction to VEs is now shown, to indicate
their capacity for such modelling tasks.

4.1 3D Virtual
Introduction

Environment Technology

Virtual Environments have emerged as a powerful
software technology for supporting collaborative 3D
work and entertainment environments (Burdea and
Coiffet, 2003). These environments are typically client
server systems that support the creation of, and full
interaction with, shared and collaborative 3D dimensional
spaces.

These 3D spaces allow the creation of geometry
representing many things experienced in reality,
including buildings, terrain, forms of transportation,
weather models, amongst other things. These objects are
represented using data structures known as geometric
meshes, which have images laid over them known as
textures to give the objects visual appearances
approximating real object properties (eg. stone, wood,
glass). Human modellers can use VEs to model such
objects very easily (refer to Figure 3).

One of the most powerful components of such worlds,
exploited by the new framework, is the ability to attach
programs to the objects, known as scripts, to imbue
objects with extra functionality. A major component of
the functionality in the new BPMN editor is implemented
using such a scripting process (refer to Figure 5).

In addition, one of the most useful facilities available
within a Virtual Environment is the representation of the
user as an Avatar, the user ego centre so to speak, that
allows the humans to have a spatial presence in the
Virtual Environment.

This paper shows that this 3D modelling approach is
not too large an extension to present toolsets, and thus
enables business analysts to utilise such tools with
minimal training.

4.2 BPMN Modelling System Components

A lot of Virtual Environment systems may be used for
this project. With reference to the functional
requirements, the Open Simulator (OpenSimulator, 2008)
and Second Life Client (Linden, 2008) were chosen to
implement this prototype. The following details the
major reasons:

1. Open Simulator is an open source virtual world
server (BSD Licence) which works on many
hardware platforms and is compatible with the
Second Life virtual world viewer. This allows the
implementation of such modelling systems on laptop
systems that can be used in the field by analysts. In
fact, the demonstrator in this paper was developed on
a standard Apple MacBook.

2. Using the Second Life open source viewer provides a
set of easy to use tools for content development, well
suited to non-technical users who are a large
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component of the Second Life community, thus
facilitating its usage by business analysts (refer to
Figure 3);

3. Open Simulator has a powerful scripting language,
which can be extended by the use of C# language
technology, thus enabling modelling environment
interactions, such as process model linking (refer to
Figure 5).

4. Open Simulator has been used in a successful
executable process modelling system that uses the
YAWL workflow package (Brown and Rasmussen,
2009). So Open Simulator had already proven its
capabilities.

Test User

A

Figure 2 Showing the major 3D constructs present in
the diagrams. From the left, they are, a flow link ball
(for long bent flows), activity node, gateway node,
event node and a control script embedded in a sphere.
The other small items are the components of the
BPMN graph flow connectors.

EU%»I

Genera N

Figure 3 Illustration showing the tools used to position
and edit BPMN model objects, in this case an activity
node.

Activity
Node

Figure 4 Illustration of using texture images to
annotate BPMN objects, in this case to create a
parallel gateway from a generic gateway.

Test User

‘Vh
)‘

Figure 5 Illustration of linking BPMN process model
components, in this case with a Conditional Flow
between and event and a Gateway. Links are formed
by clicking on pairs of red spheres.

Figure 6 An illustration of the ability to insert textual

annotations into the process model. Stakeholders may

leave Comment Walls (left) or may use web services to
show process statistics (right)

To meet the task and functional requirements, we have
developed the following:

1. Object models for the 3D environment to represent
the BPMN notation in world — these are Events,
Activities, Gateways and Flows. Each have been
given a simple 3D representation, and have been
modelled with connection nodes for linking as a
graph. Each can be dropped into the world from the
inventory owned by the user in world, giving an easy
to use modelling approach (refer to Figure 2 and
Figure 3).

2. Textures for the different annotations — thus
developed a complete image database for the
annotation of the basic BPMN nodes with image
information, as shown in Figure 4.

3. Flow Connection - as the modeller is in essence a
graph drawing tool, there is a need to easily create
the model flow connections, as per Figure 5.

4. Avatar instance animations. A human resource
simulation model is required to show simulations of
the processes being executed.  This facilitates
validation processes by providing an easy to use
interface for running simple simulations of instances
of processes being executed by an involved
stakeholder, to support validation processes with the
client (refer to Figure 9).
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Figure 7 Illustration overview of the full 3D BPMN Software QA example in a Virtual Environment.

5. Annotations are implemented as signpost objects that
can be left near the process, and have text inserted to
show commentary by various clients who have
viewed the model and wish to comment on the
validity of the model. Video and audio interview
data can be inserted into the world and embedded
near the BPMN places of importance, for
confirmation purposes, as per Figure 6. Such an
approach enables the environment to become a 3D
spatial database for the visual mnemonics of video,
text and audio information.

5 Software Company Case Study

To illustrate the major features of this approach and
prototype implementation, we have developed a 3D
BPMN diagram for a Software Quality assurance process.
The process involves a description of the interactions of
three quality control departments within a software
company — Customer Support, QA and Development —
and how they interact to deal with software quality issues
reported by users.

Development.

Figure 8 Example BPMN Model for a software quality
process (Swenson, 2009). Each swim lane represents a
department in the software organisation.

We use the case study to highlight a number of
possibilities with visualisations:

*  Spatial Locations;
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* Representations of Human Resource Roles;
* Relationships between other aspects of the
physical environment;

Figure 9 Showing the room with the Customer
Support Activities. Note the sitting avatar,
representing a Human Resource performing work.

Spatial locations for the processes being enacted are
represented in this approach using 3D coordinates.
BPMN and other forms of process modelling have a
swim lane model of activity representation (OMG, 2006),
here we extend that to an actual spatial locations and
groupings with reference to the natural spatial structures
used in the business, in a full 3D, rather than 2D manner
(refer for an overview of the diagram to Figure 7).

We see in the following scenes (Figure 9 and Figure
10) that work is divided up into three departments in three
different locations in the building. This is illustrated with
a set of rooms aligned with a floor layout.
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Figure 10 Activities in the Development Department
for the example process model.

At each location, the activity is embedded for reference.
With this example, the client is thus able to make a direct
comparison of what is represented conceptually with a
physical model of the environment, to assist the client in
mapping conceptual constructs with their more physical
understanding of the process. They can use the physical
simulation as a mnemonic to help validate a business
process model.

Representations of the roles of people doing their tasks
can be shown to a client, thus adding insight into the
reasons why things are performed in a certain manner,
and why certain tasks are either performed badly, or are
performed well. This is also useful with process
improvement scenarios, where a process model can be
labelled or colour coded “as-is” and “to-be”, in order that
the client can easily see the change, in a manner similar to
2D modelling systems.

Again, the client can verify whether the business
analyst has correctly captured the tasks being performed,
so along with the physical location, the client can give
feedback on the business analyst on the validity of the
process model, from an activity and role based approach
using the annotation markers if necessary.

= = n. Seawcn.

Figure 11 Illustration of collaborative capabilities of
VEs, in particular, the ability to collocate avatars, and
refer to objects in a natural spatially oriented manner.
Both avatars here are discussing and manipulating the

activity object (highlighted).

In summary, communication processes can be
enhanced by the use of such tools due to their interactive
nature. A model of the business can be shown to the
client by an analyst, with the added advantage of it being
interactive. Therefore, any number of potential scenarios
in the business can be visualised and demonstrated with
full control, facilitating dialog by allowing clients to ask
questions and to step through the environment to examine
particular details, to make them clearer.

The other major benefit of such 3D environments is
the ease of network communication offered by the use of
3D Avatars. Compared to video collaboration, where the
relative location of the client to what they are
manipulating is not apparent, 3D VEs represent the
person in the dialog, juxtaposed alongside the process
model items being discussed. Coupled with a audio
chatting capabilities, VEs offer powerful process
communication capabilities, especially when dealing with
spatially oriented conceptual process models.  An
example of collaborative modelling is presented in Figure
11.

6 Conclusions

In this paper we have outlined an approach to the use of
3D Virtual Environments as an annotation of process
models for process model communication.

We have outlined the motivations and general
requirements for the development of 3D Concept Model
representations, and have developed a proof of concept
BPMN Editor in Open Simulator, which provides most
base functionality required to create usable BPMN
diagrams in a 3D world.

As this is a first incursion into this research space, we
see that there are many extensions to this research work
that need to be explored in order to make the general
approach and the software that much more usable.

The system successfully implements many of the ideas
presented, but needs to be extended in a number of areas.

There needs to be a development of a message and
event animation component, to clearly show the actions
of the other event and timer constructs within the process
model.

Suitable export and import tools need to be developed
for integration with other BPMN tools. The 3D
Environment can be used as part of a constellation of
tools to support the development of 3D Process Model
visualisations.

Finally, there needs to be an analysis of benefits via
experimentation of insight into process systems. While
there is a good argument for the use of visualisation
systems in the communication of process models,
qualitative and quantitative experiments need to be
performed to establish the potential of such environments
within the process modelling domain.
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Abstract

Social recommendations have been rapidly adopted as
important components in social network sites. How-
ever, they assume a cooperative relationship between
parties involved. This assumption can lead to the
creation of privacy issues and new opportunities for
privacy infringements. Traditional recommendation
techniques fail to address these issues, and as a con-
sequence the development of privacy-aware coopera-
tive social recommender systems give rise to an im-
portant research gap. In this paper we identify key
problems that arise from the privacy dimension of so-
cial recommendations and propose a comprehensive
requirements architecture for building privacy-aware
cooperative social recommender systems.

1 Introduction

Content-based filtering (Billsus & Pazzani 2007) vs.
collaborative filtering (Goldberg et al 1992) have
been dominating the traditional recommender sys-
tems. Typically, users are classified by their inter-
ests and /or preferences based on some similarity mea-
sures. Grouping using these approaches connects
users to each other, implicitly or explicitly. Such con-
nections can create new and reveal social contexts
for users, and can make the system prone to privacy
breaches. On the other hand, the development of on-
line social networks has addressed the need to support
social recommendations, i.e., provide users the ability
to introduce people (i.e., friends) to others or to of-
fer social referrals between users to facilitate network
consolidation and expansion. However, such recom-
mendations are either based on existing connections
or created using social factors in individual’s personal
space. For example, many social network sites (SNS)
- e.g., Facebook (2009), LinkedIn (2009) and Pulse
(2009) - provide a list of “People you may know” for
users to build and/or expand their networks, or to
invite people who were previously unknown. People
being introduced in this way are either socially con-
nected explicitly, or identified based on the similarity
of some attributes (e.g., interests, geography location,
occupation, etc.) This kind of recommendation can
inject many privacy issues for parties involved, and as
a consequence increase the opportunities for privacy
infringements.

In the problem domain of social recommendation,
we argue that the privacy issues arise due to the lack
of choice offered to users as to whether they want to

Copyright ©2010, Australian Computer Society, Inc. This pa-
per appeared at the Seventh Asia-Pacific Conference on Con-
ceptual Modelling (APCCM 2010), Brisbane, Australia, Jan-
uary 2010. Conferences in Research and Practice in Informa-
tion Technology (CRPIT), Vol. 110, Sebastian Link and Aditya
K. Ghose, Ed. Reproduction for academic, not-for profit pur-
poses permitted provided this text is included.

be introduced or referred - i.e., consent - and the abil-
ity to control “who knows what about me”. The prob-
lem of choice concerns users’ rights to choose their
preferences and give consent. The control problem
has two important aspects: the who and the what
dimensions - the latter concerns “things about me”,
while the former concerns “things about others”. As
a consequence, concerns about users’ rights involve
both “me” and “others”. Privacy issues related to
the control problem highlight the balance of rights
between users. By identifying key problems that
arise from the underlying rights (i.e., choice, consent
and control), this paper studies privacy requirements
and proposes a requirements architecture for building
privacy-aware social recommender systems.

The rest of this paper is organized as follows. Sec-
tion 2 studies the problem domain, section 3 idenfi-
fies architectural requirements, section 4 investigates
privacy issue in social connections, section 5 estab-
lishes social connection privacy preserving require-
ments, section 6 describes system requriements, and
section 7 presents a discussion and future work.

2 Problem Domain

This section describes a motivating example that re-
flects a social recommendation service - i.e., People
you may know (PYMK) - which has been offered by
many popular social network sites such as Facebook,
LinkedIn and Pulse. It then discusses problems arise
from the motivating example to uncover the funda-
mental privacy problem in social recommendations.

2.1 Motivating Example

Mary joined a social network on MySN site and she
received a PYMK list, on which those who went to the
same school as her and those who share the same type
of profession as her are listed, allowing her to send a
message to them. Mary was surprised to find many
school friends she had lost contact with on the PYMK
list. However, she also felt compromised to be on the
MySN because she wanted to keep her professional
information disjoint from her personal social network,
and to keep her away from those professionals she did
not want to network with. She reasoned that if she
saw other’s information they could also see hers.

2.2 The Right Problem

From the motivating example, above, we can see that
if Mary was not asked if she wanted to be on the
PYMK list that appeared to others (e.g., to the public
or to specific targeted groups), then she had no way of
choosing preferences and giving permissions to control
her information privacy. We refer to this problem the
user’s right of choice. If choice is offered, the ability to
consent on the usage of information is then required
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to control the information. In other words, the user’s
right to consent and right to control their information
are essential to fulfill privacy requirements. In this
light, the privacy problem in social recommendations
mainly involves users’ rights of choice, consent and
control. We refer to these rights the 8C Rights (3CR)
framework and describe them as follows:

e choice - the ability to choose to-be or not-to-be
introduced or referred;

e consent - the freedom to give permissions of per-
sonal information usage to others; and

e control - the power to control personal informa-
tion and ways of sharing it.

The 3CR framework can provide a specification of
higher-level privacy requirements to the recommender
provider. To fulfill these requirements, lower-level
detailed requirements for recommender system im-
plementation are required. To discover fundamental
problems behind the 3CR framework, we analyze the
interplay between each right of the 3CR using scenar-
ios educed from the motivating example above.

2.2.1 Choice

Scenario MySN adds Mary to the PYMK list with
people that share the same type of profession as her
and then presents the PYMK list to her boss who is
on the MySN. Mary’s boss sends a friending request
to her and she adds her boss upon his request because
she does not want to be impolite. However, after her
boss joins her social network, Mary fails to maintain
the disjointedness of her personal social network and
professional social network.

Problem The user’s choice of being introduced or
referred will have an impact on his/her information
privacy. In the light of 3CR, a shortage of the right
to choice naturally leads to a deficiency of rights to
consent and control information.

2.2.2 Consent

Scenario MySN offers recommendation choice
options: to-be-recommended or  mnot-to-be-
recommended. Mary wants to expend her social
networks but does not want her boss to be in her so-
cial network on MySN. She knows that her boss is on
MySN. If she chooses the option to-be-recommended
then her boss will know of her existence and might
request friending. But if she chooses not-to-be-
recommended then she will loose the opportunity to
be known to potential social contacts.

Problem Having binary choice options is insuffi-
cient for supporting consent and leads to failures of
information control because social relationships are
not binary: friend or not. Users should have the free-
dom to give different permissions to different contacts.

2.2.3 Control

Scenario The new version of MySN allows Mary to
specify who she will not be recommended to. Mary
believes on MySN she can now stay away from her
boss because she has specified the name of her boss
not to receive recommendation about her. However,
two days later she receives a friending request from
her boss. She does not know that her MySN new
friend Phoebe is her boss’s little daughter who shares
her online experience with her father.
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Problem Even though Mary has sufficient rights
of choice and consent, she does not have sufficient
power to control what information is made available
to her contacts - i.e., ways of sharing in the network.

It can be seen that, the magnitude and dimen-
sion of 3CR as well as the interplay between the
three rights have a major impact on the privacy.
We describe the magnitude of 3CR in terms of 3CR
values:

e the range of available choice options,

e the type and detail of consent the user can set,
and

e the level of power the users have in controlling
his/her information.

These 3CR values and the ways they interoperate can
lead to different impacts of the information usage and
in turn the privacy. Since the problems reflected in
these values are closely related to social problems in
social networks, to gain an insight into their privacy
implications, we study the related social problems in
the next sub-section.

2.3 The Social Problem

Given that social interactions are fundamental activ-
ities in social networks and interactions are based on
social connections, the context of a social network is
framed by social entities (e.g., users) and relation-
ships connecting them. In this light, fundamental to
the privacy problem in social networks is philosophy
of social relationships - i.e., the relationship privacy
is attributed as the primary privacy problem in social
networks. Processed in social networks, social recom-
mendations inherit the philosophical privacy problem
- i.e., relationship privacy as social recommendation
privacy.

Relationship privacy involves several problems
that needs to be addressed. In light of the 3CR, these
problems typically are:

e the selection of potential parties - who can be
considered as appropriate candidate(s) to net-
work with; and

e the selection of specific information to share -
who can share some certain information with and
in what way.

It has been evidenced that different networks toler-
ate different connections, reflected in properties such
as types, degrees, directions and multiplex (Chen &
Williams 2009). The way these properties cohere to
balance users’ rights in the 3CR space provides a key
to the preservation of users’ information privacy in
social recommendations. However, the dynamic of so-
cial networks gives users no way of knowing the status
of these properties. Consequently the 3CR problem
in social networks leads to several operational issues
described in the next sub-section.

2.4 The Operational Problem

Information privacy requires users be aware of the
current status of the social network in which they
interact with others. One way to address this prob-
lem would be to allow users to query the network
about self and others. However, to promise a bal-
ance of rights between users, queries cannot return
comprehensive information to the user that violates
others’ privacy. On the other hand, queries can po-
tentially reveal the user’s privacy because they reflect
the querier’s intentions. Accordingly, privacy-aware
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queries need to be constructed with consideration to
the following issues.

e content - i.e., what information can be retrieved
such that the maximum information can be ob-
tained without violating privacy; and

e behavior - i.e., how to query such that the
querier’s intentions that can reveal or be used to
infer privacy are not disclosed while at the same
time necessary information can be obtained as
complete as possible.

While the social problem concerns current status
of a social network, the operational problem gives con-
sideration to the dynamic aspect of the network - i.e.,
the evolution of the network. This can be reflected
in both the content issue and the behavior issue tak-
ing privacy implications into account upon each op-
eration. The key to uncover privacy implications in
evolving social networks is to learn potential ways the
user connects to others - i.e., possible relationships
that can be established. Since each candidate is a
social entity playing specific social roles in the net-
work, they can have different impacts on their social
connections and in turn impact the privacy of those
connected to them.

2.5 Summary

The problems described above suggest the privacy
problem domain in social recommendations can be
divided into choice, consent and control issues, with
the core in relationships. Consequently it requires
an adaptable and extendable choice space, rich rela-
tionship semantics, and privacy-aware queries. In the
subsequent sections we identify low-level challenges
and fine-grained requirements to address these prob-
lems.

3 Architectural Requirements

3.1 Choice, Consent & Control

Our architecture is based on three core pillars: choice,
consent and control (Williams 2009). Users are given
choice to consent and to control their information pri-
vacy. To create consent for recommendations users
need to be able to accurately express their needs.
In addition, preferences for wishes and interests are
preferable because they help to determine users’ in-
tentions and in turn privacy management decisions.
Since people’s desires, wishes and interests are highly
situated and can be multiplex, to accurately capture
preferences adaptability and extendability of choice
are essential. To this end, a capable privacy-aware
recommender will provide users with the following:

e choice options that allow them to

— express their needs and preferences accu-
rately, and
— adjust and change their needs or preferences
to new conditions.
e consent mechanisms that enable them to
— learn the context of their own networks in
relation to privacy implications, and
— specify permissions for using their data and
obligations attached to the usage.
e control devices that provide them ability to

— control ways of sharing personal informa-
tion, and

— verify expected controls.

It can be seen that, the ability to preserve privacy
largely depends on the power to control information
usage. To achieve this, comprehensive guidelines for
privacy protection are essential. The set of principles
for privacy protection identified by the Organization
for Economic Cooperation and Development (OECD)
(OECD 2009) is a good candidate because they rep-
resent as far as possible a global consensus.

3.2 OECD Privacy Principles (OECD_PP)

The eight principles for privacy protection identified
by OECD are as follows:

1. Collection Limitation (CL) limits the collection
of personal data.

2. Data Quality (DQ) ensures personal data is rel-
evant to the purposes of used.

3. Purpose Specification (PS) restricts the collected
data to the purposes of collection.

4. Use Limitation (UL) restricts data to be used
within the permission of the purpose specifica-
tion.

5. Security Safeguards (SS) ensures data is pro-
tected by safeguards.

6. Openness (OP) ensures policies with respect to
personal data are open to the user.

7. Individual Participation (IP) ensures individual
rights of actions related to own personal data.

8. Accountability (AC) ensures the principles above
are complied.

Based on the notion of the 3CR, this set of eight
principles are categorized into the 3CR groups and
serve as a higher-level guideline for specifications of
layer requirements. Fig. 1 shows a two-layer require-
ment architecture.

3.3 OECD_PP in Recommendations

The increasing number of privacy breaches reported
in the media almost everyday has demonstrated that,
from a users’ perspective, there is insufficient sup-
port for the principles of Purpose Specification and
Use Limitation in existing SNS. One might argue
that these SNS do provide limited access control sup-
port. However, users are not made aware of nor do
they have the ability to specify the purpose and us-
age of their information being collected. We argue
that these two principles dominate social recommen-
dations because:

e The Purpose Specification Principle restricts the
use of the collected data to the purposes of collec-
tion - it concerns the consistency of data usage
and the purpose for which they were collected.
For example, relationship information was col-
lected for the purpose of sending social recom-
mendations - i.e., determination of recommenda-
tion target/candidates, or personal information
was collected for sending social recommendations
and not for other types of recommendations like
buying or selling.

e The Use Limitation Principle restricts data to be
used within the permission of the purpose spec-
ification - it concerns deviations from specified
purposes. For example, the problem of inconsis-
tency where a social relationship exists for the
purpose of social interactions, e.g., a religious re-
lationship is for religious interactions and not for
trading interactions.
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Figure 1: Two-Layer Requirements Architecture

3.4 Layered Requirements

For the above reasons, we aim to address the problem
of users’ awareness with respect to the principles of
PS&UL in the problem domain of 3CR - in this light,
Users’ awareness is about:

e self information and ability (i.e., power to control
their information on the SNS); and

e others’ information relevant to his privacy - i.e.,
users’ knowledge about the social context in
which he lives, i.e., users’ own social networks.

To this end, it is necessary to provide users mech-
anisms to query the network to alleviate their con-
cerns and to increase their awareness, i.e., query-
answering as an essential component of the recom-
mender. With the focus on the principles of PS&UL,
query-answering addresses the problem of user aware-
ness with respect to privacy. In this regard, the fol-
lowing requirements are established:

e at the 3CR layer, users are provided choice op-
tions and consent to important aspects of control.

e at the OECD_PP layer, users are provided con-
ceptual guidelines on what needs to be taken care
of in terms of constructing consent and enforcing
control.

— choice, the recommender allows user inter-
actions (IP) for query-answering based on
the provided options (OP);

— consent, the recommender allows user con-
sents set on the collection (CL) and the us-
age (PS); and

— control, the recommender allows user infor-
mation control in usage (UL).

e at the Codes of Practice (CoP) layer, users learn
to situate themselves to better establish controls
using queries that are based on the set of CoP - in
this paper, learning is mainly used to address the
problem of social connections, i.e., relationship
privacy.

It can be seen that, the CoP layer is a new layer
added to the two layered requriements. The purpose
of layering requirements is to allow externality (in op-
position to “pure” system requirements) input such
as law and social norms as higher-level conceptual
guidelines for system design situated at a lower-level
where CoP applies. The role that CoP plays requires
fine-grained requirements of social connection and re-
lationship privacy be understood and specified.
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4 Privacy in Social Connections

4.1 Social Connection and Relationship

To learn the meaning of relationship privacy, we begin
from intrinsic properties of a relationship. As we have
identified in (Chen & Williams 2009) relationships are
multifaceted and can be symmetric or asymmetric. A
relationship is symmetric if both ends of the relation-
ship share the same attitude of the relationship, i.e.,
recognize the relationship under the same conditions;
otherwise, the relationship is asymmetric. For exam-
ple, the relationship between A and B is symmetric if
both set the relationship to the same type under the
same conditions. The relationship is asymmetric if A
sees B as a friend but B sees A as a colleague. The
asymmetric property implies the existence of direc-
tion in a relationship. On the other hand, the same
pair of social entities can hold more than one type
of relationship. For example, A and B are siblings,
classmates and both are members of club A&B. The
connection between A and B is therefore described as
“sibling, classmate and A&B member”.

To better understand the privacy issues that can
arise between two social entities, we distinguish the
concept of relationship and the concept of social con-
nection. A social connection indicates two social en-
tities are connected by some reason. Each involve
the connection of two social entities in a relationship,
which has a type and a direction. A social connection
is multiplex if there is more than one relationship held
between the two entities on the connection.

Social referrals naturally introduce indirect social
connections. When one entity connects to another
via a referral, the connection is indirect. The concept
of connection degree is used to indicate the distance
between two entities. For example, if A connects to
B, and B connects to C, then A is said to be 2 degrees
away from C, i.e., the connection degree between A
and C is 2. If there are multiple paths connecting A
to B, technically the degree of A and B is the length
of the shortest path between A and B.

4.2 Privacy Concerns

In the context of social recommendations, we study
what can have an impact on a relationship in a specifc
context. In the following we begin with a set of sce-
narios elicited from a social referral.

Assume that on MySN everyone can refer their so-
cial contacts to each other. In this example M refers
S to X. Scenarios where privacy concerns arise might
include the following:

e If M introduces S to X explicitly, then possible
privacy costs from such a referral include:
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— X knows “M knows S (the latter may not
know the former)” - the existence of the one-
way relationship is disclosed;

— X knows “M and S know each other (i.e.,
there is a relationship between them)” - the
existence of the two-way relationship is dis-
closed; or

— X knows “M and S are connected by R rea-
son (e.g., working in the same department)”
- the type of relationships is disclosed.

o If M refers S to X implicitly by i) anonymity,
ii) using a different ID, or iii) via a third-party
(i.e., the system or another social entity), if these
features available, then privacy costs from such
a referral could be:

— X knows “someone that knows S does not
want to be known to X” (by anonymity);

— X knows “the owner of the ID knows S” (by
a different ID), or

— X knows “the third-party knows M does not
want to reveal his relationship with S to X7
(by a third-party).

In any of these cases, the referrer (i.e., M, or the
third-party) knows that S is known to X.

4.3 Relationship Privacy

Relationship privacy concerns illustrated in this ex-
ample can be encapsulated in terms of existence and
relationship type:

e FEristence concerns whether one has a relation-
ship with another. For example, M refers S to X
implicitly because of this concern. On the other
hand, did M know if S had the same concern?

e Relationship type concerns the kind of relation-
ship between two social entities. For example,
sibling, friend and colleague are different rela-
tionship types.

On the other hand, social entities in a social net-
work are interconnected. Social entities can connect
directly or indirectly. A consequence of relationship
privacy between the two social entities who hold the
connection and their social contacts, existing or po-
tential, is extended to access control and distribution
control:

e Access control concerns the kind of social con-
tacts that can be granted access to certain in-
formation, or the condition of building a rela-
tionship with others that can grant access to the
information (recourse). In the context of social
recommendation, relationship privacy has three
main relationships:

— the relationship between the recommender
agent and the recommended agent,

— the relationship between the recommended
agent and the recommendation recipient,
and

— the relationship between the recommender
agent and the recommendation recipient.

In this paper, we give consideration to the rec-
ommended agent - i.e., we consider the recom-
mended agent as a privacy priority agent such
that access control is the recommended agent’s
power to control his information being accessed
by the recommender agent (i.e., to disclose in-
formation about the recommended agent) and

the recommendation recipient (i.e., to know in-
formation about the recommended agent). For
example, does M know if S is willing to make a
connection to social entities like X (e.g., X is a
member of group GA and if S is concerned about
his privacy when having a relationship to GA).

e Distribution control concerns the kind of social
contacts knowing (i.e., the eristence concern and
the relationship type concern) or having access
control to some information can also grant per-
mission to distribute information under certain
constraints - e.g., before or after accepting the
recommendation (i.e., accept S as a social con-
tact for some purpose), can X refer S to others?
Can X disclose the relationship between M and
S (e.g., when referring S to other social entities)?
On the other hand, X also got to know something
about M (if not before) - can X distribute M’s
information (e.g., refer M to others - i.e., reveal
the existence of M - and the relationship between
them)?

When each of these concerns on each dimension
of a social connection are evident, the privacy issue
tends to be multi-layered. Consider the referral ex-
ample above, If M makes the referral explicitly, the
existence concern on each dimension extends to

e direction - can X know if S and M holds a sym-
metric or asymmetric relationship? In the case of
an asymmetric relationship, who is the dominant
partner in the relationship?

e multipler - can X know if S connected to M in
various ways and how are they connected?

e connection degree - can X know if S is a direct
contact of M7 If not, how many degrees away?

It can be seen that these concerns on each di-
mension can take the problem to a level where more
sensitive and negative implications can be discov-
ered. This suggests multi-layer relationship privacy
requirements (RPR) for connection-driven social rec-
ommenders. The multi-layer RPR serves as a guide-
line for establishing the codes of practice.

5 Social Connection Privacy Preserving Re-
quirements

Given that our aim is to preserve relationship privacy
in social recommenders, the codes of practice (CoP)
focus on the semantics of relationship privacy on four
dimensions categorized as disclosure and control.

Disclosure

This category concerns the properties of existence
(EX) and relationship type (RT). Let P denote a
property of a relationship privacy in Disclosure, such
that P = EX for property “existence” and P = RT
for property “relationship type”. Then, the CoP for
Disclosure are as follows:

e Direction (P:D)

— The disclosure of property P of a symmet-
ric relationship should only be made with
the explicit consent of both parties of the
relationship.

— The disclosure of property P of an asym-
metric relationship should be made with
the consent of the dominant party. If
P = EX, the consent includes the exis-
tence of the relationship and its direction.
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e Multiplex (P:M)

— The disclose of property P = EX of each re-
lationship in a multiplex connection should
only be made with the consent of the dom-
inant party of each relationship!.

e Connection Degree (P:CD)

— The disclose of property P of an indirect
relationship should only be made with the
consent of both parties of the relation-
ship. Such consent includes the value of
connection degree and the social entities
connected on the path between two ends of
the relationship.? If P = RT, the consent
involves parties on the relationship that
RT refers to.

Control

This category concerns the properties of access (AC)
and distribution (DT). Let P denote a property of a
relationship privacy in Control, such that P = AC
for property “access” and P = DT for property “dis-
tribution”. Permissions for control of property P on
certain information of an agent can only be granted
upon the consent of the agent. Within the scope of a
social recommendation, if

e P=AC
Permission for agent A to introduce agent B to
agent C' should only be granted upon B’s con-
sent that allows his (B) certain types of social
contacts (i.e., A) to introduce him (B) to certain
types of social entities (i.e., C). Permission for
agent A to establish a relationship R to agent
B should only be granted upon B’s consent that
allows certain types of social contacts (i.e., A) to
connect to him (B) on a relationship type of R.

e P=DT

Permission for agent A to distribute certain infor-
mation of agent B to agent C' (e.g., when making
recommendation) should only be granted upon
B’s consent that allows his (B) certain types of
social contacts (i.e., A) to introduce him (B) to
certain types of social entities (i.e., C). The kind
of the information of interest must be considered
for this property in the CoP below.

Let KT be “the kind of the information of interest”,
the CoP for Control are as follows:

e Direction (P:D) The type of A is determined by
the relationship between A and B; and KI, if
applicable. The type of C' is determined by the
relationship between A and C, and the poten-
tial relationship between B and C; and K, if
applicable. Direction should be concerned if the
relationship is asymmetric.

e Multiplex (P:M) The type of A is determined
by the set of relationships on the connection be-
tween A and B; and K1, if applicable. The type
of C' is determined by the set of relationships
hold on the connection between A and C, and
the potential connection between B and C.

e Connection Degree (P:CD) The type of A is de-
termined by the set of relationships held on the
set of connections between A and B; and K1, if

This code is not applicable to the property RT since a rela-
tionship is simplex. Thus, P: M = EX : M.

2This code is made on the assumption that an indirect relation-
ship is symmetric since otherwise the combination of symmetric
and asymmetric leading to the complex consent is out of the scope
of this paper.
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applicable. The type of C' is determined by the
set of relationships held on the set of connections
between A and C, and the potential connection
between B and C.

By establishing the CoP above,
requirements can be shown in Fig. 2.

the layered

It can be seen that, these CoP provide a basis
to support consent’s construction. Central to the
CoP is the problem of “who can see/use what?”
(WCS/UW). In the social recommendation problem
domain, social entities are identified by their social
connections. Subsequently the problem of WCS/UW
requires the user not only be able to identify the
kind of social entities, but also their connections to
the user. This requirement suggests the development
of concepts of abstraction and granularity, where the
former reflects the level of detail on social entities
- e.g., the abstraction levels of individuals, groups,
communities, organizations and networks are from
the lowest to the highest, the latter refers to the
fineness with which relationship types are categorized
on a certain abstraction level - e.g., friends, business
partners, family members, classmates, co-workers,
etc. In this light, the AC and DT of CoP necessary
consider abstraction levels, i.e., groups - i.e., for
AC:D, AC:M, AC:CD, DT:D, DT:M and DT:CD,
when determining B’s relationship to A and C,
criteria should include groups (if any) to which they
belong.

6 System Requirements

6.1 Component Requirements

Towards the privacy-aware social recommender sys-
tem that we propose, components provide function-
ality to fulfill the requirements established above are:
rights components, relationship registry component
and query-answering components:

e Rights components: Choice, Consent and Con-
trol three components to provide mechanisms for
users to express their 3CR;

e Relationship Registry component to store all the
relationships and policies;

e Query-Answering components:

— Query Library to store queries and permis-
sions attached; and

— Obligation and Permission Reasoner to rea-
son about obligations and permissions.

6.1.1 Choice

The Choice component provides a space for users to
establish a basis of recommendation consents. To con-
struct consents for privacy purposes, choice requires
the following key abilities: extensibility, expressivity
and adaptability.

Extensibility: It is essential for the users to accu-
rately express their needs. In the choice space, users
are given higher-level options as initial suggestions.
Upon selections of these options, users can further
detail their needs and preferences if necessary.

Expressivity: Users’ requirements that can in-
clude short-term and/or long-term needs, and pref-
erences for their wishes and interests, require rich se-
mantics options. From a system design perspective,
this requirement shows the need of expressive repre-
sentations to capture comprehensive requirements.
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Figure 2: Three-Layer Requirements Architecture

Adaptability: Requirements can evolve over time.
On the other hand, with the privacy issue in mind -
i.e., relationship privacy (as identified above) - users’
not only need to be able to express and control the
evolution of their relationships, they may also need
to identify their preferences at different level of detail
for each relationship. As a result, adaptability to al-
low users to adjust their needs or preferences to new
conditions is necessary.

6.1.2 Consent

The Consent component constructs permissions with
privacy concerns and obligations in mind. As a pre-
requisite for control - i.e., the output of this compo-
nent is provided to the Control component to generate
controls - it concerns the problem of fidelity under the
principle of Purpose Specification. As the successor
to the Choice in 3C, it is transited with the problems
of extensibility, expressivity and adaptability.

6.1.3 Control

The Control component manages users’ intensions for
the privacy of their information. It concerns the prob-
lem of adequacy under the principle of Use Limitation.
As the top level of rights in the 3C, it inherits the
problems of extensibility, expressivity and adaptability
from its predecessor (i.e., the Consent component).

6.1.4 Relationship Registry

The Relationship Registry component stores all the
relationships and associated policies. In this compo-
nent, granularity and abstraction are the fundamental
requirements and need to be highlighted. The finer
granularity relationships tolerance, the more choice
the user will have and the more accurate consents can
be constructed, which in turn the more fine-grainded
controls the user will have. This implies adaptability
and extensibility requirements for fine-grained rela-
tionships. On the other hand, abstraction levels of in-
dividuals reflects their relationships to others within
a certain scope. This implication not only stresses the
need of adaptability and extensibility, but also requires
scalability since abstractions can overlap in various
degrees - i.e., when one’s abstraction level changes,
e.g., one can belong to multiple groups where some
of these groups are nested and some are overlapped,
when the relationship between groups are changed
but one’s group memberships remain, his relationship

to other members in these group can change. The Re-
lationship Registry is required to be able to adapt and
scale to accommodate such changes.

The registry serves as a backbone to support the
whole system with central information - i.e., relation-
ships. Each time a new relationship is established,
or an existing relationship is evolved, all the related
information is required to register with the registry.

6.1.5 Query Library

The Query Library component stores all the queries
available and conditions to restrict the kind of users
using certain queries. Queries are constructed with
the aim to assist users to learn more about their cur-
rent positions or potential positions in the network
in terms of privacy implications - i.e., identifying the
choice options available to the user and the CoP for
consents construction, queries look for information
about the user’s control power, and others informa-
tion related to the user’s privacy.

6.1.6 Obligation and Permission Reasoner

To answer queries with maximum information while
committing to other wusers’ information privacy
preservation - i.e., it is required that the answers to be
compliant with these users’ privacy policies and not
negative consequences. This reasoner serves to fulfill
such requirements. It takes users’ queries, checks pri-
vacy policies of other users that are involved in the
answers, then reasons about

e whether the answers are consistent with those
policies; and

e whether the querier’s obligations and permissions
in relation to the queries of interest are compliant
with his/her policy and intentions to control own
information privacy.

6.2 Overall Functional Requirements

Based on the requirements identified for each compo-
nent in the previous subsection, the overall functional
requirements for a privacy-aware recommender sys-
tem are illustrated in the form of workflow described
based on a social recommendation example as follows:

1. The user is offered two choice options for recom-
mendation: to-be-recommended and not-to-be-
recommended. If to-be-recommended is chosen,
then the following options are provided.
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2. The user is offered choice to query the existing

network.

The user has choice to learn about “who is
around” - i.e., who is in the network and how
they are connected. For social concerns, the
user has choice to query about existence of
groups and their members on their interests and
habits - e.g., who is in his/her profession, who
share the same interests, who has something
in common (e.g., attending the same primary
school), etc. For privacy concern, the user has
choice to acquire knowledge about the social
connections of those who are of interest, as
well as their availabilities in terms of what they
can do and what they cannot do in relation
to the user’s privacy concern. However, while
the user is given choice for querying about the
network, rights of social entities of interest to
the user must also be taken care of - i.e., these
entities’ permissions for use of their information.
If answers to the query will not respect to
their privacy, i.e., answers conflict with other’s
permissions, then such answers should not be
given. The Obligation and Permission Reasoner
is responsible for checking such conflicts and
provide advice in compliance with related enti-
ties’ permissions. The CoP are applied to the
related entities.

Ezample

A query could be “are there anyone from my
company?” or “anyone in Cooking group work-
ing in my company?”. If a member of the Cook-
ing group is working for the company and has
specified that he does not want to reveal his pro-
fessional information on the network, then the
answer cannot include any information that can
reveal his such information.

. The user specifies his/her interests with consid-

eration of the existing network - i.e., knowledge
learned from Step 2. above.

Ezxample
The use asks to be recommended to “people in
the Cooking group”.

. The user specifies his/her needs. The CoP are

applied to the user.

Ezxample

After querying, the user is aware that his boss
is a member of the Cooking group. He does not
want his boss to know that he is in the Cooking
group so he requires to “keep me away from my
boss”.

. The user queries about obligations and permis-

sions on the existing network and potential net-
work in relation to his consent. The CoP are
applied to both the user and the related entities.

Ezample

In the previous step, if the user was told that
his boss is not in the Cooking group but some-
where in the network, then he might further
query about “is there someone in the Cooking
group will share information with my boss (i.e.,
someone permits or has obligations to share in-
formation with his boss).

. The user is notified about potential implications

with respect to his privacy concern. The CoP are
applied to both the user and the related entities.

Ezample

After step 5, the user is informed that “Member
A is connected to your boss B and A allows B to
view all her connections”.

7. Based on the information obtained, the user
makes a decision regarding whether to change
his/her choices, consents and/or expectations of
what to control. Then, repeat previous steps if
desired and applicable.

FEzxzample

Upon obtaining the information from step 6, the
user requires “not to be recommended to the
Cooking group” (i.e., repeat step 1), or ‘“keep
me away from Member A” (i.e., repeat step 4).

7 Discussion and Future Work

The need for privacy-aware social recommendations
has been stimulated by the increasing prevalent pri-
vacy infringements in current online social networks
and the failures of existing recommendation tech-
niques to address such problems. The development of
a privacy-aware system requires a privacy-by-design
approach that necessarily begins from requirements
development. In the area of requirement engineering,
a number of contributions to the work on semantic
privacy issues have been made. For example. An-
ton et al (2002) propose using goal taxonomies to
structure privacy policies. Liu et al (2003) use a role-
based approach to study trust relations and attacker-
defender relations. Giorgini et al (2005) propose a
goal-oriented secure tropos methodology to address
security and trust issues. A common deficiency of
these attempts is lack of considerations of the right
problem at social level.

In the problem domain of social recommendations,
we argue that the fundamental problem is philosoph-
ically the right problem and sociologically the social
problem, of which technology solutions are necessary
attributed to relationships and multiplex of relation-
ship privacy must be addressed. To this end, this
paper presents a preliminary work towards a compre-
hensive layered requirements architecture for building
privacy-aware social recommender systems.

The proposed requirements architecture takes
philosophical and sociological needs into account, al-
lowing inputs from external regulations like legisla-
tion by using a layer approach for requirements de-
velopment. Within the scope of social recommen-
dations, requirements are developed for the central
problem identified - i.e., social connection and rela-
tionship. As a result of lessons learned from exist-
ing social recommender business models such as Face-
book (2009), LinkedIn (2009) and Pulse (2009) that
are inadequate to meet the requirements, functional
requirements towards a privacy-aware cooperative so-
cial recommender system are also developed. Future
work will take steps towards methodologies and tech-
niques for fulfilling the functional requirements to re-
alize privacy-awareness in social recommendations.
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Abstract

Service composition is a recent field that has seen a
flurry of different approaches proposed towards the
goal of flexible distributed heterogeneous interopera-
tion of software systems, usually based on the expec-
tation that such systems must be derived from higher
level models rather than be coded at low level.

We propose a conceptual modelling approach for
the composition of service processes into a task work-
flow and its dynamic adaption to changes during
runtime. The contribution of the paper is twofold.
Firstly, our approach improves on existing approaches
by the separation of configuration into service config-
uration and service instance configuration which re-
duces the reconfiguration cycles in case of changes
and secondly, we describe a comprehensive modelling
concept that combines existing dynamic composition
techniques in a novel way.

1 Introduction

The dynamic interaction of the software systems that
support modern business processes is among the most
important challenges faced by organizations today. A
key issue faced by the developers in such situations
has always been that, inevitably, separately devel-
oped systems rely on disparate models and no mat-
ter how flexible the infrastructure, it requires ma-
jor effort to establish interoperability via the mutual
adaption of coexisting business processes, or the in-
tegration of legacy applications, or the incorporation
of local “grassroots” solutions in individual branches
of enterprises that often have thousands of applica-
tions and data repositories spread across the organi-
zation. In most cases nowadays, this integration task
is addressed by manual analysis and laborious devel-
opment of specific integration solutions.

This problem, traditionally experienced in the con-
text of interaction and distributed database systems,
has become particularly poignant in recent times with
the explosive development of new styles of infras-
tructure that support significantly more flexible and
dynamic interactions between applications. The so-
called Service Oriented Computing (SOC) paradigm
uses the idea of flexibly (possibly dynamically) assem-
bling individual application components (possibly di-
rectly accessible via the Web) into complex processes.
The underlying technology on which SOC is often
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ogy, Vol. 110. Sebastian Link and Aditya K. Ghose, Eds.
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assumed to be based is the technology of Web Ser-
vices, using Web-based communication protocols and
XML-based data formats and communication inter-
face definitions, all of which are enjoying increasingly
widespread usage. However, unless everyone uses the
same data structures and interfaces, a utopian sce-
nario, fully realizing the SOC dream requires over-
coming the interoperability problem [25].

Four aspects discussed in related literature in the
context of SOC are abstraction, semantic description,
service behaviour and dynamic integration [7, 24].
Neycasky et al. propose the abstraction from under-
lying XML-based description and using a single ontol-
ogy derived from existing descriptions to facilitate the
semantic integration [24]. Similarly, the BPMO ap-
proach proposes the use of an ontology but considers
in addition the service behaviour [7]. Our approach
goes beyond that by considering the re-configuration
of services if the environment changes during runtime.

The context of this paper is the interoperation of
several service processes that are dynamically com-
posed into a task workflow [12] to achieve a certain
business goal. We use the notion ”‘task workflow”’
because it used in related literature but point out
that a task in a task workflow may consists of sub-
tasks modelled as activities and subactivities. For
example, a simple task workflow could be a travel
booking, comprising a flight and a hotel booking. The
relevant service processes would be flight reservations
and bookings of different airlines and hotel reserva-
tions and bookings of different hotels.

Semantic interoperation is the process of bridging
and reconciling heterogeneity for combining a set of
service processes, selected based on their capabilities,
to meet a goal that cannot be met by using a single
service. The composition of the services of the com-
bined service processes needs to be planned and the
composed services needs to be enacted. This is de-
scribed by a workflow of itself, the task workflow [12].

Pre-planning and manual combination of service
processes into complex structures is a significant bot-
tleneck on the way to establish dynamic interactions
and interoperability, an ability which is one of the
main perceived advantages of the service-oriented ap-
proach over other paradigms. The goal of provid-
ing automated support for Web service discovery and
composition has led to the development of advanced
service description approaches, employing languages
which permit defining not just inputs and outputs but
also parts of the semantics of the service. In practice,
however, even apparent front-runners can prove to be
difficult to apply [30, 4] and insufficient for describing
certain complex functionality [9].

A fundamental decision concerns the selection
of the underlying interoperability architecture and
knowledge representation of service processes and the
composite task workflow. The representation must be
rich enough to capture the semantics of service pro-
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cess profiles in order to facilitate the detection and
bridging of semantic heterogeneities, abstracting from
syntactic details of Web service descriptions. The ar-
chitecture should support different target implemen-
tations. An approach that was developed with this
goal in mind is the so-called Model Driven Archi-
tecture (MDA). It offers a layered architecture that
permits modeling of system artifacts in a platform
independent fashion, with the goal of automatically
mapping them later to a specific implementation plat-
form. MDA representations typically (though not al-
ways) use variants or subsets of UML. UML has been
used for modeling service workflows, e.g., [12], but
again only at the structural level. UML does pro-
vide more powerful means of expression, such as the
Object Constraint Language OCL, which has been
successfully used for knowledge representation [9], in-
cluding in the SOC area.

The contribution of this paper lies in a top-down
design approach for the dynamic composition of Web
services. It consists of a comprehensive modelling
concept that combines existing dynamic composition
techniques and provides a multi-level configuration
approach on the service and service instance level that
reduces the reconfiguration cycles.

The next section describes a motivating example
followed by a discussion on related work. Section 4
explains the composition approach in detail followed
by the conclusion.

2 The Business Trip Scenario

We use the following business trip booking scenario
to demonstrate our composition approach. The re-
quirements for the business trip are as follows:

r1: Make a round trip airline booking from Adelaide
to Vienna on either one of the airlines Deepblue
or PurpleRed, with preferred departure date 4th of
July and preferred return date 14th of July, and
make an accompanying hotel reservation with
StarHotels.

ro: Spend maximum 2,800 AUD for the airline ticket.

r3: Select a hotel rated as * x x-stars or higher, spend
a maximum of 1,900 for accommodation.

r4: The overall trip costs should not exceed 4, 600. If
overall costs can be reduced by more than 10%
percent, the travel itinerary may deviate from
the preferred dates, with earliest departure 2nd
of July, latest departure 6th of July, earliest re-
turn 12th of July, latest return 18th of July, a
minimum stay of 10 days and maximum stay of
14.

3 Related Work in Dynamic Composition of
Services

Semantic Web service composition is the process of
combining a number of Web services, selected based
on their capabilities, to meet a goal that in general
cannot be met by using a single service. Web ser-
vice compositions are specialized business processes
or workflows where every activity or operation in
the process is carried out by a Web service. Pre-
vious works have examined a number of traditional
paradigms such as planning [19, 26, 34, 32], ontology-
based matchmaking [23, 11, 20] and constraint-based
systems [2, 16] to automate various parts of the com-
position task. Alternatively, some approaches such
as [12, 36] have investigated the effectiveness of using
MDA-based technologies to accomplish semantic Web
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tasks. In this section, we discuss some related ap-
proaches and techniques in the area of service configu-
ration. Further work can be found in the modelling of
adaptive workflows in the health care domain [6, 35],
concepts and tools for modelling dynamic workflows
and process variants [21, 1, 28] and research in self-
healing business processes and Web services [15].

Related Approaches: There are multiple ap-
proaches developed by the research community in dy-
namic Web Services composition but only few address
a top-down design. We discuss the four approaches
that are more closely related to the approach pre-
sented in this paper: (1) Processes with Adaptive
Web Services (PAWS) ! [3], (2) ServiceMosaic [5], (3)
the Model Driven Web Service Composition devel-
oped by Grgnmo et al. [12] and (4) the Service Deliv-
ery Life-Cycle for Semantic Service Provisioning [18,
pp.14-18].

The Process with Adaptive Web services (PAWS)
framework couples adaptation design-time and run-
time execution [3]. It presents an approach that deals
with service processes and provides several design-
and run-time tools such as mediator configurator and
mediator engine for coupling modules and supporting
message transformation. PAWS differs in achieving
flexibility because of providing advanced design tools
and separating the design from the run-time part in
the composition process. This has the disadvantage
that the number of services as well as all possible ex-
ceptions must be known prior to execution. Our ap-
proach allows to re-configure the design of a service
process in case of a run-time failure and to consider
new alternative services in the composition.

The ServiceMosaic project targets the develop-
ment of model-driven adapters for business proto-
cols [5]. In this project Benatallah et al. investigated
the automated analysis of compatibility and replace-
ability of services on the protocol level as basis for
the model-driven development of Web service proto-
col adapters. Adapters are used to mediate between
incompatible interfaces of functionality-wise compat-
ible services and adapting Web services in a way so
they become compliant with other services. This work
relates to one part of our composition approach, the
service configuration step described in Section 4.3 in
which mediators are developed in order to communi-
cate with the interfaces of service providers.

Grgnmo et al. propose a model-driven composi-
tion approach for semantic Web services [12]. It con-
siders the discovery and selection of service using an
ontology based approach in order to capture the se-
mantics of service functionality. The approach also
supports the definition of Quality of Service (QoS) in
form of requirements such as maximum costs. How-
ever, it does not consider the reconfiguration of the
composite process if unforeseen changes of the service
environment occur.

Grgnmo et al. introduced the concept of an ab-
stract workflow in the composition approach. An ab-
stract workflow is a pre-specified control flow specifi-
cation between abstract service specifications. UML
activity diagrams are used to model the abstract
workflow. Abstract service specifications, which are
a representation of a task that needs to be realized,
are modelled as activities. Given an abstract work-
flow, the composition process discovers services from
a registry that meet the requirements, replaces ab-
stract services with respective concrete services, and
finally formulates a concrete workflow where all the
abstract service specifications are replaced with a re-
spective concrete service while retaining the control
flow from the abstract specification.

Yhttp://www.paws.elet.polimi.it/
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Kuropka et al. describe an approach for adaptive
service provisioning called service delivery cycle [18,
pp.14-18]. The life cycle considers the iterative plan-
ning and enactment of services, where the planning
sub-cycle includes matchmaking and composition, the
binding sub-cycle includes negotiation and contract-
ing, and the enactment sub-cycle includes invocation,
monitoring and profiling. This approach overcomes
some limitations of static binding of Web services,
e.g., it allows the utilisation of new Web services
during the enactment and can accommodate changes
such as sudden unavailability of services. Our ap-
proach goes beyond this by distinguishing between
the composition and matchmaking on the schema and
instance level and proposing a configuration rather
than a planning approach. A configuration on the
schema and instance level has the advantage that a
composition can be adapted by reconfiguring bound
services in a subcycle rather than performing a new
replanning and rebinding cycle with all available ser-
vices every time a change occurs. For example, in
the business trip scenario it is possible to identify an
airline that fulfills all the criteria on the service de-
scription level. However, it might happen during run-
time that there is no flight available on a specific day.
Instead of replanning the whole trip, an alternative
flight on a different day is searched with the already
chosen airline.

The problem that many planning approaches face
is that the number or types of services involved in
the composition process must be known beforehand
because they have a finite set of variables. These pre-
dictions are usually difficult to make especially for
dynamic composition scenarios. Therefore we pro-
pose a configuration approach instead of a planning
approach which defines the scenario in form of a Gen-
erative Constraint Satisfaction Problem [22]. The ap-
proach is explained in more detail in Section 4.3 and
overcomes the limitation previously mentioned.

Service Configuration: AI planning approaches
have been proposed as one option for automated Web
service composition [17, 18]. In planning, an initial
and final state are provided along with constraints
on actions that are available to agents. In a forward
chaining approach, the agent starts in the initial state
and tries to identify the next action which brings the
solution closer to the final state, in contrast to back-
ward chaining which starts in the final state and tries
to identify actions backwards in a possible control
flow leading to the initial state.

An alternative approach is presented by
consistency-based configuration that has been
widely studied and applied to a number of industrial
problems. Web service composition can be modelled
as a constraint satisfaction problem as shown in
[2, 16, 33]. In comparison to other approaches this
work is robust in handling overspecified profiles
which usually lead to less preferable matches and in
supporting queries for the non-existence of certain
properties.

4 Dynamic Composition and Re-adjustable
Execution of Service Processes

The interoperation of business processes is generally
acknowledged as one of the most challenging prob-
lems faced by the more and more interconnected dig-
ital economy, still requiring at this point largely man-
ual intervention resulting in huge costs during the de-
velopment and over the lifetime of software systems.
The shift to more flexible and increasingly virtual
technologies does not alleviate the problem, rather
it runs the risk of not realizing the potential gains

inherent in these technologies if the fundamental in-
teroperability problem is not tackled. The approach
outlined in this section uses a combination of novel ex-
tensions of technologies that have, individually, been
proven to be very powerful in tackling difficult real-
world problems as demonstrated by the authors’ ear-
lier work [14, 31, 10].

We propose to use a Model-Driven Architecture
(MDA) approach as input to a configuration reason-
ing engine to create interoperable business processes.
Figure 1 shows an overview of the composition during
its life-cycle.

The actual integration of services becomes an inte-
gral part of a workflow that is seamlessly embellished
with matching-level activities as needed. As a result,
the workflow is dynamically built and adapted while
using a straightforward notation. Once assembled,
a workflow is reusable, so that many bookings can
theoretically be made subject to successful execution.
This successful execution is adaptive to environment
changes (e.g., selected hotels having no rooms free
once the user has made a decision). However, there
is no explicit exception handling, instead we provide
first class workflow activities (“reflective workflow”)
to enable adaptation at runtime such as re-planning
a business trip if a hotel room previously quoted is no
longer available at booking.

Most importantly, the modeling approach is intu-
itive: the process is modelled the way a normal clerk
would do it, but the cumbersome matching task is
automated. The user is in control through providing
parameters and priorities. If a library of task work-
flow patterns exists for a particular domain, different
patterns could be selected according to preferences
(e.g., book hotel first, or check multiple airlines etc).

Semantic technologies assume the existence of a
machine-interpretable description of information and
services. In our case, the “semantic” aspects refer to
three specific technologies linked up to provide a joint
model of the problem area:

e an underlying object model of the entities and
relationships in the problem area, amended with
declarative constraints between these entities
and a specific set of relationships that permit a
meaningful distinction between different types of
heterogeneities [14].

e a model of the behavior of a set of processes,
expressed in a formally defined diagram language
(Petri net-like or UML activity diagram extended
with states) [27].

e a declarative approach for reasoning about these
processes and the constraints in the object model
in a seamless fashion [33, 2, 8].

The composition process consists of three levels, (1)
abstract level, (2) candidate selection and (3) execu-
tion level. They are based on the abstraction levels
proposed by the MDA but differ in the way that they
might not be executed in a strict sequence but inter-
leaved. Under certain circumstances explained below,
it might be necessary to loop back to a previous level.
The approach

e begins on the abstract level with a user modeling
a task workflow with

— a pre-specified control flow between “service
usage tasks”, each tied to an “abstract ser-
vice object” (e.g., a flight reservation)

— functional and other individual require-
ments of every service usage task (e.g., pay-
ment in Euro or in AUD), and
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Figure 1: Overview of approach for dynamic compo-
sition and reconfiguration during runtime.

— additional global requirements of the whole
workflow (e.g., maximum cost)

e proceeds with a candidate selection which in-
cludes the identification and interoperable inte-
gration of service processes and their instances
into the task workflow, whereby

— semantic  heterogeneities are resolved
through inclusion of “bridging tasks” (e.g.,
an activity converting different curren-
cies), or composing tasks into compound
non-decomposable task (e.g., payment
and ticketing), or re-ordering tasks (e.g.,
payment before ticketing), if appropriate
and acceptable to the user, and

— “control tasks” are inserted to query ser-
vice processes for their current service en-
vironment, i.e., their available or running
service instances, (e.g., available flights or
status of flight bookings), to match - at the
instance level - service instances that best
meet the specified global requirements to
abstract service objects, and to configure or
re-configure (upon a changed service envi-
ronment) a corresponding workflow execu-
tion schedule (determining which paths to
take in the workflow “upstream” of the cur-
rently active task),

e proceeds with the execution, whereby

— user input values (e.g., flight details) are
bound to task workflow and abstract ser-
vice objects are bound to selected service
instances, and
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— “service usage tasks” are subsequently exe-
cuted.

Some steps in the composition process may be re-
peated if changes occur:

e Re-design: If no service candidate can be iden-
tified during the candidate selection because the
requirements cannot be fulfilled by available ser-
vices, the user has to change the requirements
on the abstract level (e.g., change order of ser-
vice usage tasks).

e Re-bind: If no matching service instances can be
found by “control tasks” during execution, then
the user has to provide different values for the
task workflow parameters which are bound to the
task workflow (e.g., different dates for flights).

e Re-configuration: If the environment changes
during execution, e.g., a service is suddenly not
available any more, then services processes and
service instances need be to re-configured to find
an alternative solution. Changes in the environ-
ment are identified by “control tasks” in the task
workflow.

In the remainder of this section the composition
process steps are explained in the context of the busi-
ness trip example from Section 2.

4.1 Modeling Service Processes

‘We now provide an MDA-based approach for describ-
ing service processes. Service processes represent the
functional infrastructure that is offered by providers,
and the execution that is provided by the task work-
flow. For each offered service process its provider
publishes a service process description, describing its
properties by states and constraints, and its behavior
by states and actions. Furthermore, it specifies a set
of parameterised queries, referred to as enquires, that
select all or a subset of the service instances available
and that retrieve the current state of a specific service
instance.

Definition 1 (Service Process Description) A
service process description D is defined as a tuple
(S,T,F,E, A, C) defined on a set of states S, actions
T (with a set of arcs FF C (SxT)U(T x S) describing
state transitions via actions), and enquiries E. The
properties of each instance of this service process are
described by a set of attributes A and constraints C'.
We assume a subset K of A serves as key to identify
individual service instances. (Alternately, a dedicated
interaction key k may exist for part of the lifecycle.)

Simple services are a degenerated case of this def-
inition, represented by a Service Process Description
with a single action transiting from initial to final
state.

Definition 2 (Service Instance) A service in-
stance © of a given service D is described by the
current life cycle state inhabited by i, written as
les(i) € 2997 and a wvalue for each attribute in A.
Let Ip denote the set of service instances of a given
service D.

Definition 3 (Enquiry Service Description) An
enquiry is a parameterised query over the current pro-
cess state of a subset of service instances for some ser-
vice description D (generic enquiry), or for the cur-
rent process state of a specific service instance (spe-
cific enquiry). A generic enquiry service description
is defined as a parameterised (first order) predicate
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over the set of service attributes A, returning all ser-
vice instances that satisfy the predicate. A specific en-
quiry description is parameterised by the interaction
key of the specific service instance to be selected. Pro-
viding actual parameter values for an enquiry service
description results in a concrete enquiry.

Example: Let us consider the service process de-
scriptions of two airlines, DeepBlue and PurpleRed. For
simplicity, we assume that our two airlines offer only
return tickets and quote only the cheapest price for
each itinerary. For brevity, we also consider a simpli-
fied service process.

Potential service instances (un-booked flight of-
fers) of both airlines are identified by attributes fltNo,
departureDate, retFltNo, retDate, and are described by
the ticket price. A reserved or booked itinerary is
identified by a reservationNo that is unique per airline.
The reservation number is returned by the first ac-
tion in a service process e.g, reserve with DeepBlue
or book&pay with PurpleRed. Both airlines offer two
enquires: obtainQuote (from, to, depDate, retDate), which
return a set of quotes for the specified itinerary, and
checkStatus(reservationNo) which returns for the current
status of a reservation.

Figures 2 and 3 depict the service process descrip-
tions of airlines DeepBlue and PurpleRed, respectively.
The figures show actions and associated state transi-
tions. While airline DeepBlue offers the possibility to
make reservations ( reserve) and to cancel or confirm
the reservation later, which results in a booking that
is paid ( pay) and used ( checkIn), airline PurpleRed offers
only instant ticket sales ( book&pay). Once a ticket is
sold it may be used checkin or canceled ( cancel). Can-
celed tickets may be entitled to a refund, subject to
a deducted cancellation fee ( collectRefund).

The life cycle of the service process of our hotel
group StarHotels consists of a single action only, mak-
eReservation(quoteNo). The service provider StarHotels
offers one enquiry service obtainQuote (fromDate, toDate)
returning a set of quotes for the indicated period, each
one identified by a unique quoteNo and described by
the hotel name and dailyRate.

While flight quotes will be priced in Australian
Dollar, hotel quotes will be in Euro.

IRe

cancel

reserve confirm pay checkin

Figure 2: Deepblue Airline Service Process (simpli-

fied)
iNe

checkin

book cancel

pay
Cancellation
Fee

Figure 3: PurpleRed Airline Service Process (simpli-
fied)

4.2 Modeling the Task Workflow

The task workflow is the “workhorse” of the approach
and serves as the anchor for the process logic and the
service matching and instantiation. It is specified by
the user on the abstract level of the approach.

Definition 4 (Task Workflow Description) A
task workflow description W is defined as a tuple
(S’MH Tu}; Fw, E’LU; va A’LU; Cu}; O’LU; Dwv Mw» bwa Cw, Vw,
defined on a set of states S, actions T (with a set
of arcs FF C (8 x T) U (T x S) describing state
transitions via actions Ty, ), and enquiries E. The
properties of each instance of this service process are
described by a set of attributes A, and constraints
Cy. K, C T, xSy, indicates a set of k.o.-links
between activity and states, describing what states
(referred to as k.o. post states) are entered when an
activity completes unsuccessfully. Ordinary links and
post states, i.e., those determined by F,,, are called
o.k.-links and o.k. post states, respectively.

D,, is the set of service process descriptions from
which the task workflow is composed.

Oy 15 a set of abstract service objects, each poten-
tially assigned to a specific service instance of some
service process.

My, : Ty — Dy x T, associates with each activity
an activity of some service process, where if M, (t) =
(d,t), t is an activity of service process description d.

Partial function by, : O, — I binds each abstract
service object to some service instance.

E, : O, — 2P associates with each abstract
service object the set of service process descriptions
to whose instances the abstract service object may be
bound.

Partial function ey : Oy — I X D,,, where for
ew(0) = (i,d), it holds that d € E,(0) and i € I,
associates each abstract service object o to a pair of
service instance and service process.

Partial function vy, : Oy X I X A — V assigns each
abstract service object o for each service instance in
ew(0) a value for each attribute. (Such a value cor-
responds initially to the attribute value of the service
instance, but may become “dirty” if the service in-
stance of the service processes involves independently
over time, e.g., flight is booked by someone else).

Function sy, : w — SOS  where
SOS ={unbound, tentative, committed, canceled,
fulfilled} is the set of possible Service Object States.

The workflow activities T, are distinguished into

service usage activities (SUAs), enquiry activities,
bridging activities, and control activities. The in-
sertion of bridging and control activities is system
supported if data type heterogeneities or critical ex-
ecution states of the task workflow are identified. A
critical execution state might be the begin or end
of a milestone (e.g., after obtaining quotes or book-
ing itineraries) when control activities monitor ser-
vice processes by querying service instances for state
changes that need to be handled (e.g., booking an
itinerary failed).
Example: The task workflow of our business trip
consists of the service process description described
above. The user models a simple task workflow sim-
ilar to a reference process which is refined automat-
ically in the candidate selection step using configu-
ration techniques. Refinement means that modelled
activities are refined with subactivities and new ac-
tivities may be inserted in a consistent way. Con-
sistency criteria using inheritance which are applica-
ble in this step have been investigated in previous
work [31]. Figure 4 shows an example for an initial
task workflow modelled by the user.

The task workflow has two abstract service ob-
jects, flightltinerary and hotelBooking which are not
explicitly modelled in Figure 4. Each instance of
the task workflow is described by the following at-
tributes:  fromCity, toCity, preferredDepDate, preferredRet-
Date, maxAirFare, minStars, maxHotelCosts, maxOverallCosts,
earliestDep, latestDep, earliestReturn, latestReturn, miniumStay,
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Figure 4: Initial task workflow modelled by the user.

maximumStay, deviateThreshold. The attributes are self ex-
planatory, except deviateThreshold which indicates the
percentage in savings which justify choosing an alter-
native itinerary than that of the preferred dates. At-
tributes are extracted from user-defined requirements.
During execution some service providers may require
further attributes which are added dynamically dur-
ing runtime (e.g., frequent flyer number).

We describe the execution semantics of a task
workflow in this section prior to the candidate selec-
tion and execution level for better understanding.

Execution Semantics: We define the notion of
workflow state, formally capturing the current pro-
cessing state of a workflow instance (which is referred
to as life cycle state) and the workflow execution
schedule, determining how the workflow should ad-
vance from its current processing state through the
execution of service usage activities. As the outcome
of service usage activities in the workflow execution
schedule is not known in advance, i.e., the booking
of a quoted hotel room may be successful or not,
the different steps of the execution schedule may be
‘guarded, where a guard is expressed by a life cycle
state of the workflow instance. The execution of a
workflow schedule and the semantics of guards is ex-
plained below.

Definition 5 (Workflow State) The workflow
state of a service instance i of a given service D
is described by a tuple < clcs,es > consisting of
the current life cycle state lcs inhabited by i and
the execution schedule es = (sl,...,s,) (which is
a list of steps to be executed (started) in order in
the future The current life cycle state clcs of the
workflow instance is expressed by the states in which
the workflow instance currently resides; if an activity
18 currently executed, it is also part of the clcs. Fach
step s; (i = 1...n) of the execution schedule es is
a triple (lcs,a, by, where lcs is a life cycle state that
acts as a guard indicating the step to be erxecuted
only if it matches the current life cycle state of the
workflow instance, a indicates the activity that is to
be invoked if the step is executed, and b determines
the actual parameters of the activity invocation.

The execution schedule, the output of the match-
making process, is a list of activities with actual pa-
rameter bindings. Service execution means calling the
individual activity at the head of the execution sched-
ule with the proper parameter binding. If the activity
is guarded and the current life cycle state of the work-
flow instance matches the life cycle state indicated by
the guard, the activity is executed. It is ignored oth-
erwise, and the execution schedule is continued with
the next step.

Formally, given current lifecycle state clcs and ex-
ecution schedule es =< s1,...,s8, > with 51 =<
lcsy,a1,b1 >, we have the following situation. If
lesy = ) or les; = cles, then we execute aq with by as
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parameters. If lcs; # cles, the activity is discarded.
In either case, the new execution schedule es’ is de-
fined as es’ =< sg,...,s, > (This description does
not include the semantics of control activities which
alter the execution schedule).

The current workflow object O,, is omitted if it is
understood.

To simplify the execution model, we make the as-
sumption that individual activities in the service pro-
cess (enquiries and actions) are atomic.

Per the definitions of the previous section, we have
an environment e,, (potential bindings) plus instan-
tiated (concrete) query (the latter for optimization
purposes) for each abstract service object, plus global
constraints given with the service description, plus
global workflow constraints C,,, plus global attributes
Ay, (which must be bound to values).

4.3 Candidate Selection

The candidate selection follows the modelling step
and consists of the service and service instance con-
figuration.

During service configuration, services are discov-
ered, matched, and introduced into the task workflow,
i.e., the task workflow is modified. The remainder of
this paper focuses on service instance configuration
and shows only one service configuration step.

Service instance configuration consists of instance
discovery and matching. For better understanding of
the approach, we first explain briefly the service con-
figuration part with an example, then the service in-
stance configuration part and later mediation, match-
ing, and configuration in more detail.

Service Discovery: The identification of relevant
service processes is conducted by existing approaches
like the ones mentioned in [17]. Here we describe
three efforts used in Semantic Web Service discov-
ery that are applicable: First, keyword-based discov-
ery can be applied on a directory, e.g., UDDI, based
on the names of the abstract service objects defined
in a task workflow description (cf. Def.4). Second,
subsumption-based discovery can be applied by con-
suming functional requirements defined as constraints
for each service usage task (cf. Def.1), and third,
state-based discovery is applicable by using global re-
quirements defined in the task workflow description
(cf. Def.4) and service usage task specific constraints
like pre- and postconditions (effects) (cf. Def.1).
Example: Abstract service object flightltinerary may
be bound to a service instance of either DeepBlue or
PurpleRed, and abstract service object hotelBooking to a
service instance of StarHotels.

The binding of the abstract service objects to ser-
vice instances is constrained by the collected user re-
quirements.

Fig. 5 depicts the life cycle of the task workflow of
our business trip after the service configuration was
executed and the task workflow from Figure 4 was re-
fined and extended. An instance of the task workflow
is created by introduced control activity collectTravel-
Req, which collects the travel requirements from the
user and initializes the attributes of the workflow in-
stance accordingly. If additional attributes (e.g., fre-
quent flyer numbers) are required by certain service
providers then the control activity takes care of that.

Thereafter, activity obtainQuotes is executed which
was refined into three enquiry activities, obtain-
Quotes_ DB, obtainQuotes_PR, obtainQuotes_SH, to obtain
quotes from service providers DeepBlue, PurpleRed and
StarHotels, respectively. The three subtasks may be
executed in any order. As hotel quotes are in Euro,
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they are converted by a subsequent bridging activ-
ity convertCurrency into Australian Dollar. The bridg-
ing activity was also introduced by the configuration
task.

Once these activities have been performed, the
quotes are matched and selected by the control ac-
tivity composeTravelPlan.

If a flight itinerary and a hotel quote could be
found that meet the specified user requirements, the
workflow can proceed with respective bookings.

If the offers cannot meet the user requirements,
the workflow is continued by following the k.o. link
and continued with a control activity that recollects
changed user requirements reCollectTravelReq.

For better readability of the Figure, only states
to which we explicitly refer to in our examples are
named.

The example mentioned before describes the result
of the service configuration step. In the remainder,
the concepts that result task workflow are discussed.

Service Instance Discovery: The task workflow
will usually include a set of enquiry activities that
query service providers for available service objects,
i.e., instances of service processes, that are considered
relevant for the subsequent service matching.
Example: In our business trip setting, which should
start on 2nd of July at the earliest and conclude on
18th of July at the latest, only flight itineraries be-
tween Adelaide and Vienna whose departure is on 2nd
of July or later and whose return flight is on 18th of
July or earlier, are relevant.

The first table in Figure 6 depicts e, ( flightltinerary),
the potential bindings of abstract service object flight-
Itinerary. The set of potential bindings is determined
by the result of executing in our task workflow the
enquiry activities obtain_DB_quotes (followed by bridg-
ing activity convertCurrency) and obtain_PR_quotes for
available flights in the period between 2nd of July
(earliest departure) and 18th of July (latest return).
The second table in Figure 6 depicts e, ( hotelBook-
ing), the potential bindings of abstract service object
hotelBooking. The set of potential bindings is deter-
mined by the result of executing in our task workflow
enquiry activities obtainQuotes SH for available hotels
in the period between 2nd of July (earliest departure)
and 18th of July (latest return).

SP | fltNo | date | retFltNo | retDate | price
DB | DB | 4/Jul | DB2 14/Jul | 2.780
DB | DBL | 5/Jul | DB2 | 18/Jul | 2.390
DB | DB1 | 2/Jul DB2 12/Jul 2.660
PR PR5 | 4/Jul PR6 18/Jul 2.640
PR | PR5 | 6/Jul | PR6 | 16/Jul | 2.800
quoteld | hotel | availability | dailyRate
13 Uni Lodge 2/Jul - 12/Jul 115
21 BlueDanube 2/Jul - 18/Jul 180
23 Budget Motel | 6/Jul - 16/Jul 120
27 Park Inn 2/Jul - 18/Jul 190

SP ...service provider

Figure 6: Potential bindings for abstract service
object flightltinerary, available after obtaining airline
quotes, and abstract service object hotelBooking, avail-
able after obtaining hotel quotes

Service Mediation: For the semantic mediation,
we distinguish between data and behavior mediation.
For data mediation, an ontology alignment approach
is used as proposed by WSMO [29]. This handles mis-
matches at the data definition and message exchange

protocol level. The handling of heterogeneous busi-
ness processes is addressed by a catalog of declara-
tive integration patterns defined in previous work [13].
The catalog defines patterns used for the horizontal
and vertical integration in Enterprise Application In-
tegration (EAI) and business-to-business (B2B) sce-
narios. Vertical integration focuses on services in a
similar domain and horizontal integration targets ser-
vices from different domains contributing to a com-
mon goal.

Example: A set of airline booking services need to
be integrated vertically in order to choose the best of-
fer according to some preferences for a specific flight.
An airline booking service and a hotel booking ser-
vice need to be integrated horizontally in order to
complete a travel booking.

Service Matching: Constraint-based systems,
which have been successfully applied to a number of
large-scale industrial problems, are potentially useful
in the Web service composition context. Previous
works, in particular [2, 16], have examined the fea-
sibility of using constraint-based systems to address
the Web service composition problem. While [2]
provided a constraint-based workflow design based
on input and output compatibilities, [16] provided
an optimized approach to carry out simple checks on
Web service attributes. The need for a matchmaking
process, that filters Web service candidates based
on the functionality a Web service offers, for use
within semantic Web based tools has already been
established. However, the previous constraint-based
proposals do not consider semantics such as function-
ality of a Web service while performing candidate
selection. Our approach incorporates the semantics
(as specified in the abstract workflow, any additional
operation specifications, plus functional requirements
specified by the user) to generate concrete workflows
for any given abstract workflow.

The composition process begins with the design
of an abstract workflow. An abstract workflow is
a pre-specified control flow specification between ab-
stract service specifications. An abstract service spec-
ification is a representation of functional and addi-
tional individual requirements that a concrete service
has to satisfy. Given an environment of Web ser-
vices with declarative specifications of their properties
such as functionality, semantic service composition is
the process of formulating concrete instances of an
abstract workflow using the environment such that
all the functional, individual and global requirements
specified in the abstract workflow are satisfied.
Example: Figure 7 depicts the tentative bindings of
abstract service objects Flightltinerary and hotelBooking
after service matching and composition and before the

respective reservations or bookings have been made.
SP | fltNo | date | retFltNo |“retDate | price

DE | DBI | 2/Jul | DB2 | 12/Jul | 2.660
quoteld | hotel | availability | dailyRate
21 | UniLodge | 2/Jul- 12/]ul | 135

Figure 7: Tentative bindings of abstract flight and
abstract hotel after service matching

Example: Figure 8 depicts the workflow state and
execution schedule after service matching. The work-
flow is in life cycle state { travelPlanComposed }, which
is the post state of control activity composeTravelPlan
in our task workflow. Two activities are scheduled
in accordance with the task workflow description, the
reservation of the flight itinerary (unguarded activity
reserve_DB) with service provider DeepBlue for the ten-
tative binding of abstract service object flightltinerary
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Figure 5: Task Workflow: Business Trip

and the booking (activity guarded activity book SH)
of the hotel with service provider StarHotels accord-
ing to the tentative binding of abstract service ob-
ject hotelBooking (cf. Figure 8). The second step of
the execution schedule is guarded by life cycle state
{hotelBookingFailed} which is the ko-post state of activ-
ity book SH. This means that the third step (activity
cancel_-DB) will be executed only if the requested hotel
booking fails once a quoted offer is no longer avail-
able. The fourth state flightCancelled is entered after
cancel DB is executed and enables the execution of ac-
tivity recomposeTravelPlan.

step# | lcs | activity | p.bindings
1 reserve_DB | dept: (DP1,1/Jul),
ret: (DP2,11/Jul)
2 book_SH quoteld: 21
3 { hbf } | cancel_DB
4 { fcld } rTp

cles = { travelPlanComposed }
rTp ... recomposeTravelPlan,
hbf ... hotelBookingFailed

fcld ... flightCancelled

Figure 8: Workflow state with execution schedule af-
ter service matching, i.e., after execution of control
activity composeTravelPlan

The profile of a service is an advertisement of the
capabilities or functionality that the service claims
to offer. Its two parts (functional properties or at-
tributes on one hand and invariants on the other)
should be satisfied by all the concrete service in-
stances which are advertised using this profile.

Semantic candidate selection is the process of dis-
covering Web services from one or more registries by
performing a matchmaking operation on the adver-
tisement of the Web service capabilities against a set
of user specified requirements which in general repre-
sents the functionality a user expects the Web service
to offer.

Definition 6 (Service Matchmaking Request)
A service matchmaking request R is a set of con-
straints Reons usually representing the functionality
of a Web service that a user of the matchmaking pro-
cedure is searching for.

Definition 7 (Constraint Satisfaction Prob-
lem) A constraint satisfaction problem (CSP) is de-
fined as a triple (V, D, C') where

e V is a set of variables {vy,va,...,vn}
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e domain(v;) denotes the set of allowable values
the variable v; can be assigned with.

e D is a set of domains {D1, Da, ..., Dy} such that
the D; = domain(v;)

o C is a set of constraints that need to be satisfied
for any given assignment to the variables in V.

A solution to a CSP is an assignment of values to
variables such that all constraints are satisfied.

Frequently, in modeling complex, component-
based systems (hardware or software), this basic defi-
nition is extended to to provide individually identified
components with a structure defined by a type hier-
archy (i.e., object structures), An object’s attributes
are variables of the CSP, and an object’s references
(instance variables referencing other objects) also are
interpreted as variables in a CSP. However, their do-
main is special: it is the set of components (or, in
typed systems, the set of components of the proper
type). This object-oriented constraint view is the
modeling approach used by commercial configuration
tools and, e.g., in [2], maps naturally to a service
composition problem where service instances, activi-
ties in the workflow, and data processed by services
are considered first-class objects, and the invariants,
constraints and pre- and postconditions (guards) as-
sociated with services and data objects are constraints
on these objects and their values and references (i.e.,
relationships).

Service Configuration: The service configuration
consists of the sequential execution of the composi-
tion task (a) “Identification of pairs of service usage
tasks and service candidates” and (b) “Request for
user feedback for changing the execution order of ser-
vice usage tasks in the task workflow description”.
Composition task (a) performs the configuration us-
ing the description of previously discovered services,
the task workflow description, all requirements (func-
tion, non-functional, global requirements), and any
necessary and available bridging tasks as inputs. If
the task is successful then it produces a list of pairs
that assigns for each service usage task a concrete ser-
vice and the task workflow description. If the compo-
sition task does not find a solution, i.e., it fails, then
the task workflow needs to be re-designed by the user,
i.e., the user has to change the requirements and the
configuration will be executed again.

During configuration the order of the steps in the
task workflow may need to be changed due to hetero-
geneous business processes of the discovered services.
The change results from a re-ordering caused by the
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instantiation of an integration pattern. In this case
composition task (b) is executed which requests con-
firmation for the re-ordering from the user. If the user
does not agree with the re-ordering then the configu-
ration task searches for an alternative solution.

Configuration is finished when a concrete service is
assigned to each service usage task in the task work-
flow. It may be executed again if the environment of
a task workflow instance is changed during execution
and part of the workflow state enters a compensation
task.

4.4 Execution

Under certain circumstances, when an action fails and
steps have to be retaken, existing objects may have
to be wound up, i.e., finish their lifecycle according to
their current condition, as part of the compensation
activities for the problem.

Example: Figure 9 depicts the execution stage of our
workflow instance after the tentative hotel booking at
UniLodge hotel from 2/Jul till 12/Jul (cf. Fig. 7) ac-
cording to quote no. 21 failed due to the quoted offer
no longer being available. The workflow instance has
entered the k.o. post state hotelBookingFailed of activ-
ity book_SH. The workflow has entered the compensa-
tion phase. The flight reserved with airline DeepBlue
needs to be cancelled (activity cancel DB of step 1)
and the travel plan needs to be re-composed. This
re-tasking step is represented by control activity re-
composeTravelPlan that is scheduled as step no. 2 in
the workflow execution schedule after the flight has
bee canceled. This control activity will invoke an-
other match-making process and, thereupon, define
another workflow execution schedule and enter state
travelPlanComposed. If this match-making process fails,
the workflow continues with another control activ-
ity, recollectTravelReq, in which the user can change the
travel requirements or abandons the business trip.

step# | lecs | activity | p.bindings |
1 { hbf } | cancel_ DB | quoteld: 21
2 { fcld } rTp

cles = { hotelBookingFailed }
hbf ... hotelBookingFailed
fcld ... flightCancelled

rTp ... recomposeTravelPlan

Figure 9: Execution stage during compensation phase
after tentative hotel booking found unavailable

In some cases, it may be useful to re-task a work-

flow, i.e., to determine new bindings for abstract ser-
vice objects, while the compensation phase is still in-
complete. In such a case, a wind-up copy of the task
workflow instance is created that exists concurrently
to the current workflow version. The wind-up area
may maintain a separate branch until it has reached
the end of its lifecycle. A wind-up areas of a task
workflow is identified by a set of activities and states
in the workflow description.
Example: In our business trip workflow, service us-
age activity collectRefund_PR together with its prestate
and its poststate constitutes a wind-up area. Notice
that this area is not explicitly emphasized as such in
Fig. 5. The wind-up process maintains the binding of
abstract service object flightltinerary such that a refund
can be obtained for the canceled flight booking (ser-
vice usage activity collectRefund_PR). Concurrently, the
proper workflow process can be continued by recom-
posing the travel plan (control activity recomposeTrav-
elPlan) and, thus, associating another flight itinerary
(service process instance) to the abstract service ob-
ject flightltinerary.

5 Conclusion

We have presented a framework for service compo-
sition based on conceptual modeling principles, i.e.,
the use of high-level models of the data and processes
involved in the implementation and execution of col-
laborative service processes. It considers service com-
position as part of (and result of) a complex design
process that in real-world applications has to permit
inclusion of user decisions and to execute processes
in a distributed, non-atomic environment. The con-
ceptual model serves to describe schema level infor-
mation and process templates that can be instanti-
ated for the execution of actual services, a distinction
that is routine in classic data modeling, but not nor-
mally made so far in service composition. By separat-
ing out the schema and instance levels, finer distinc-
tion between potential service capabilities and actual
runtime executability can be achieved. Most impor-
tantly, based on this capability, the conceptual models
include primitives for modeling decisions taken dur-
ing the design stage (i.e., the “including control tasks”
phz)ise of the process development and execution cy-
cle).

This provides a structured framework for describ-
ing how a process can be readjusted at runtime ac-
cording to information that in real world scenarios is
ultimately dependent on execution of particular ser-
vice instances and therefore not available at static
design time, such as the availability of seats on a
particular flight at the moment of booking a whole
itinerary that was previously planned. The frame-
work enables the composition of service processes un-
der control of the process itself, including the ability
to adjust the process if conditions imposed by the en-
vironment have changed.

We plan to implement the conceptual model with
a similar visual notation as shown in Figure 5 in the
DoME? meta modelling framework. We extended
DoME with Web Service execution capabilities and
plan to link the prototype to existing Enterprise Ser-
vice Bus (ESB) implementations. Using such an in-
frastructure would allow to integrate existing tech-
nologies if provided in Web service form.
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Abstract

Knowledge Management (KM) has become a key success
factor in diverse fields, given the importance of
knowledge as a significant organizational asset. In order
to solve problems and support complex decision-making
processes, knowledge and experience have to be
transmitted across individuals, business units and
organizations. Thus, Knowledge Sharing (KS) can be
considered as the basic element of any knowledge-
oriented process: KS fosters collaboration in complex
environments, and facilitates experiential knowledge
discovery, distribution and use. This paper presents a
proposal for the development of a Community of Practice
(CoP) called the E-Decisional Community. This
community uses a domain-independent knowledge
representation called Set of Experience Knowledge
Structure (SOEKS), and captures the decisional
fingerprint inside organizations using Decisional DNA. It
is based on principles from different technologies namely
Software Agents, Grid and Cloud computing, in order to
provide an autonomous, intelligent and coordinated large-
scale KS environment. The E-Decisional Community
biggest concern is to promote experiential knowledge
evolution and sharing through generations of decision-
makers, aiming at the creation of a marketplace where
knowledge is provided as a service.

Keywords: Knowledge Management, Software Agents,
Grid Computing, Cloud Computing, Knowledge
Engineering, Smart Knowledge Management System,
Decisional DNA, Set of Experience Knowledge Structure.

1 Introduction

Acquiring knowledge, representing it in an explicit and
formal way, and supplying suitable mechanisms to re-use
it and improve it inside organizations is a complex task.
The Smart Knowledge Management System (SKMS)
defines the processes and components required to capture,
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store, improve, re-use, and transmit experience through
generations of decision makers.

Nowadays, organizations need to share their
knowledge with others when pursuing a common
objective. As a result KM has become a critical element
for organizations, given the importance of knowledge as a
major asset that guarantees competitive advantage in a
rapidly changing, economic-driven environment (Zhang
et al., 2008a).

Several theories and proposals on Knowledge Sharing
(KS) can be found in literature, and all of them are a
valuable contribution to the area of Knowledge
Engineering.  They are concerned with providing
technical support for KS between entities in various ways
and using different approaches such as software agents,
folksonomies, social networks and many more.

However, there is not a KS approach that captures the
experience from multiple formal decision events, and
transmits it across different generations of workers, using
the vision of the Set of Experience Knowledge Structure
and Decisional DNA (Maldonado Sanin, 2007). To
achieve this, SKMS proposes a Community of Practice
(CoP). In this CoP, similar systems interact with each
other creating new knowledge, and thus, new experience.

This paper describes the E-Decisional Community, our
proposal for KS among individuals and organizations.
This is a work currently developed by the Knowledge
Engineering Research Team (KERT), at The University
of Newcastle, Australia.

The following sections are structured as follows:
section two presents a theoretical background on basic
concepts around our work; section three describes the
vision, features and design for the E-Decisional
Community. Finally, section four presents some
conclusions and future work.

2  Background

This section presents the conceptual elements constituting
the foundations on which our proposal is based. We will
briefly describe topics in Knowledge Management (KM),
software agents, Grid and Cloud computing

2.1 Knowledge Sharing

These days, economy and competition are based on
knowledge. The ability to learn from past experiences and
adapt to rapidly changing conditions determines which
organizations will prevail. Consequently, managers are
more conscious about the importance of knowledge in
their enterprises; thus, giving a higher priority to KM
related activities.
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One of those activities is Knowledge Sharing (KS) and
dissemination. KS is a key factor, because knowledge is
only useful if it is accessible to all users and can be used
to solve problems and make decisions (Lao et al., 2008)

According to Hustad (2004), KS can be performed at
different levels: between individuals, from individuals to
groups, between groups and from groups to
organizations. In fact, Vidou et al. (2006) state that an
organization is comprised of many interconnected groups
of interest, called Communities of Practice (CoPs). CoPs
are: “groups of people who share a passion for something
that they know how to do, and who interact regularly in
order to learn how to do it better" (Wenger, 2004: p. 2).

Nowadays, such groups can perform their activities
using the latest advances in technology. Many tools and
proposals have been developed in order to support
collaboration and knowledge sharing using different
approaches: ontologies, folksonomies, wikis and social
networks are some models that support KS (Kings et al.,
2007). Research projects like SQUIDZ (Kings et al.,
2007), Knowledge Spaces (Zhang et al., 2008b), Palette
(Vidou et al., 2006), Jasper (Davies et al., 1998) or
Wikipedia (Wikimedia-Foundation, 2009) are just a few
clear examples of KS technologies of everyday use.

Improving KS by means of automated distribution
mechanisms, and using a single and domain independent
knowledge representation still remains as a research area
to be explored.

2.2 Smart Knowledge Management System,
SOEKS and Decisional DNA

Managers, and decision-makers in general, base their
current decisions on lessons learned from previous
similar situations (Sanin and Szczerbicki, 2005a).
However, much of an organization’s experience is not
properly capitalized because of inappropriate knowledge
administration; this leads to high-response times and lack
of flexibility to adapt in dynamic environments.

The Smart Knowledge Management System (SKMS) is
a platform that defines a set of four macro-processes and
components with the objective of supporting experiential
knowledge creation, store, re-use, improvement and
distribution inside organizations (Maldonado Sanin,
2007). The SKMS dynamically transforms large amounts
of data and information from diverse sources into
knowledge, supporting decision making processes at any
level of the organizational hierarchy.

This platform uses a standard, flexible and domain-
independent knowledge representation called Set of
Experience Knowledge Structure (SOEKS or shortly
SOE). Each SOE represents a single formal decision
event, and after being transformed by the SKMS macro-
processes, many SOEKS comprise a Decisional DNA
strand of an organization. Consequently, Decisional DNA
captures the inference strategies of enterprises (Sanin and
Szczerbicki, 2008).

Given that formal decision events are meant to be kept
in an explicit way inside the SKMS standard
representation means, for instance Ontology Web
Language (OWL) and XML, are used for such matter.
These representation mechanisms facilitate knowledge
sharing and transportation, mainly because they describe
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human-cognition with a high level of abstraction and are
broadly accepted standards (Sanin and Szczerbicki,
2005b;Sanin et al., 2007).

The SOE has been successfully applied in industrial
environments, specifically for maintenance purposes, in
conjunction with Augmented Reality (AR) techniques
(Toro et al., 2007). Additionally, implementations in the
fields of finances and energy research have evaluated the
performance of the SOE and demonstrated that it is an
optimal multi-domain knowledge representation (Sanin et
al., 2009).

2.3 Software Agents

Software Agents (or simply agents) represent an active
research area where many efforts have been made to
develop human-like behavior in computer systems.
Basically, an agent is a software or hardware component
that acts without external intervention to achieve a set of
well-defined goals on behalf of its user (Nwana, 1996).
According to Wooldridge and Jennings (1995), this
technology possesses some features that have made it a
suitable approach for modeling complex systems; these
characteristics are: (i) Autonomy, (ii) Social ability, (iii)
Reactivity, (iv) Pro-activeness, (v) Mobility, (vi)
Veracity, (vii) Benevolence and (viii) Rationality. As a
consequence, agents are used in many KM approaches
because they provide an appropriate way for modeling
organizational knowledge. As mentioned by Van Elst et
al. (2004), knowledge distribution, low-priority KM
goals, complex interactions and dynamic environments
are some characteristics that justify the use of agents in
knowledge management solutions.

Previous work on KM based on agents was concerned
with text mining, automated suggestions and smart
document access (De Rezende et al., 2007;Kim et al.,
2007), Distributed Organizational Memories (Abecker et
al., 2003;Gandon and Dieng-Kuntz, 2002), agent-based
architectures (Vizcaino et al.,, 2007), and use of
ontologies in Multi-Agent Systems (MAS) among others.

However, to the best of our knowledge, existing
proposals do not address experiential knowledge
representation, management, evolution and distribution in
the way the SKMS does using SOEKS and Decisional
DNA.

24 Grid Computing

Grids provide a robust and highly scalable infrastructure
for multi-purpose problem solving tasks. This is achieved
by sharing resources and coordinating efforts in Virtual
Organizations (VOs) (Foster, 2002).

As the complexity of problems undertaken by users
everyday increases, the requirements surrounding the
Grid have become more complex and demanding. Efforts
like the Semantic Grid provide new capabilities to users,
and also, as mentioned by De Roure et al. (2005), new
research opportunities: semantic service description,
smart interaction, autonomous behavior, knowledge
technologies, among others, are topics that should be
addressed by future efforts.

In fact, knowledge technologies for Grid environments
are getting more attention from the scientific community.
Approaches like the Knowledge Grid presented by Zhuge
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(2008) propose a highly distributed collaborative
environment, where explicit knowledge resources are
managed to support decision-making processes and
cooperative work.

Regardless of its powerful attributes, Grid technology
concepts need to be improved with ideas from other areas
in order to fulfill the elements proposed by De Roure et
al. (2005). Software agents, as described in the previous
section, possess some unique attributes which are
common to the research topics defined for the Grid
(Foster et al., 2004). Elements like autonomous behavior,
community management and advanced coordination and
negotiation techniques are being be used in the Grid to
make it more resilient and efficient; two examples of this
are presented by Gil (2006) and Norman et al. (2004),
who described new ways to make Grid environments
more robust and to dynamically manage VOs in electronic
commerce scenarios, both based on agents.

In conclusion, Grids have the potential to provide
large-scale knowledge oriented services, to support
critical decision-making processes. This may be achieved
by developing advanced mechanisms based on other
technologies.

2.5 Cloud Computing

There are many definitions about Cloud Computing (CC),
but until now, there is no consensus on what CC is
(Foster et al., 2008;Mc Evoy and Schulze, 2008;Y ouseff
et al., 2008).

CC is closely related to Grids, and according to Foster
et al. (2008), Clouds are an evolution of Grid technology,
but with different requirements in areas such as business
model, applications and abstractions. CC is a service
oriented approach that takes full advantage of current
developments in virtualization, Semantic Web and Grid
computing to provide different services on-demand.
These services most frequently are: applications (i.e.
SaaS: Software as a Service), platforms (i.e. PaaS:
Platform  as a Service), and hardware/software
infrastructures (i.e. laaS: Infrastructure as a Service).

There is an increasing interest in the scientific
community regarding CC. Some proposals for the
implementation of Cloud based environments have been
developed, for example Zhan et al. (2009) presented a
cloud computing system software to consolidate
heterogeneous workloads in organizations. Others
propose the use of human organizational principles to
develop client CC environments, which facilitate
knowledge and experience transfer between people
(Hewitt, 2008).

Moreover, KM systems based on the Cloud vision
have been envisaged by Delic and Riley (2009);
knowledge Clouds will interconnect users across several
organizations and data centers, thus supporting the
“Intelligent Enterprise”. This Intelligent Enterprise is an
entity (agent) that behaves intelligently and used the
Internet as its base for providing services and performing
operations.

In spite of the existing work, more research needs to
be done on CC and the way it supports knowledge based
tasks inside organizations.

3 The E-Decisional Community Proposal

Due to the increasing need of many organizations to share
knowledge, not only among them, but inside their
different business units, the SKMS proposes a Community
of Practice (CoP) called E-Decisional Community. In this
CoP similar systems interact with each other creating new
knowledge and experience, and thus, extend the limits of
the SKMS. This section presents different aspects and
features of the E-Decisional Community proposal, such as
its global vision and suggested design.

3.1 Vision

The E-Decisional Community 1is concerned with
experiential knowledge represented as Decisional DNA
and SOEKS, and the way this novel knowledge
representation is passed on and evolves through
generations of decision makers.

Extending the limits of the SKMS, autonomous and
smart knowledge sharing mechanisms must be developed.
This will make the SKMS capable of discovering
knowledge based on real-world data and information
provided by wusers. However, the E-Decisional
Community is not a data/text-mining tool, or just a smart
document-repository. It is meant to be a dynamic and
scalable platform for problem solving activities among
individuals and organizations.

Our proposal is based on concepts from software
agents, Grid and Cloud computing. Modeling of complex
human interactions, coordinated knowledge sharing, team
formation, autonomous actions and on-demand services,
are just some of the concepts surrounding the E-
Decisional Community.

Figure 1 illustrates the global vision for the E-
Decisional community. Our proposal for a CoP allows
individual agents (i.e. workers), as well as groups (i.e.
business units), to contribute with their experience to the
construction of collective knowledge. To achieve this, the
entities involved must share knowledge and interact in a
coordinated fashion. Continuous participation in the CoP
to solve problems promotes experience transmission, and

knowledge discovery and re-use.
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In our approach, organizations may create their own
clouds, interacting with other and providing knowledge-
based on-demand services. These interactions are
motivated by economic principles for instance alliances,
and producer-consumer relationships. In fact, the
interconnection of different business partners will
generate a much larger Knowledge Cloud, stimulating the
creation of a large-scale marketplace, in which
knowledge is the main asset, and it is sold or exchanged
as part of collective strategies.

3.2 Features

In order to support decision-making processes in
organizations, the E-Decisional Community provides the
following features:

—People-oriented: the platform is a tool that provides
knowledge-oriented problem solving, in which people
can take advantage of today’s computational
improvements to support complex decision-making
processes in organizations.

—Agent-based  capabilities:  characteristics  from
software agents are provided to model complex human
interactions and support intelligent KM processes, in
highly distributed and complex environments.

—Constant  Evolution: knowledge evolution and
refinement is an intrinsic characteristic of SKMS, and is
achieved by constantly updating existing experiences
with data from the real world which is fed by the users.

—Community formation: there are tasks that cannot be
executed successfully in an individual fashion; therefore,
grouping, based on objectives and knowledge, is
supported, both in a static and dynamic manner.

—Well-defined interactions: agents and services
participating interact in an orderly fashion. Therefore,
protocols and interaction schemes are defined to establish
proper communication, role assignment and permission
policies.

—Conflict resolution: negotiation techniques and
conflict resolutions mechanisms are provided to solve
disputes caused by accessing scarce resources or by
conflicting beliefs and experiences.

—Multimedia information: multimedia information
should be a source for experiential knowledge extraction
in today’s organizations. The E-Decisional Community
aims at including multimedia resources as part of the
decisional fingerprint of organizations.

—Security, trust and provenance: it is clear that a
secure environment is a key requirement for any
distributed system these days; moreover when Internet is
used as the primary communication channel. Also,
knowledge collected must be reliable to make the right
decisions; that is why the concept of Decisional Trust
(Sanin and Szczerbicki, 2008) is extended to include
more features that reflect human-like behavior. Finally, as
knowledge is transformed, it might be useful to have a
way to trace the derivation history of it, which can be
used to generate performance measures for the system, or
for possible auditing and/or legal purposes.
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3.3 Design
3.3.1 Conceptual Model

The proposed model for the E-Decisional Community is
comprised by four layers: Knowledge-based Application
Layer, Collective and Individual Management Layers,
and Knowledge-Oriented Services Layer. The platform is
built on top of the SKMS, extending its limits always
using Decisional DNA and SOEKS for knowledge
transmission and representation Figure 2 depicts the
conceptual model for the KS platform.

E-Decisional
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| 58|
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Figure 2: E-Decisional Community Conceptual Model

All the comprising layers make extensive use of
Knowledge Oriented Services (KOS) to provide
appropriate KS capabilities. Each layer has a set of
responsibilities and characteristics as follows:

—Knowledge-based Application Layer (KAL): this
layer provides end-user access to the platform
functionality. At this level, Web 2.0 or mobile
applications may be used by workers to interact with
other individuals or groups in order to solve problems and
make decisions, as well as to feed the system with data
based on their daily activities. Knowledge-based
applications can use complementing technologies such as
software agent or Augmented Reality (AR), to promote
interaction with the environment and capture experiential
data from different sources.

—Collective Management Layer (CML): dynamic
teamwork management, inter and intra-organizational
interactions, cooperation and global policies, among other
mechanisms, are provided by this layer to support
collaborative work. Groups and organizations are
represented as heterogeneous MAS, thus, multiple MAS
can interact between each other using well-defined
protocols and policies provided by the CML. During the
interaction  process, new collective experiential
knowledge is created or inferred, increasing the expertise
level of the entire enterprise. VO formation and
management based on knowledge objectives is also
supported at this level.

—Individual Management Layer (IML): individuals in
an organization are represented by software agents. As a
consequence, knowledge exchange, collaboration and
dynamic teamwork formation can be performed in an
autonomous fashion, resembling human behavior.
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Moreover, agents can remember users’ behavior in order
to proactively initiate knowledge-based tasks. In this
layer, agents are an entry point to the knowledge-oriented
services provided by the platform, and are able to create
an individual’s decisional fingerprint, that can be used,
for example, as a performance or reputation indicator.
This layer provides all the required mechanisms to
support the aforementioned functionality.

—Knowledge-Oriented ~ Services  Layer  (KOS):
knowledge-oriented services deliver a wide range of
features oriented to promote proper KS inside
organizations. Access to Decisional DNA and SOEKS
repositories, yellow and white pages directories, role
definitions, trust and reputation services, among others,
are provided by the KOS layer. Additionally, this layer
defines the interoperability elements required to perform
inter-cloud communication in order to provide on-
demand access to users across different organizations.
Coordinated execution of KOS is defined by the
interaction protocols of the CML and IML.

-SKMS, Decisional DNA and SOEKS: this is not a
layer of the E-Decisional Community; however the four
macro processes defined by the SKMS (diagnosis,
prognosis, solution and knowledge), along with its
knowledge capturing and representation mechanisms,
constitute the foundation on which the KS will be
constructed. More details about the SKMS proposal can
be found in (Maldonado Sanin, 2007;Sanin and
Szczerbicki, 2005a;Sanin and Szczerbicki, 2005b;Sanin
and Szczerbicki, 2008;Sanin et al., 2007)

3.3.2 Conceptual Architecture

Figure 3 illustrates the proposed conceptual
architecture, based on the model previously described.
The objective of the conceptual architecture is to identify
the elements and global relationships that might be
present in the SKMS knowledge sharing environment.

In the E-Decisional Community, users access the KS
platform by means of knowledge-based applications. As
mentioned in the KAL description, Web 2.0 applications
are used for this purpose, as a consequence, protocols like
HTTP or SOAP, and architectural approaches such as
REST (Representational State Transfer) must be
employed.

Applications in the E-Decisional Community make use
of software agents; each user is represented by a Personal
Agent (PA) which acts in his/her behalf inside the
community, and provides access to KOS. PAs know about
their roles, interaction restrictions, trust relationships and
reputation of other entities by means of specialized KOS.

Numerous PAs may share a temporary, or permanent,
interest for a specific topic which leads to a dynamic
group formation. When various agents form a coalition
(i.e. a MAS), they are represented by a Group Agent (GA).
Consequently, multiple MAS are viewed as complex
agents that interact similarly to how individual PAs do,
but with higher-level goals and interests. Also, GAs are
able to solve more complex problems or take critical
decisions, because they count on the experience from
many individuals. Dynamic teamwork formation and life-
cycle management is also supported by KOS.

Interaction between enterprises is also carried out
using GAs that represent each individual organization. At

this level, the strategic experience of each organization
may be shared or sold using a Cloud scheme for on-
demand usage.

The architecture defines six KOS categories oriented
to facilitate experience diffusion. Services may be
provided on-demand for external or internal entities, and
an organization can provide one specific type of KOS
over the Cloud as a profit opportunity. The service
categories are:
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Figure 3: E-Decisional Community Conceptual
Architecture

—Role Services: this service category acts as a
repository where organizational roles are mapped,
defining the corresponding behaviors, responsibilities,
capacities, goals and permissions. Roles can be
dynamically queried and executed by any entity.

—Directory Services: provides white and yellow pages
services, in order to query for individuals or knowledge
resources/services, respectively.

—Policy Services: stores the organizational policies for
dealing with different issues. For example, policies for

uncertainty management, service distribution,
rewards/punishment, and others, are stored for dynamic
querying.

—Knowledge Storage Services: these services provide
storage and retrieval capabilities for individual, collective
knowledge and organizational experiential knowledge.
Providing secure, reliable, location-independent and fast
access to SOEKS and Decisional DNA structures is the
main concern of this service category.

—Knowledge-based Group Management Services:
dynamic formation of groups based on knowledge
objectives is a key feature of the E-Decisional
Community. As a consequence, a specific category of
services is devoted to support this aspect. Trust,
negotiation, reputation, quality of service and service
level agreements constitute the key elements that are
provided to support cooperative problem-resolution and
decision-making.

—Interaction Services: these set of services contains
the definition of all the protocols that are used inside the
CoP, to guarantee orderly interaction. These protocols are
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employed to coordinate the communication flow between
organizational units, organizational units and the
enterprise, and among enterprises.

4 Conclusions and Future Work

We presented a design proposal for a CoP that allows
sharing  experiential knowledge across different
organizational levels. It uses a standard knowledge
representation called SOEKS, which in turn, comprises
Decisional DNA (i.e. a collection of multiple SOEKS).

This proposal, called E-Decisional Community, is
based upon the principles of different computing
technologies, namely: software agents, Grid and Cloud
computing. Modeling of complex human interactions,
autonomous and intelligent behavior, coordinated
knowledge sharing, and on-demand service provisioning
are some of the concepts behind the CoP. As a
consequence of this approach, eight global features have
been presented as the main concerns in our work.

Since the E-Decisional Community proposal is at its
early development stages, further research and refinement
of the elements presented in this paper remains to be
done. Some future tasks are:

—Evaluation of different agent architectures to
determine which approach is more appropriate for smart
SOEKS and Decisional DNA sharing. Also, validation of
the candidate architectures with a case study implemented
using a Java-based agent framework is required. Java is
preferred because the first version of the SOEKS API was
developed using this language, and it allows for OS

independency.
—Comparison and evaluation of the different
interaction, negotiation, coordination and conflict

resolution protocols for agents that might be used inside
the E-Decisional Community. If new protocols are
required for knowledge-based collaboration, then a
proposal will be formalized.

—Refinement of the requirements for dynamic
knowledge-based teamwork formation. Requirements like
protocols, policies and life cycle management need to be
described in detail.

—Establish appropriate human-machine interaction
mechanisms to capture experience from different sources
other than data warehouses or files. Currently, ARTag
(Fiala, 2009) is being evaluated by the KERT as an
Augmented Reality tool for this purpose.

—Technical review of Cloud and Grid tools and
middleware and design principles to determine their
viability for a future implementation of the CoP, both at a
conceptual and technical level.

—Research on experience extraction and inference
from multimedia files.

— Complement the work around Decisional Trust, to
include elements that allow entities to trust others, but not
only in the virtual world. People-system trust
relationships should be bidirectional, based on reputation
and other measures that can be applied to human and
virtual workers alike, and that can be used by either one
of them to asses critical decisions.
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Abstract

Data Warehouses facilitate multi-dimensional anal-
ysis of data from various data sources. While the
original data sources are often heterogeneous, current
modeling and implementation techniques discard and,
thus, cannot exploit these heterogeneities.

In this paper we introduce Hetero-Homogeneous
Hierarchies to model dimension hierarchies and cubes
with inherent heterogeneities. Hetero-homogeneous
hierarchies are hierarchies that are heterogeneous in
regard to the schema of sub-hierarchies and homoge-
neous in regard to a minimal common schema shared
by all sub-hierarchies.

Sub-dimension-hierarchies can be specialized to
contain additional levels and additional non-
dimensional attributes. Sub-cubes can be specialized
towards additional measures, more fine-grained facts,
and differing units of measure. We show how scale dif-
ferences and conflicts due to multi-dimensional inheri-
tance can be avoided and solved. We provide a formal
definition of our approach together with a query/cube
algebra.

Keywords: Multidimensional conceptual modeling,
abstraction, specialization; Heterogeneous informa-
tion; OLAP

1 Introduction

Data Warehouses facilitate multi-dimensional anal-
ysis of data integrated from various data sources.
Available and interesting data is often heterogeneous
concerning available measures, granularity of mea-
sures, units of measures, applicable rollup-levels, and
interesting secondary information (non-dimensional
attributes). However, to ease querying and storing
multi-dimensional data, current modeling and imple-
mentation techniques force to fully homogenize avail-
able data according to a global multi-dimensional
schema.

Our approach is summarized by the oxymoron
term hetero-homogeneous hierarchies. A Thetero-
homogeneous hierarchy is a hierarchy with a single
root node that is (1) homogeneous in regard to a min-
imal common schema shared by all sub-hierarchies,
where a sub-hierarchy is a hierarchy rooted in a child
of the root node, (2) heterogeneous in regard to the
specialized schemas of sub-hierarchies.

We discuss our approach by a running example,
starting with a homogeneous schema that can be

Copyright (©2010, Australian Computer Society, Inc. This pa-
per appeared at the Seventh Asia-Pacific Conference on Con-
ceptual Modelling (APCCM 2010), Brisbane, Australia, Jan-
uary 2010. Conferences in Research and Practice in Informa-
tion Technology, Vol. 110. Sebastian Link and Aditya K.
Ghose, Eds. Reproduction for academic, not-for profit pur-
poses permitted provided this text is included.

time

year .
e ct location

catMgr

country
region

month
inhabitants

sales

revenue

Figure 1: Homogeneous cube modeled with the Di-
mensional Fact Model

modeled using the Dimensional Fact Model (Golfarelli
et al.,, 1998) (see Fig. 1). Consider a homogeneous
sales-cube with dimensions product, time, and loca-
tion. Dimension product defines dimension level cat-
egory with non-dimensional attribute catMgr and di-
mension level model with non-dimensional attribute
costs. The level-hierarchy of product defines category
to be above model. Dimension time defines levels
year above level month. Dimension location defines
level country and level region, and level city with
non-dimensional attribute inhabitants. Level city is
below levels country and region, which are in no or-
der to each other. The sales-cube defines a measure
revenue.

Dimension hierarchies can be hetero-homogeneous
with regard to

e non-dimensional attributes, e.g., in sub-hierarchy
Car of dimension product, dimension in-
stances at level model have an additional non-
dimensional attribute maxSpeed.

e additional levels, e.g., in sub-hierarchy Switzer-
land of dimension location there is an additional
level kanton between city and country and an
additional level store below city.

Cubes can be hetero-homogeneous in that

e sub-cubes, such as car sales in Switzerland 2009
may have additional measures, e.g., quantity
sold,

e different sub-cubes may give different units for
the same measure, e.g., values of measure rev-
enue are provided in swiss francs

e base facts for various measures are provided
at mized granularities, e.g., base facts for
cheapestOffer are provided at level category,
year, country while base facts for measure rev-
enue are provided at level model, month, year.
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e different sub-cubes may provide base facts for
the same measure at different granularities,
e.g., measure revenue originally defined for level
model, month, and city is now available more
detailed at level model, month, and store.

To represent such kind of situations one needs a
design approach to represent hetero-homogeneous hi-
erarchies in dimensions and cubes. Such an approach
should allow for an instance-based specialization of
dimensions and cubes.

In previous work (Neumayr et al., 2009) we intro-
duced multilevel-objects (m-objects) and multilevel-
relationships (m-relationships) to represent objects
and relationships at multiple levels of abstraction. In
this paper, we show how hetero-homogeneous hierar-
chies in data warehouses can be modeled by a revised
and extended form of m-objects and m-relationships.

Hetero-homogeneous dimension hierarchies are
modeled as concretization hierarchies of m-objects.
Thereby an m-object encapsulates and arranges di-
mension levels in a partial order from abstract to
concrete. Thereby, it describes itself and the com-
mon properties of the objects at each level of the di-
mension hierarchy beneath itself. An m-object that
concretizes another m-object inherits dimension lev-
els and non-dimensional attributes of the parent. It
may also introduce additional levels and additional
non-dimensional attributes. For modeling dimension
hierarchies, we extend the original definitions of m-
objects to partially ordered level hierarchies and con-
sistency criteria that avoid conflicts due to multiple
concretization.

Cube schemas as well as facts are modeled as m-
relationships. M-relationships are analogous to m-
objects in that they describe relationships between m-
objects at multiple levels of abstraction. For modeling
cube schemata and facts, we extend m-relationships
from binary m-relationships (Neumayr et al., 2009) to
n-ary m-relationships that may define measures and
assert measure values. We define consistency criteria
that avoid conflicts due to multiple inheritance and
avoid overlapping primary fact instances.

Most current approaches to data warehousing are
centered around the notion of a cube, our conceptual
approach to modeling and querying data warehouses
is centered around multi-level cubes (m-cubes). An
m-cube represents a cube of cubes, given by the carte-
sian product of dimension levels and, on a more fine-
grained level, a set of coordinates, given by the carte-
sian product of dimension instances.

We also introduce an m-cube-algebra with closed
m-cube operations dice, slice, import-union, and pro-
jection; together with fact- and cube-extraction op-
erations. Other common data warehouse operations
like roll-up, drill-down, drill-across are subsumed by
these operations. To cope with heterogeneous mea-
sure units we also support unit conversion. In order
to exploit heterogeneities in m-cubes queries are typi-
cally double-staged: after selecting a sub-m-cube, us-
ing dice, the query can make use of additional schema
information like additional measures, refined granu-
larity, additional non-dimensional attributes, and ad-
ditional cube levels.

The paper is structured as follows: in Sec. 2 and
Sec. 3 we show how to model hetero-homogeneous
dimension hierarchies and hierarchies of m-cubes, re-
spectively, and provide structural definitions and con-
sistency criteria. In Sec. 4 we show how to query m-
cubes and introduce an m-cube-algebra. In Sec. 5
we briefly survey related work. In Sec. 6, which con-
cludes the paper, we give an outlook on future work.

62

2 Hetero-Homogeneous Dimension Hierar-

chies

In this section we first revisit and extend m-objects
(Neumayr et al., 2009) and, then, we show how to
model hetero-homogeneous dimensions with them.

2.1 M-Objects revisited

An m-object, as originally introduced, encapsulates
and arranges abstraction levels in a linear order from
the most abstract to the most concrete one. Thereby,
it describes itself and the common properties of the
objects at each level of the concretization hierarchy
beneath itself. An m-object specifies concrete values
for the properties of its top-level. This top-level de-
scribes the m-object itself. All other levels describe
common properties of m-objects beneath itself.

We now give revised definitions that support m-
objects with a partial (non-linear) order of levels.

Definition 1 (M-Object). An m-object o is described
by a 6-tuple (Lo, Ao, Po,ly,do,v,) where L, C Lp is
a set of levels from a universe of levels and A, C Ap
is a set of attributes from a universe of attributes.
The levels L, are organized in a partial order, as de-
fined by parent relation P, C L, X Lp, which as-
sociates with each level its parent levels. FEach at-
tribute is associated with one level, defined by function
lo: Ay, = Ly, and has a domain, defined by function
do © A, — datatypes. Optionally, an attribute has
a value from its domain, defined by partial function
Vo : Ay = V', where V is a universe of data values,
and vy(a) € do(a) iff vo(a) is defined.

An m-object has a single top-level, l, :==1 € L, :
el,:(,l)eP,.

We say o is at level [, if [ is its top-level. We further
say level I’ is a child of level { iff (I',1) € P,, and I’ is
a descendant of, or below, [ iff (I’,1) € P,f, where P,
is the transitive closure of P,, and I’ is a descendant
of or the same as [ iff (I',l) € P, where P is the
transitive-reflexive closure of P,.

M-objects, levels, and attributes have names, de-
fined by function name : O U L U A — names, where
names is the universe of names. Names of m-objects,
attributes, and levels are unique within one dimen-
sion.

Example 1 (M-Object Car). Product category car
(see Fig. 2) has three levels category, brand, and
model and defines a value for attribute catMgr.

An m-object can concretize another m-object,
which is referred to as its parent, by introducing new
levels, introducing new attributes, and providing val-
ues for attributes. The concretizes-relationship com-
prises classification, generalization and aggregation.
A concretization relationship between two m-objects
does not reflect that one m-object is at the same time
an instance of, component of, and subclass of another
m-object as a whole. Rather, a concretization rela-
tionship has to be interpreted in a multi-faceted way.
This is exemplified by the following example.

Example 2 (Concretization). M-object Car con-
cretizes Product. The concretization relationship is
to be interpreted in a multi-faceted way: m-object
Car is instance of level category of m-object Product
because level category, which is the first non-top-level
of m-object Product, is its top-level. It also specifies
a value for its attribute catMgr. M-object Car spe-
cializes m-object Product by introducing a new level
brand and adding attribute maxSpeed to level model.
The level model of m-object Car is regarded as a sub-
class of level model of m-object Product.
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A child m-object o’ chooses its single top-level from
the common second-top-levels of its parent m-objects.
It ‘inherits’ from each parent m-object o all levels be-
low its own top-level, together with the relative order
of these common levels. It also ‘inherits’ attributes as-
sociated with common levels, together with the prop-
erties of these attributes, as defined by functions I,
d,, and v,. In the case of multiple concretization the
top-level of the child m-object must be a common
second-top level of the parent m-objects.

For simplicity, we do not define this inheritance
mechanism and assume that each m-object is fully
described. We summarize the consistency criteria in
the following definition.

Definition 2 (Consistent Concretization). An m-
object o’ is a consistent concretization of another m-
object o iff

1. The top-level of o' is a second-top-level in o:
(lo’7 lo) € Po

2. Each level of o, from ly downwards, is also a
level of o': 1 € Ly : (Lly) € PX = 1€ Ly (level
containment )

3. All attributes of o, associated with a level that is
shared by o and o', also exist in o', {a € A, |
lo(a) € Ly} C A, (attribute containment )

4. The relative order of common levels of o and o
is the same: 1,I' € (Ly N L,) : (I,I') € P &
(1,1') € P (level order compatibility)

5. Levels newly introduced in o' have parents only
within o' : V(l, l/> cP,:le (LO/ \LO) =10 c Ly
(locality of level order).

6. Common attributes are associated with the same
level, have the same domain, and the same value,
if defined: For a € (Ay NA,):

(a) lp(a) =l (a) (stability of attribute levels)

(b) do(a) = do(a) (stability of attribute do-
mains)

(c) vo(a) is defined = v,(a) = vy (a) (compat-
ibility of attribute values)

2.2 Modeling Hetero-Homogeneous Dimen-
sion Hierarchies with M-Objects

We now describe how a homogeneous dimension hi-
erarchy can be modeled by m-objects: (1) The di-
mension is represented by a hierarchy of m-objects.
(2) Each dimension level corresponds to a level of
the root m-object. (3) Each level schema is repre-
sented by the attributes associated with that level of
the root m-object. (4) A dimension instance of some
dimension level is represented by an m-object, whose
top-level is the dimension-level. (5) Attribute values
associated with the top-level of an m-object describe
the dimension instance that the m-object represents.

Example 3 (Homogeneous Dimension Hierarchies).
Consider Fig. 4 ignoring all relationship symbols. M-
objects Product, Time, and Location represent the
dimensions of the Dimensional Fact Model depicted
in Fig. 1. The m-object beneath the gray line depict
dimension instances.

Additional non-dimensional attributes can be in-
troduced at various levels for the successors of some
dimension instance as follows: The m-object repre-
senting this dimension instance is extended by at-
tribute definitions at that level; the m-object now

Product

<T>

<category>
- catMgr : String

<model>
- costs : Float
Book Car
<category> <category>
- catMgr =, MrBlack’ - catMgr = ,MsWhite’
<model> <brand>
<model>
- maxSpeed : int
Porsche911
<brand>
<model>
HarryPotter4 Porsche911CarreraS Porsche911GT3
<model> <model> <model>
-costs=4 -costs = 55.000 -costs = 60.000
-maxSpeed = 250 -maxSpeed=260

Figure 2: Hierarchy of m-objects representing hetero-
homogeneous dimension hierarchy product. — At-
tributes are only shown at m-objects where they are
introduced or instantiated

serves also as dimension schema for the sub-hierarchy
rooted at this dimension instance.

Additional levels can be introduced for the suc-
cessors of some dimension instance as follows: The
m-object representing this dimension instance is ex-
tended with additional levels and now serves also as
dimension schema for the sub-hierarchy rooted in this
dimension instance.

Example 4 (Hetero-homogeneous dimension hier-
archy). In the dimension hierarchy product (see
Fig. 2), m-object car introduces additional attribute
maxSpeed at level model and additional level brand.

A data warehouse comprises multiple dimensions.
Each dimension D organizes a set of m-objects Op C
O in a hierarchy Hp, with levels Lp, taken from a
universe of levels L, and describes m-objects using
attributes Ap, taken from a universe of attributes
A. Each m-object, but the root-m-object, has one
or more parent-m-objects as defined by acyclic rela-
tion Hp : Op x Op. Let 0,0’ € Op, then o is said
to be a direct concretization of o or o' concretizes o,
iff (o’,0) € Hp, to be an indirect concretization of o
iff (o/,0) € H},, to be equal to or an indirect con-
cretization of o iff (¢o/,0) € Hj. H}) and H}, denote
the transitive and transitive-reflexive closure, resp.,
of HD.

In case of multiple concretization, stemming from
level hierarchies that are not in a total but only in a
partial order (see Fig. 3), we avoid conflicts due to
‘multiple inheritance’ by ensuring that each attribute
and each level is inducted at exactly one m-object.
We only consider dimensions with such concretiza-
tions of m-objects to be consistent.

Definition 3 (Consistent Dimension). A dimension
D = (0Op,Ap, Lp,Hp) is consistent, iff

1. Fach o € Op 1is an m-object according to Defini-
tion 1.

2. For each pair of m-objects (0',0) € Hp, o is a
consistent concretization of o according to Defi-
nition 2.
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3. Fach attribute and level is introduced at only one
m-object:

(a) a € (AbNAy) : 30 € O : (0,0) € Hf A
(o/,6) € Hy Na € A (unique induction
rule for attributes)

(b)l € (L,NLy):306 € O : (0,0) € Hy A
(o',0) € H5 Nl € L (unique induction rule
for levels)

4. If an m-object o' with top-level | is a direct or in-
direct concretization of m-object o where (I,1') €
P, then o' must concretize an m-object 6 with
top-level I'.

5. An m-object o may not directly or indirectly con-
cretize two m-objects o', 0" that are at the same
level, i.e., (0,0") € H* AN (0,0") € H* = Ly # lon
(unique level predecessor)

Levels in a dimension, Lp, are implicitly partially
ordered. This follows from the unique induction rule
for levels and level order compatibility. We say, I’ €
Lpisadescendant of | € Lp, written asl’ < [, if there
is an m-object o € Op in which I’ is a descendant of [.
We write I’ <[ to denote that I’ is either descendant
of or equal to [. Also note that < and < are transitive,
ie:Vl'le Lp:(FoeOp:(I,l) e P)v(Al" € Lp :
UVUAN D) =1 <1

Example 5 (Consistent Hetero-homogeneous dimen-
sion hierarchy). Consider dimension hierarchy Iloca-
tion in Fig. 3, m-object Lausanne is an indirect con-
cretization of m-object location via kanton Vaud and
country Switzerland. As level region is also a par-
ent level of level city in m-object location, Lausanne
must also concretize an m-object at level region. This
is with m-objects Alps the case.

3 Hetero-Homogeneous Cubes

In this section we revisit and extend definitions of
m-relationships (Neumayr et al., 2009) and, then, we
show how to model hetero-homogeneous cubes with
them.

3.1 M-Relationships revisited

M-relationships as introduced in (Neumayr et al.,
2009) are analogous to m-objects in that they describe
relationships between m-objects at multiple levels of
abstraction. They have the following features: (1)
M-relationships at different abstraction levels can be
arranged in concretization hierarchies, similar to m-
objects. (2) An m-relationship represents different
abstraction levels of a relationship, namely one rela-
tionship occurrence and multiple relationship classes.
Such a relationship class collects all descending m-
relationships that connect m-objects at the respec-
tive levels. (3) An m-relationship implies extensional
constraints for its concretizations at multiple levels.
(4) M-relationships can cope with heterogenous hier-
archies and (5) m-relationships can be exploited for
querying and navigating.

While our original approach considered only bi-
nary m-relationships without relationship attributes,
the revised definition below covers for n-ary m-
relationships that are described by attributes. Tak-
ing into account the data warehouse context the at-
tributes are measures, have an associated aggregation
function, and a connection level indicating at which
detail measure values are provided.
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Location

<T>

<country> | <region>

<city>
- inhabitants : int

/ i

™

Switzerland Alps Austria
<country> <region> <country>
<kanton> <city> <city>
<city>
<store>

i
Vaud

<kanton>
<city>
<store>

Lausanne Montreux Salzburg
-inhabitants=119 000 -inhabitants=58 381 -inhabitants=149 470
<store> <store>

tellinc gesslerLtd TschudiComp
<store> <store> <store>

Figure 3: Hetero-homogeneous dimension hierarchy
location with multiple concretization

Definition 4 (M-Relationship). An m-relationship
r = (01,.,0n; M,byu, f,v) between m-objects
01, ...y Op, its coordinate (denoted also by coord(r)), is
described by a set of measures M. Its top-connection-

level I, is implicitly given by the top-levels of the refer-
enced m-objects, i.e., L. := (l5,, ..., 15, ). Each measure
m € M is described by

1. a connection-level, as defined by total function
b: M — (Lo, X...xL,,)

2. a unit of measure, as defined by total function
u: M — U, where U is a universe of measure
units.

3. a distributive aggregation function, as defined by
total function f: M — {Sum, Max, MIN}.

4. an asserted value (primary fact), as defined by
partial function v: M — V. A measure m € M
has an asserted value iff the connection-level of
m is equivalent to the top-connection-level of r,

i.e.: v(m)is defined < b(m) = I,.

When talking about different m-relationships, e.g.
r and 7/, we alternatively use subscripts (e.g., M, and
M,+) or quotes (e.g. M, b, being features of r and M’,
b’ being features of ') to denote the context of sets
and functions.

Definition 5 (Measure Units and Measure Types).
Each measure unit uw € U is member of one measure
type t € T, where T is a universe of measure types,
as defined by total function type : U — T.

Example 6 (M-Relationship). Consider m-
relationship sales in Fig. 4 between m-objects
Product, Time, and Location. It defines measure
revenue at connection-level (model,month,city) with
unit of measure € and aggregation function SUM.
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revenue (SUM, € )
<model,month,city>

Location

<>

<country> | <region>

<city>

- inhabitants : int

Product Time
<> B
<category> ) <years
- catMgr : String
<month>
<model>
- costs : Float
2009
Book <year>
<category> <month>
- catMgr = ,MrBlack’ /I\ /I\
<model> feb09 jan09
/I\ <month> <month>
HarryPotter4
<model>
-costs =4

revenue =5

Figure 4: Homogeneous data warehouse modeled with m-objects and m-relationships

To discuss concretization of m-relationships we
need the notions of partial order of connection lev-
els and partial order of coordinates.

Definition 6 (Partial Order of Connection Levels).
Given a coordinate (01, ...,0,) and the levels of the
m-objects of that coordinate, L,,,...,L,, , and two
connection-levels (I}, ...,1.), (I1,..,1n) € (Lo, X ... X
L,,). Wesay (Ii,...,1}) is a descendant of (I1,...,1,),
written as (I5,..,00) < (li, ..., ln), iff for i=1..n each
level I} is a descendant of l;, i.e.,

(I, 0) 2, ly) e KU A AL =,

Definition 7 (Partial Order of Coordinates).
Given n dimensions, D1,...,Dn, of n disjoint sets
of m-objects, Opi,...,Opy). We say coordinate

(0h,...,00) € (Op1 X ... x Opy,) is a descendant of or

equal to coordinate (01,...,0,) € (Op1 X ... X Opy,),
written as (01, ..., 00) <X (01,...,0n), iff Vi : (0},0;) €

Hpi*. In this case we also speak of a sub-coordinate.

Coordinate (0Y,...,0)) is a descendant of - or

s Oh)
proper sub-coordinate of - coordinate (o1,...,04),
written as (07, ...,00,) < (01, ...,0n), iff for all dimen-

sions i=1..n, 0} is a descendant of or is equal to o;,

and for at least one dimension j, 03» is a concretiza-

tion of 0j, i.e., Vi, : (0;,0;) € Hp, ANF7_; @ (0,05) €
H,.

Coordinate (0, ...,0,,) overlaps with coordinate
(01, .y 0), written as (0}, ...,0,) § (01, ..., 0n), iff they
have some (sub-)coordinates in common, that is, for
all dimensions, i = 1..n, the respective dimension
m-objects o}, 0, are either equal or in a concretiza-
tion relationship: (0),...,00,) ( (01,...,0n) < (VI :
(0}, 0i) € Hp; V (04,07) € H};)

An m-relationship is concretized by substituting
one or more of the m-objects in its coordinate by de-
scendant m-objects. The descendant m-relationship
must provide values for the measures at its top-
connection-level and may add measures, and move
the connection-level of a measure to a more specific
connection-level.

Alps Austria CEE
<region> <country> <region>
<city> <city> <city>
Salzburg Vienna
<city> <city>
-inh.=149 470 -inh.=1 691 468
Definition 8 (Consistent Concretization

/

of M-Relationships). A m-relationship =
(o, .,ol; MV W/, f',0") € R is a consis-
tent  concretization of another m-relationship
r=(01,...,0n; M,b,u, f,v) € R, iff

1. (0}, ..., 0}) < (01, .., 0p)

2. every measure m of r, m € M, with a base-level
that is below or equal to the top-level of r', is also
a measure of ', every other measure of v is not
a measure of v’ (measure containment):

{m e M | b(m) <} € M’
{meM|bm) £l }NM =0

3. for each measure m shared by r and r’, the base-
level of m at r' is the same or below the base-
level of m atr: Ym € (M N M') : V/(m) < b(m)
(assured granularity)

4. Common measures are associated with measure
units of the same measure type and the same ag-
gregation function: Form € (M N M'):

(a) type(u’(m)) =
measure types

(b) f'(m) = f(m) (stability of aggregation
functions)

type(u(m)) (stability of

Example 7 (Concretization of M-Relationships).
M-relationship sales between m-objects HarryPot-
ter4, feb09, and Salzburg concretizes sales between
m-objects Product, Time, Location and its top-
connection level is (model,month,city), thus it defines
a value for measure revenue. An example for intro-
ducing additional levels and moving measures to more
specific connection-levels will be given later.

3.2 Modeling Hetero-Homogeneous M-
Cube-Hierarchies with M-Relationships

We first describe how a homogeneous cube of n di-
mensions can be modeled by m-relationships: (1) A
cube is represented by a concretization hierarchy of
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<category,year,country>
- cheapestOffer (MIN, €)
<model,month,city>
- revenue (SUM, €)

sales

Product

. Location
<T> Time

<>

<category> <T>
catMgr : String

<country> | <region>
<year>

<model> < th> <city>
- costs : Float mon - inhabitants : int
Car 2009 Switzerland

<category> <year> <country>
- catMgr = ,MsWhite’

<month> <kanton>
<brand> .

<city>

<model>

<store>

- maxSpeed : int

sales
<category,year,country>

- cheapestOffer (MIN, CHF)

=10000

<brand,month,city>

- qtySold (SUM, nr)
<model,month,store>

-revenue (SUM, €)

Figure 5: Concretization of m-relationship sales, also
representing a hetero-homogeneous cube

n-ary m-relationships. (2) The root m-relationship
connects the root m-objects of these n dimensions.
(3) The root m-relationship has measures associated
with a single connection-level which consists of the
bottom levels of these n dimensions and gives the
measures of the cube. (4) The cells or facts of the cube
are represented by m-relationships that concretize the
root m-relationship and connect n m-objects that are
at the connection-level for which the measures of the
root-m-relationship are defined and give values for
these measures.

Example 8 (Homogeneous Cube). Fig. 4 depicts
a homogeneous cube schema sales (above the gray
horizontal line) and its facts (below the gray line).
Note, while the m-cube approach provides a coherent
model both for cube- and dimension-schemas as well
as their instances, its graphical representation is obvi-
ously not meant to be used to fully model a cube with
all its facts and dimension instances; it is rather used,
analogously to object diagrams in UML, to model ex-
emplary dimension instances and facts together with
dimension and cube schema. The cube schema corre-
sponds to the Dimensional Fact Model depicted in 1.
The cube extension has two facts.

We now describe how a hetero-homogeneous cube
of n dimensions can be modeled by m-relationships:
Cubes can be hetero-homogeneous in that (1) sub-
cubes have additional measures, (2) different sub-
cubes may give different units for the same measure
(3) various measures are provided at mized granu-
larities(4) different sub-cubes may provide the same
measure at different granularities (see examples given
in the Introduction).

Additional Measures can be introduced at a sub-
cube identified by a coordinate (o1,...,0,) as fol-
lows: An m-relationship for this coordinate is intro-
duced. This m-relationship defines a measure for the
connection-level at which values for the measure are
provided.
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Different sub-cubes with different units for the
same measure are supported as follows: An m-
relationship for the coordinates of each sub-cube is
introduced and gives a different unit of measure.

Cubes with measures that are provided at mized
granularities can be represented as follows: An m-
relationship is introduced that associates these mea-
sures with different connection levels.

Cubes in which different sub-cubes provide the
same measure at different granularities are repre-
sented as follows: An m-relationship is introduced
for the cube and gives measure at some connection-
level. For each sub-cube that provides this measure
at a more detailed granularity, an m-relationship is
introduced and associates this measure with a more
specific connection level.

Example 9 (Hetero-Homogeneous Cubes). Fig. 5
depicts a fragment of a hetero-homogeneous cube.
- Note, this example is different from previous
ones for sake of presentation and simplicity. - M-
relationship sales between m-objects product, time,
and location introduces two measures at mixed gran-
ularities.  Measure cheapestOffer for connection-
level {category,year,country) and measure revenue for
connection-level (model,month,city). M-relationship
sales between category car, year 2009, and coun-
try Switzerland concretizes the above m-relationship
as follows: (1) It introduces an additional mea-
sure qtySold for connection-level (model,month,city).
2) It moves measure revenue from connection-level
model,month,city) to (model,month,store). Thus it
provides for different granularity of measure revenue:
the cube will have stored revenue values for models
of cars, months in 2009, and stores in Switzerland,
but not for other product categories, months in other
years, stores in other countries. (3) It provides a dif-
ferent unit of measure for cheapestOffer, that is swiss
francs instead of €.

The notion of a multi-level cube (m-cube), as de-
fined below, generalizes the cube in the Dimensional
Fact Model (Golfarelli et al., 1998).

Definition 9 (Multi-Level Cube). A multi-level
cube C = (Dq,...,Dy; S, R) connects n dimensions,
Dy, ...,D,. Its root-coordinate S is identified by a
tuple (01,...,0n) € Op, X ... x Op,. R is a set of
m-relationships which represent the measure schema
and the base facts of C.

The m-relationships of C' that provide a measure-
value are called the base facts or base cells of C.

When talking about different m-cubes, e.g. C
and C', we alternatively use subscripts (e.g., X¢) or
quotes (e.g. Dq, S, being features of C' and D}, S’
being features of C’) to denote the context of sets
and functions. Whenever the context is clear we use
unquoted variables (e.g. Dy, S).

We now define consistency criteria that avoid con-
flicts due to multiple inheritance and avoid overlap-

ping facts. For this definition we use the set R, of di-
rectly subsuming m-relationships of a m-relationship
rR={r"eR|rr"AP" eR:r 20" <1}
Definition 10 (Consistent M-Cube). A multi-level
cube C = (D, ..., Dy; S, R) with root-coordinate S =
(01, ..., 0p) is consistent iff

1. there is one m-relationship in R that corresponds
to root-coordinate S.

2. for each cell x € X there is at most one corre-
sponding m-relationship in R.

3. For each pair of m-relationships r,7" € R, if '’ is
a concretization of v, v’ < r, then v’ is a consis-
tent concretization of r according to Def. 8.
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4. Each measure 1is introduced at only one m-
relationship: ¥Yr,r' € R : 3Im € {M, N M/} =
I € R:m € My A coord(r) =< coord(r") A
coord(r’) = coord(r”) (unique induction rule for
measures)

5. For each measure m shared by two overlapping
m-relationships r and v’, coord(r) () coord(r’), if
r defines a value for m than v’ must not define a
value for m: v,.(m)is defined = v,ris not defined.
(unique assertion of values)

6. For each non-empty cell x, for each pair r,v’ of
direct subsuming m-relationships of x that con-
tain a measure m with base-level below or equal
to the level of x, the measure unit and the base
level for m are the same at r and r':

Ve e X,Vr,r € R,,Ym € M, N M, -
(3r € R : coord(r) < x) A (by(m) <1z Vb (m) <

;) =

(a) u.-(m) (m) (unit conflict avoidance)

= u’l’"
(b) by(m) = b.(m) (base level conflict avoid-
ance)

Unit conflict avoidance and base level conflict
avoidance (Def. 10, item 6) ensure that possible
conflicts due to multi-dimensional concretization are
solved explicitly by an m-relationship directly be-
neath the conflicting m-relationships.

An m-cube represents hetero-homogeneous base
facts as possibly extracted and loaded from various
source OLTP databases. An m-cube defined between
with root-coordinate (o1, ..., 0,,) implicitly also repre-
sents a cube of cubes. This cube of cubes consists
of a set of homogeneous cubes, one for each n-tuple
of levels in the cartesian product of the levels of the
m-objects of the root coordinate. The cells of such a
cube are given by the cartesian product of m-objects
at those levels.

Example 10. Fig. 6 depicts the homogeneous cubes
of m-cube sales; Fig. 7 shows a sample whereby we
ignore dimension time for simplicity.

A hetero-homogeneous cube exists for each sub-
coordinate and consists of those m-relationships of
the given cube that are descendants of that sub-
coordinate.

Example 11. Sub-m-cube sales(Car, Time, Switzer-
land) takes a closer look at car sales in Switzerland.
Fig. 8 depicts the homogeneous cubes of this sub-
m-cube ignoring dimension time. Note, that the di-
mension levels identifying these cubes are not shown.
Additional cubes become available for the additional
dimension levels kanton and store defined for country
Switzerland (see Fig. 3) and additional level brand
defined for category car. Further, additional measure
qtySold is available for the cubes at connection-level
(brand,city) and above, since this measure has been
defined for cars in Switzerland for this level (see Fig.
5). Note that for descendant connection-levels the
cubes show a null-value for this measure.

The aggregate cell (or fact) has the coordinate of
the m-cube and a value for each measure that is pro-
vided for this coordinate or can be calculated from
the base cells of the m-cube.

Example 12. The top-left entry in Fig. 7 and the
top-left entry in Fig. 8 represent the aggregate cells of
coordinates (product,location) and (car,switzerland)
respectively.

T country city

Switzerland
Austria
Lausanne
Montreux
Salzburg
Vienna

D v
NN

)
e

NAWN

4|

Product

SN

AN
NN
N

\

Car

/ Book
| | |/ /] pot1ics .
PO11GT3 3
a VWGolf &
7*‘ — HP4
4 Time T
_17 2009 year
jan09
L feb09 month

Figure 6: Visualization of homogeneous cubes derived
from dimensions product, time, and location of m-
cube sales. For simplicity, dimension level region is
not shown

Thus, a multi-level cube implicitly describes all
(roll-up) cubes that can be derived from a base cube
and its dimensions.

In the subsequent section we introduce an m-cube
algebra whose operations can be used to extract the
aggregate cell, a homogeneous cube, or a hetero-
homogeneous cube from an m-cube. There we also
describe how the measure values of these cubes and
the aggregate cell (fact) are determined.

4 Querying M-Cubes

In this section we introduce an algebra for multi-level
cubes. There are three types of operators

1. closed m-cube operators (dice 0, slice o, import-
union U;, projection w) apply to m-cubes and
produce m-cubes as result

2. the fact extraction operator ¢ applies to an m-
cube and extracts all measure values of a given
cell into a relation with a single tuple

3. the (roll-up) cube operator k applies to an
m-cube and produces a homogeneous roll-up
cube (a relation with primary and/or aggregated
facts) as result, which allows to apply traditional
cube operations and facilitates integration with
current data warehouse technology

Some common cube-operations like roll-up and
drill-down are not part of the algebra but are de-
fined as mappings from one k-application to another
k-application.

Based on this m-cube algebra we propose a
two-stage approach to analyze data in hetero-
homogeneous m-cubes, (1) selecting a (sub-)m-cube
and (2) specifying the guery based on the schema of
the selected (sub-)m-cube. Queries consistent with
the schema of the (sub-)m-cube return homogeneous
and correct answers. Note that a sub-m-cube typi-
cally has a richer schema than a more general m-cube
(as exemplified in Fig. 8).
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T country city
T

c 3 ¢ X o0
2 § 2 5 £ & 3
3 2 % 8§ 5 § XN
S & 2 5=5 3
T Product 20 13 7 6 7 7 4
category Car 13 10 3 5 5 3 4
Book 7 3 4 1 2 4 4
P911CS 7 5 2 32 2 4
model P911GT3 7 5 2 3 2 2 4
VWGolfXY 6 5 1 2 3 1 4
HP4 7 3 4 1 2 4 4

Figure 7: Homogeneous cubes of a sample m-cube
sales showing values for measure revenue as defined
by m-relationship sales between Product and Loca-
tion, ignoring dimension Time and level region.

country  kanton city store

o
£

]
5 © X ® 9
3 e g T3
N o ] € 2 % 2
2 ® a S = g 3
%) > - = S o
Car 28/17 28/17 18/11 10/6 9/ 9/ 10/
Po11 ~10/10 19/10 11/6 8/4 5/ 6/ 8/
VWGolf  9/7 9/7 7/5 2/2 4/ 3/ 2/
P911CS 10/ 10/ 5/ 5/ 3/ 2/ 5/
P911GT3 9/ 9/ 6/ 3/ 2/ 4/ 3/
VWGolfXY 9/ 9/ 6/ 3/ 4/ 3/ 2/

Figure 8: Homogeneous cubes of sub-m-cube with
root-coordinate (Car,Switzerland) of m-cube sales de-
picting measures revenue and qtySold where available

The query consists of (i) optionally a set of boolean
predicates to narrow the analysis on cells whose m-
objects fulfil the predicate (corresponds to operation
slice in Def. 15) (ii) optionally a set of measures of
interest (corresponds to operation projection in Def.
12), iii% optionally a measure unit for each measure
and (iv) a cell coordinate to retrieve facts of a sin-
gle cell, or a cube coordinate to retrieve facts of all
cells within the specified cube (corresponds to opera-
tions fact extraction in Def. 20, and cube extraction
in Def. 22, respectively). If not specified explicitly all
available measures are considered and values are con-
verted to the measure unit specified at the specified
(sub-)m-cube (see Fig. 9 for an example query and
its results).

4.1 Closed M-Cube Operations

The dice-operator selects a sub-m-cube from an m-
cube.

Definition 11  (Dice 4). Given an input
m-cube C = (D1,...,Dp, S, R), coordinate
(01,.,0,), and that there is a m-relationship
r = (01,..,0n, M,b,u, f,v) € R, then 0o, 0,C
results in output-cube C' = (D, ..., D,,,S’, R") with
S' (01, -+, 0n)
={r €R| coord(r’) <X (01,...,0n)}

Example 13. Dice operation
d(Car,2009,Switzerland)Sales  retrieves a  sub-m-
cube car09SalesCH containing m-relationships

with  coordinates that are descendants of
(Car,2009,Switzerland). Fig. 8 depicts the cube of
cubes of this m-cube.
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Figure 9: Homogeneous cube of sales revenue for car
sales in 2009 in Switzerland in big cities with cells at
level (model, Time,store)

The projection operator applied on an m-cube, re-
turns an m-cube with a reduced set of measures.

Definition 12 (Projection 7). Given an input m-
cube C = (Dy,...,D,, S, R), and a set of measures
M € Mg, then wpC results in output-cube C' =
(D1,...,D,, S, R, with R’ defined as follows: for
each v = (01, ...,0n; M,b,u, f,v) € R there is a v’ =
(01, ceeyor; MV 0, f0") € R, with M := M N M,
and for each m € M': b'(m) := b(m), v'(m) := u(m),

f(m) = f(m), f'(m) := f(m), and v'(m) := v(m).

As prerequisites for predicates used as selection
criteria in slice-operation we define the notions of sta-
ble upward navigation and class extension.

Definition 13 (Upward Navigation). The ancestor
m-object of m-object o € Op at level |l € L,, denoted
as o[l], is defined by

o[l] L (0,0') € Hiy Al = 1.

An m-object represents for each level of direct
or indirect descendants the class of descendant m-
objects of that level. To refer to the set of m-objects
at level [ beneath m-object o, we write o(l). For ex-
ample, car(model) refers to the set of m-objects at
level model beneath m-object Car.

Definition 14 (Class Extension). The class of m-
objects of m-object o € Op at levell € L,, denoted as
o(l), is defined by

o(l) o {0 ]| (0/,0) € Hjy A ly =1}

A predicate is a boolean expression over attributes
of a class of m-objects, o(l) and of its ancestors (using
upward navigation). Note, that predicates could be
predefined at m-objects and associated with a level
like attributes. Then these predicates could be over-
written in concretizations.

A slice-operation on a given m-cube selects all co-
ordinates at a given level that fulfill the given criteria
and returns an m-cube with all m-relationships from
the given m-cube that are between descendants of the
given coordinates, between ancestors of the given co-
ordinates, or are at these coordinates. Dimensions
Dy, ..., D, and root-coordinate S = (o1,...,0,) are
the same in both the input m-cube and the output
m-cube. An outer-slice has the same output but addi-
tionally consists of all m-relationships from the input
m-cube that are above the cube-level of the selection.

Definition 15 (Slice o). Given are an input m-
cube C = (Dq,...,Dp,S,R) with S = (01,...,0n)
and selection predicates (p1,11), ..., (Pn,ln).  For
T(p111),s.s(pnsly) L0 be applicable on C, there must not
be an m-relationship in R with an asserted measure
value above cube-level (ly,...,1,). The slice opera-
0N T (p 11),..(p ) O TESUlES in output cube C' =
(D1,...,Dy, S, R') where R’ is gwen as follows. Let
the selected cells be given by X := {o € o1(ly) |
p1(0)} x...x{o € 0, (l,) | pn( )} and let the included
m- relatwnsths be given by R:={r € R | 3r € X :
r=<xz}. Then R :=RU{reR|Ir e R:7=<r}.
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Example 14 (Slice). Slice-operation
O (inhabitants>100000,city) Car095alesCH  selects  m-
cube car09SalesCHinBigCities, which comprises
m-relationships representing car sales of 2009
in Switzerland in cities with more than 100000
inhabitants.

Definition 16 (Outer Slice 7). Outer Slice is defined
as Slice in Def. 15 with the difference that R’ is de-
fined as follows: R

R :=RU{reR|(l1,...0) <1}

Import Union inserts a cube into an existing cube.
It can be seen as a bulk operation for inserting m-
relationships. The resulting cube needs to be consis-
tent according to Def. 9.

Definition 17 (Import Union U;). Given two input
cubes, main cube C = (Dy,...,D,, S, R) and to-be-
imported cube C' = (Dy,...,D,, S, R'), with fr € R :
r <8 and 8" X S, then C U; C' results in output
cube C"" = (D1, ..., Dy, S,R") with R := RUR/.

4.2 Fact and Cube Extraction

Before defining fact and cube extraction operators we
need to investigate which measures are available for
a given coordinate. A measure at a given coordinate
may be provided by a m-relationship of the m-cube,
i.e., be an asserted fact, or be derived through appli-
cation of the aggregation function provided with the
measure definitions.

Definition 18 (Common Measures at Coordinates).
Given a coordinate x = (01, ...,0y,) from a consistent
m-cube C = (Dy,...,Dy; S, R), its set of measures,
M., is given by the union of measures of its direct
subsuming m-relationships R, given that the mea-
sures connection-level is below or equal to the level of
x: M, = A . R
{m € UTERw M, |Vr € Ry : bp(m) = (logs ey lo, )}
For each measure m € M, given one of its direct

subsuming m-relationships v € R, that contains m,
m € M,, the base-level, unit-of measure, and aggre-
gation function are those defined at r:

1. by(m) := b (m)
2. ugz(m) :=up(m)

3. fw(m) = fr’(m)

Conversion between measure units is facilitated by
multi-polymorphic function conv. It applies, depen-
dent on the pair of source and target measure units,
a simple arithmetic expression on the numeric input
value to produce an output value. We assume, that
there is a conversion expression for each pair of mea-
sure units that are members of the same measure
type. Context-sensitive unit conversion, e.g. time-
dependent currency conversion, is facilitated by ex-
tending function conv to take dimension objects, i.e.
a cell-coordinate, as additional parameters. The ex-
tended conv-method is multi-polymorphic in the two
measure-units and in these dimension-objects. For
space-limitations we do not further discuss this exten-
sion S‘aund refer the interested reader to (Schrefl et al.,
1998).

Given a source measure unit ugs € U, a target mea-
sure unit u; € U, with type(us) = type(u;), and an
input value v € V, operation conv(us, us, v) returns a
value that is the conversion of value v from measure
unit us to measure unit u;.

We now define how measure values are derived
from asserted facts.

Definition 19 (Aggregation of Measures val). Given
an m-cube C = (Di,...D,, S R), a cell x =
(01,...,0n) with Ir € R : v =X x, measure m € M,,
and measure unit u € U, with type(u) = type(u(m)),
then the value of measure m at coordinate x converted
to unit u, val(m,z,u), is calculated by applying ag-
gregation function fr(m) on the set of converted m-
values of m-relationships below or at cell x, given by
= {r € R|r = a}; or null if this set is empty,
ie.:
val(m, z,u) =

fe(m)(U,cr, conv( if Ir e Ry, :
uT(m)>u7 (UT(m))>) ('Ur(m) is deﬁned)
null otherwise

We are now ready to define the fact extraction
operator.

Definition 20 (Fact Extraction ¢). Given an m-
cube C = (Dq,....,D,, S, R), a cell x = (01,...,0n)
with Ir € R : r <X x, and a mapping from measures
to measure units (my — uq,...,my — ug), then fact
extraction operation gp(ol,...,on),(mlr—>u1,...,mkHuk)C re-
turns a relation with schema (D1, ..., Dy, my
Up,y ..., M : U) and an instance consisting of one tu-
ple (01, ..., op,val(my, x,u1), ..., val(my, T, ug)).

When leaving out the mapping from measures to
measure units, fact extraction results in a relation
with all measures that are available at the respective
cell and converts each measure to the respective unit
of measure defined at this cell (see Def. 21).

Definition 21 (Fact Extraction Shorthand ).
Given cell x = (o1, ...,0n) with Ir € R : r < x with
measures M, = {my,...,my} and units of measures
Uy = {m1 = U, ...,mp — ug}, then po . 0. C is a
shorthand fO’f’ P (01500500, (MU oy g U

A cube extraction operation returns a homoge-
neous cube, consisting of a tuple for each non-empty
cell at a given cube-level.

Definition 22 (Cube Extraction k). Given an m-
cube C = (Dy, ..., Dy, S, R), a cube-level (1y,...,1,) €
(Lpy, -, Lp,), and a mapping from measures to mea-
sure units (m1 UL, ., T — U

The set of non- empty cells ofC at level (Iy, ..., 1),
denoted as C(ly,...,1n), is given by {(01,...,0n) € X |

(HTGR:Tj(Ol,..., ))/\lol—ll/\ /\lol—ll}

The result of cube extraction  operation
K(lyyeoln)s(mysu,mi—sug)C 98 the  relation  given
by union of facts of all non-empty cells at level
(I1, sl
’%(ll,...,ln),(mlb—nzl,...,mkHuk)C =

UxGC(ll,...,l

Example 15. Given our m-cube
car09SalesCHinBigCities of car sales, the homo-
geneous cube with measure revenue of sales rolled
up to level model,store can be extracted by applying
projection and subsequent cube extraction operators,
€.8., K(model,store),(revenue—s €)7TrevenuecaTOQSaleSCH'
inBigCities. Fig. 9 depicts the result of this query as
cross table.

In order to retain measures that are available at
some but not all cells of a cube, we use outer union
(Codd, 1979) on facts extracted according to Def.
21. Note that we accept null values and heterogenous
measure units in the resulting cube (see Def. 23).

Definition 23 (Outer Cube Extraction g). The re-
sult of K, ,...1,)C' is the relation given by outer union,
denoted as U on facts of all non-empty cells, at level

(l1, .oy ln)
R(llv'“vln)c = n>(SDCC)

n) (@z,(mlHul,...,mkHuk)C)

UIEC(ll,...,l
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5 Related Work

Heterogeneities in data warehouses are widely ac-
knowledged as an important research direction and
have received considerable attention in the litera-
ture, especially on data warehouse integration (Tor-
lone, 2008; Berger and Schrefl, 2008), summarizabil-
ity (Hurtado and Mendelzon, 2001), OLAP visual-
ization (Mansmann and Scholl, 2006; Cuzzocrea and
Mansmann, 2009), and conceptual modeling (Mali-
nowski and Zimdnyi, 2006). These works especially
discuss heterogeneities in dimension hierarchies, such
as non-covering, non-strict, and asymmetric hierar-
chies. However, to the best of our knowledge, none
of these approaches provides for a top-down modeling
approach of hetero-homogeneous dimension and cube
hierarchies.

Conceptual data warehouse design has attracted a
lot of work, various approaches are based on entity-
relationship modeling, such as (Song et al., 2008), on
the UML, such as (Trujillo et al., 2001), or on abstract
state machines (Zhao and Schewe, 2004). The well-
established Dimensional Fact Model (Golfarelli et al.,
1998) has been used in this paper as starting point to
illustrate homogeneous data warehouse schemas and
how hetero-homogeneous hierarchies extend them.

An important area of work concerns summarizabil-
ity (Lenz and Shoshani, 1997; Hurtado and Mendel-
zon, 2001) and formal aspects of aggregation in data
warehouses (Lenz and Thalheim, 2001). In this con-
text (Gray et al., 1997) introduce the notions of dis-
tributive, algebraic, and holistic aggregation func-
tions. In this paper we only considered measures
based on distributive aggregation functions, a restric-
tion we will relax in future work.

6 Conclusion

In this paper we introduced hetero-homogeneous hi-
erarchies and discussed their application to data
warehousing.  We provided structural definitions
and consistency criteria based on m-objects and m-
relationships.

We believe that hetero-homogeneous hierarchies
are a very promising approach to modeling and query-
ing data warehouses. Interesting issues which we will
investigate in the future are:

e Aggregation operations. In this paper we limited
the discussion on measures based on distributive
aggregation functions SuM, MAx, MIN. We ex-
cluded operation COUNT due to the lack of a
meaningful definition of its semantics in the pres-
ence of different and mixed granularities. Future
work needs to address peculiarities of aggregation
operations in multi-level cubes, in the flavor of
(Lenz and Thalheim, 2001), especially concern-
ing empty cells, as well as algebraic and holistic
aggregation operations.

e Prototype. Future work needs to provide a proof-
of-concept prototype. We will investigate how
our m-cube approach can be implemented on top
of object-relational DBMS.

e Efficiency. In this paper we discussed a concep-
tual modeling and querying approach, disregard-
ing optimization issues. In the future we also
want to investigate how hetero-homogeneous hi-
erarchies can be implemented and queried effi-
ciently.
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Abstract Currently, there are a number of expertise search

Thi hto di h ésj%/stems and that are implemented for particular systems
IS paper proposes an approach to discover the expertige,njine communities. In the former case, the system

of researchers using data mining with skill classificatio%ay have a limited data set and searching is by

ontology. The skill classification ontology is ankeyword/field matching according to the used
information model containing skills of doing research i'fechnologies (e.g. the databases or the profiles). For

the area of computer and information science. Rynertise search in an online community, correlation of
methodology to build the ontology is presented. Th data and the analysis of them are important.

expertise search system is developed, which uses the sllo efore it is hard to locate particular expertise by

clas_sifica_tion ontolo_gy,_ researcher profiles and _resear‘é@arching in an online community because of the vast
profiles in the retrieving process. These proflle_zs angdount of data. The expert search system may also
ontology are expressed by OWL. Also, the matching ang, ige an initial analysis of information by assigning

ranking processes are proposed and these follQW,es phased on degree of expertise. Also, ranking
semantic-based matching. We explored the evaluation levant expertise is focused. '

the retrieving process and the result shows that theData mining is the process of discovering knowledge
proposed approach enables the expertise search systemq g hejr associations from a large amount of the data.
be efficient regarding accuracy. The data mining with ontology is using ontology to
Keywords  Expertise Search, Ontology, Matchingrepresent the results (Nigro et al., 2007). The system is

Ranking, Data Mining. able to determine the knowledge at different concept
i levels (Han, 1995). The most representative applications
1 Introduction relate to many research areas such as Medicine, Biology

Expertise is the embodiment of knowledge and skilland Spatial Data, etc. Using ontology, an analysis of
within individuals (Crowder et al., 2002). An individual information relevancy is implemented by considering on
may have different levels of expertise about differerthe semantic relations of terms defined in ontology. Also,
topics, and the expertise distinguishes experts from lebe degree of the relevancy is defined. Applying data
experienced people and novices. Expertise seargfining, the expertise search system develops some
describes the process of seeking to find the people whtgorithms to extract association rules or knowledge from
might have the desired knowledge and skills. The seekimgarge collection of data.

requires a range of information relating to levels of In this paper, we propose an approach of using
knowledge or experience possessed. There are mamypology to determine the expertise of the researcher and
technigues available to obtain the knowledge related for retrieving processWe developed an expertise search
expertise. For example, Ehrlich and Shami (2008) analysgstem that used skill classification ontology to analyse
the tools that people use to search for an expert suchtbe expertise of the researcher. Here, skill represents the
guestioning through dialog with an expert, personaxpertise of the researcher and is analysed based on the
networks and directories. Some systems use the profilesearch conducted by that researcher. We propose some
that indicate their expertise; such profiles may beontributions with detailed descriptions as follows.

obtained from different information sources such as (i) A process to build the skill classification
curriculum vitae, publications, blogs, web sites and ontology. The skill classification ontology is
research project details. Combining such different data an information model that contains terms
together may require gluing of vocabulary (Aleman-Meza related to various types of expertise in the
et al., 2006). The expertise search is thus a mechanism to area of computer and information science

support expert search. (i) A methodology of data mining to determine

expertise of the researcher using the skill

Copyright ©2010, Australian Computer Society, Inc. This paper classification ontology. Probability value of

appeared at the Seventh Asia-Pacific Conference on Conceptual the determination is defined. _

Modelling (APCCM 2010), Brisbane, Australia, January 2010. (iii) The matching and ranking methodology in
Conferences in Research and Practice in Information retrieving the relevant researchers who may
Technology, Vol. 110. Sebastian Link and Aditya K. Ghose, have competency matched to the desired
Eds. Reproduction for academic, not-for profit purposes expertise. The matching follows semantic-
permitted provided this text is included. based matching according to the skill
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classification ontology. Also, the evaluation is (i) Creating skill classification ontology. The
presented. skill classification ontology consists of CCS
The rest of the paper is organised as follows. Section 2 ontology and support ontology. The CCS
discusses some related works. Section 3 presents the ontology follows the ACM category (ACM,
development of the expertise search system and describes 1998). The support ontology is an extension
the data set used in this work. Section 4 describes the skill model of the CCS ontology. The skill
classification ontology and the methodology to create it. classification ontology is used for retrieving
Section 5 presents the determination of expertise of the expertise.
researchers. Section 6 presents the matching and ranking (iii) Expertise analysis of the researcher. We use
process in retrieving the researchers according to the the skill classification ontology to analyse
desired expertise. Section 7 illustrates the developed the related expertise of the researcher
expertise search system and the evaluation is discussed. (described in Section 5).
Section 8 is a conclusion. (iv) Creating researcher and research profile. In

this step, we provided a generator to create
2 Related Work the profiles that are expressed by OWL
There are various approaches related to expertise search. (OWL, 2004).

Zhang et al. (2007) utilise an online community to find )
the people who may have expertise for answering a
particular question. They analyse the experts by
considering interactionsf the people inquestioning and
answering the questions. Sim and Crowder (2004) use_
existing organisationally heterogeneous information (i Collecting the
sources to locate the experts. They provide an expertise

model that defines the relationship of different Reseach

description
i H r /

information sources to locate the experts. Anothe — Creaﬁng‘skm omology v Dovelonng exparisssearh systom
approach of locating expertise is the work of McDonald ¢} gassification ontology ow)

and Ackerman (2000). They propose making referrals of rovemon sesopion,
information to assist the people to find the experts. y ontology
Ackerman et al. (2003) present an approach that allows;, Experiss analysis peearchand L
everyone to contribute their competencies by labelling ™ \
their expertise with relative concepts that describe the pmﬂ.es

expertise. Macdonald and Ounis (2008) propose ap—— o) ,,
approach that uses a range of documents in searching 0¥ s ot

expertise. The degree of the document is defined and used
in the ranking process. Tang et al. (2007) propose an

expertise search system that analyses information fror'r13a2 Data Set
web community. They use ontology to determine the’

correlation between information collected from differenfVe collect description for use in the system from two
SOUrces. sources: the proceedings of the JCSSE and NCSEC

Our work is close to that of Tang et al. (2007) by Whicﬁonfereqces and_ the research report of NRCT. T_he JCSSE
the ontology is used to determine the expertise of tfinternational QOlnt_Conference on Cor_nputer Science and
researchers. However, our work focuses on theoftware Engineering) and NCSENational Computer
conceptual level of the expertise according to thecience and Engineering Conference) are well-known
ontology. We address the ranking of relevant results conferences for natl_onal researcher collaporat!on in the
similar to the work of Macdonald and Ounis (2008) — i#'€as of ~computing, ~computer ~engineering and
which the number of profiles related to the person is ofgformation science. The proceedings of JCSSE are
of the criteria for ranking. In contrast to the workgVvailable online at http://icsse.cp.eng.chula.ac.th and the

mentioned above, we use ontology for expertise analyfigoceedings of NCSEC are available in hard copy. The
and the matching and ranking relevant results aNRCT (National Research Council of Thailand) provides

addressed according to ontology and subsumptiéﬂformation on conducted research that is funded by the
relationship (Brachman, 1983) of the concepts th&ouncil. The information includes project description and

Developing the system and including the
matching and ranking process for retrieving
expertise.

(D

eveloper

Figure 1: The process

represent the expertise. researcher description, and both are provided in terms of
XML documents. The project description is a description

3  TheProcess and Data Set of research projects that are conducted and reported in a
particular year and the researcher description is a

3.1 The Overview of the Process description of the researchers that have registered with

Figure 1 represents the process of the development of the NRCT.
expertise search system. There are various steps invol
with details as follows.

0) Collecting the data set. The data set consiss1 The Process
of the description of the research papers ang
research projects (described in Section 3.2)

\Qf}d Creating SKill Classification Ontology

urrently, there is no ontology available that represents
expertise. Therefore, we built a skill classification
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ontology. Figure 2 depicts the building process of th

enode id="acmccs98" label="ACMCCS98">

skill classification ontology. We extracted terms from thesisComposedBy>

tittes of the conducted researches of the data set (a).

rature">...</node> ...

ﬁnge id="A." label="General
L

extracted terms are considered in matching (b) Witkhode id="H." label="Information Systems">

XML-based ACM category (ACM, 1998) (see Figure 3)

The mismatched terms are the terms that are not matcHef

to ACM category, but such terms can be considered ta

<isComposedBy>

de id="H.0" label="GENERAL"/>

<node id="H.1" label="MODELS AND PRINCIPLES">
bﬁode id="H.2" label="DATABASE MANAGEMENT">

defined into the support ontology since these indicate&isRelatedTo><node id="E.5"/></isRelatedTo>
some skills. We consider the terms to be defined into [theisComposedBy>

support ontology using FOLDOC computer dictionary

(FOLDOC, 1993) (e). The support ontology and CCS ~
ontology are created and these are expressed by QWL
The CCS ontology consists of terms defined in the ACM
category. The skill classification ontology is used for
a

determining expertise of the researcher, matching
ranking in the expertise search system.

N Al NEateglry e
{ar {b} AXMLY ) NoF
La; iracting Terms 2 Matching with | — | g Compatible to L5500k,
I ACM Classifications ((iWL Proﬁlie)

<node id="H.2.0" label="General"> ... </node>

<node id="H.2.4" label="Systems">

<isComposedBy>
<node label="Concurrency" />
<node label="Distributed databases" />
<node label="Multimedia databases" />
<node label="Object-oriented databases" />
<node label="Parallel databases" />
<node label="Query processing" />
<node label="Relational databases" />
<node label="Rule-based databases" />
<node label="Textual databases" />
<node label="Transaction processing" />
</isComposedBy>
</node>...

</node>

Mismatched terms
v
S stored
] ) Computer Dictionary
(FOLDOC)
Conducted research d‘ Create the (Fy
(papers and project reports)  Support Ontology ]:Bi
Support Ontology stored
(OWL Profile) Stored
Ontology
repository
Figure 2: Building skill classification ontology

Figure 3: Example of ACM category

4.2 CCS Ontology
The ACM Computing Classification System (ACM,

CCs Ex. of Matched terms Ex. of extension
Categories terms(defined in
support ontology)

nQ

1998) is adopted to create the CCS ontology. It provid
indexing for computing publications so that the users c3

search through ACM'’s digital library. The ACM
Computing Classification System represents a four-leyv

tree that has three coded levels of terms. The reader
see the CCS model at http://www.acm.org/class/. Figure
is an example of an ACM category and their sul

categories and related terms.
We formalised the ACM category. For example (se

Figure 3), the category H.2.4 is classified into sub
categories: H.2.4.1 Concurrency, H.2.4.2 Distributed

S
Teh General dictionaries
iterature
B. Hardware microcomputers, circuits, clock gating, VHDL,
e channel OFDM
’@Computer Security, asynchronous, Satellite, time division
ystems transfer mode, protocols multiple access, radio
_Organization wave
D. Software enhancement UML, XML
e measurement,prototyping
-E. Data data encryption standard data migration, data

(DES), compression, encoding reduction, video
coder, decision tree

databases, H.2.4.3 Multimedia Databased so on. The
formalised terms are defined into the CCS ontology.

F. Theory of Mathematical, neural mathematical models
Computation networks, routing

4.3 Support Ontology
The support ontologycontains skill terms related to

G. Mathematics of | Statistic, time series analysis, | brownian motion,
Computing wavelets location estimation,

sequential random

expertise, and it is an extension model of the CGCS . . : —
ontology. We conducted an experiment to extract term§' Information mformat!on services, library knowledge bas.e,

N | ystems automation, GIS sound synthesis, data
from the title of the research paper and project. Of the fusion '
results_ explored, 1,272 research ftitles are used O[Computing three dimensional, artificial message passing
matching to the ACM category (ACM, 1998). Table 1 Methodologies intelligence, fuzzy interface (MPI),

g gory , !
represents an example of the matched terms and hidden markov model
extension terms. J. Computer sciences, financial, Hazard and
Applications manufacturing operability,

The associations of the terms defined in the support

quality control

ontology and the CCS ontology are defined with OW
properties such as owl:equivalentClass and

- K. Computing CAl, software development, electronic learning,
Milieux policy watermarking, open

rdfs:subClassOf . Figure 4 represents an example o

source

the association between the tedwthenticationin the
support ontology and in the CCS ontology.

Table 1: Matching termswith CCS
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The association is defined with equivalent propertWhere N is the number of matched categories relating to
where the concepts Fingerprint, Watermarking, the extracted term.t
Electronic Signatureand Face Detectiorare defined as

subconcepts (i.e. specific concepts) @dfuthentication In this example, the termweb relates to two skl

Combining the support ontoloav and the CCS ontolo categories such ad.3.5.2 Online Information Services
9t pport gy 9%ndH.5.3.7 Group and Organization Interfacedence,
forms the skill classification ontology. . . i
i T ) the probability of each matched category is defined as
The skill classification ontology contains 1,644 term$) 5 This means the termeb may relate to category
(unduplicated concepts) in which 420 terms are defined {3 5.2 or category H.5.3.7 with equivalent probability.

the support ontology and the rest are defined in the CG®e probability represents the degree of the matched
ontology. category of the extracted term from the research title.

xmins=http://www.expertnetwork.ex/ccsonto

ACM Classification Project Title (English): Biochemistry Multimedia Learning on Web.

CCS Category t1 t2 3
/" T r\\ Probability and relevant category and score
e | N
-
e 1c : " K. Compu;er Milieux P(0.5) | Mmultimedia_database PO-5) | web-based_services
L Computing 3. Computer A & | H.2.4.3 Score: 0.25 H.3.5.2 Score: 0.25
Methodologies App|ICatI0nS/// ~.o t1 t3 /(
/// K.6 Management of Computing P(O})\ M?Itimeqia_ P(Oé)\ Web-based._interaction
K.5 Legal Aspects of and Information System :' ;r]masltclgpe_:sg-sztzms H.5.3.7 Score: 0.25
Computing P ~
7 N
e . P©5) | Learning :1.2.6
xmins=http://www.expertnetwork.ex/supportonto | K.6.4 System  K.6.5 Security and /( Concept_learning :1.2.6.1
13 - ; t2 Parameter_learning : 1.2.6.7
Support Ontology Management Protection Score: 0_3'
Authentication owy. AN ~ P(OA\
PP I N S 'e(Iuiva/em e N
Fingerprint .~ : SN Class / N Collaborative_learning : K.3.1.0
s o Authentication Insurance Distance_learning : K.3.1.3
Watermarking : Face Detection Score 02
Electronic Signature P rifsssubClassOF

. . e Fi 5 E le of ti d
Figure4: Part of skill classification ontology 'gure Xampie of expertiseand score

) o Step 3: Computing score for relevant expertise. This
5 The Expertise Determination step aims to assign a score for each relevant expertise,

Using skill classification ontology, the system is able t@nd the score varies with respect to the number of
determine the expertise of the researcher. Also, twelevant skills of the categories. The score of a relevant
system defines a score to represent the degree of exper@$gertise can be computed by multiplying the probability
possessed by an individual researcher. Figure 5 depiéisthe category by the match-term ratio. The match-term
the research entitledBfochemistry Multimedia Learning ratio is the number of matched terms of each category
on Web and the extracted term$dultimedia, Learning compared with the number of matched terms related to
and Webto be analysed. The extracted terms from thie extracted term. This is represented by the formula

research title are denoted as follows. below.

T = {tla t2, ,t-,} (a) Scor% = w (d)
WhereTrepresents a set of extracted termgadtt,) of a M
particular research title. Where M is the number of matched terms for particular

ategory (c) that is related to the extracted ternMt is
e number of matched termg (b t, in formula (b)) of
term t and Prob(f) computed from formula (c).

Step 1: Matching skill. This step aims to discover the example (see Figure 5), the tetearning has the
skill categories related to the terms of the research. In thisfineq probability 0.5 and 5 relevant skill terms, of
example (see Figure 5), there are skill categories H.2.4ypichy 3 'terms related to 1.2.6 and 2 terms related to
and H.5.1 matched to the teiultimedia 1.2.6, 1.2.6.1, K.3.1; thus, the computed scores are 0.3 (i.e. 0.5 x (3/5))
|'2'6'7_' K3.1.0, and K3.1.3 matched to the termpuq g, (i.,e. 0.5 x (2/5)), respectively. The computed
Learning and H.3.5.2 and H.5.3.7 matched to the Mcores are assigned to each matched term in particular
Web The matched terms of each extr.acted_ term (fro_ tegory. The matched term and its score represent the
formula (a)) are the set of terms defined in the skillefineq” expertise judged by the system and these are
classification ontology. This is denoted as follows. considered in matching and ranking later. Note that the

The detailed description of the determination in ea
step is as follows.

ti = {ti, G2, o} -(P) computed score in this step does not represent any
Where  to t, are the matched terms of the extractedignificance regarding the degree of expertise. In this
terms { (from formula (a)). work, the number of the conducted research is considered

Step 2: Computing probability for relevant skill regarding the degree of expertise (see Section 6.2.1).

categories. This step aims to define the probability for The obtained expertise and its relevant score are

matched skill categories. This is denoted as follows. ~ defined into the research profile. In case the conducted
Prob(t) = 1/ N © research has co-researchers, the system defines the

determined expertise and scores to all of them.
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Figure 6 depicts an example of a researcher profile Withyoccarcher rdf-ID="R42040150">
the linkages to the research profile (see Figure [7)
conducted (indicated by <projectMember>) by twp <researcherNameThai rdf:datatype
researchers. Both profiles are expressed by OWL (OWL, aniad Angj</researcherNameThai>
2004). In this work, we built an OWL profiles generatar .
to create the research and researcher profiles, and |thg"esearcherNametng rdf.datatype='xsd:string’ >
generator is developed with integrating Jena APl (Jema, Dawan Shimbhu,Mrs. </researcherNameEng>
2001).

xsd:string">

<ResearchProject rdf:ID="P11000264">

<position rdf.datatype=" xsd:string"> <projectNameThai rdf:datatype="xsd:string">

s89FamIanstl 26 9</position> NN9A519ABNNTEEUITITNARKIUILULLATRUN S ARNAIADS

<highestEducation rdf:datatype="xsd:string"> <fprojectNameThai>

Doctoral Degree </highestEducation> <projectNameEng rdf.datatype="xsd:string">

Biochemistry Multimedia Learning on Web

<workOrg rdf:datatype="xsd:string">

= o PN - - < i >
UMINENRLUIAT ANLTANENANARTNNTUNNEI</workOrg> forojectNameEng

<conductProject rdf:resource="#P11000264"/> <group rdf:datatype="xsd:string" >NRCT</group>

<know rdf:resource="#R11000058"/> <keyWord rdf.datatype="xsd:string">

</Researcher> multimedia, learning, web</keyWord>

<hasSkill rdf:parseType="Resource">

Figure 6: An example of the resear cher profile ,
<skillCCS rdf:resource="#H.2.4.3"/>

<score rdf:.datatype="xsd:float">0.25</score>

6 Matching and Ranking IhasSkill>

6.1 Expertise Matching <hasSkill rdf:parseType="Resource">
We define two modes for retrieving: exact match mode  _iiccs rdfresource="4H.5.1/>
and flexible match mode. These matching are defing
based on subsumption relationship (Brachman, 1983)  <score rdf.datatype="xsd:float">0.25</score>
with details as follows. </hasSkill>

(i) Exact match modeGiven the query with the desired
expertise E (i.e. QueryE)), the system retrieves the
researcher who may have the skill (i.e. RetrievgT))
whereT is equivalent term oE . This is denoted as| <ProjectMember rdf:resource="#R11000058"/>
follows.

QueryE) = RetrievéT) whereT =E ...(e)
(i) Flexible match modeGiven the query with the Figure 7: An example of the research profile
desired expertis&, the system retrieves the researcher
who may have the expertiSewhere T is a specialised Figure 8 represents an example of the matching when
concept of. This is denoted as follows. the query is specified with the termH.2

_ : C- Database managemerithe expertise of the researcher B

Quer(E) = RetrieveT) whereT == ...(1) is exact match tg the query aEJnd the researcher A can be

In the case where there is no specialised concelt ofretrieved regarding specialised match. In case the query is
the system will perform a generalised match in which thgpecified with the terrmil.2.4.3 Multimedia_databas¢he
generalised concepf corresponding toE will be researcher A is an exact match to the query and the
retrieved. This is denoted as follows. researcher B is a generalised match to the query.

Query€) = Retrieve) whereE =T ...(g)

D

...More defined skill ...

<ProjectMember rdf:resource="#R42040150"/>

</ResearchProject>

. . . ) Query(H.2 Database_management)
In the case where the query is specified with multiple

terms (expertise), the matching is considered for each Speﬁf‘ﬁz““"gat"h Exact match
particular term. For multiple terms query, the researcher o '

profile satisfies the query if the set of retrieved skill [\, 5 uutimedia database
matches to the set of expertise specified in the query. ThiS H.5.1 Multimedia_information | | 14 2 Database_management

is denoted as follows. systems
Quer)’(‘ﬁ = Retrieve(r ) (h) Expertise of researcher A Expertise of researcher B
Where/E is a set of expertise specified in the quangl Figure8: An example of matching

7 is a set of retrieved expertise.
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6.2 Ranking the Retrieved Researchers the desired expertise and the matched term according to

We break down ranking into two steps: ranking accordinje hierarchy of skill classification ontology.

to rank-scoreand ranking according tpath-rank The We focused retrieving based on user preference. The
former relates to the score defined in formula (d) (se¢ser may specify the query with the generic term or
Section 5) and the latter relates to the hierarchy of tis@ecific term (narrower semantics) according to terms

skill classification ontology. defined in the ontology. With generic term, it represents
that the user may have no knowledge of the expertise in
6.2.1 Rank-Score the deep level or may not expect the narrower expertise in

Ranking can be considered from rank-score denoted @4€erying. In contrast, the query with the specific term
follows. represents that the user searches with particular

_ . requirement. In this work, the system ranks the results by
RankScord]= Maximum(ScoreT,)xN;...., giving the significance to the shortest distance between

ScoreTg)xN,) ..(i) terms specified in the query and the retrieved expertise.
WhereN; to N, is the number of papers related to thel his is denoted as follows.
retrieved skillT; to T , that are the matched termsBf PathRankScor&)= PathRankE-T) ...(K)

Note that the scores that are considered the maximuffhere the path-rank is a value according to the distance

score are obtained from formula (d) (See Section 5) from E to T in the hierarChy of skill classification
Figure 9 depicts an example of retrieved results igntology

erX|bIe match mode when the category 1.2.8 is speqﬂe'q te that path-rank is implemented in two retrieving

in the query. The researchers A, B and C are retrieveghjoq: exact match mode, and flexible match mode with

since their expertise are specialised match to the Categ%ﬁ'ecialised match only.

1.2.8. In the previous step (Section 6.2.1), the researchers B

and C are retrieved in equivalent rank because their rank-

score are the same i.e. 1.0. Regarding the path-rank, the

2 distance from the node 1.2.8 to 1.2.8.3 is shorter than the
Query(1.2.8) —— p=1:2.8> distance from the node 1.2.8 to 1.2.8.1.2. Thus, the system
ranks the researcher C in a higher order than the
12811282 1283 researcher B. The long distance represents a poor rank.
12844 12812 The system hence ranks the results by cons_sidering the
ascending order of the path-rank. The query with multiple
Researcher A: Paper 1: 1.2.8.1 : Score 0.33 terms can be considered according to the summation of
Paper 2: 1.2.8.1.1 : Score 1.0 . .
12812 Score 1.0 path-rank scores of the set of retrieved expertise that
Paper 3: 1.2.8.1.1 : Score 1.0 matches to the query.
Researcher B: 1.2.8.1.2 : Score 1.0
Researcher C: 1.2.8.3 : Score 1.0 7 The Development and Evaluation
) , We performed the evaluation by giving a set of expertise
Figure 9: An example of matching terms corresponding to the skill classification ontology

and evaluated the results by investigating the retrieved
With regard to formula (i), the rank-score related to theesults. The results are retrieved according exact and

matched expertise is computed as follows. specialised match. The evaluation is conducted (by
human) with regard to the following cases.
_ 0] The system is able to retrieve the researchers
Researcher A: RankScore (1.2.8)=Maximum(@,33x1, who may have expertise matched to both the
Li281%2, 32812, J281X1) =2 term specified in the query and the keyword
Researcher B: RankScore (1.2.8)= Maximuppgl x1) specified in the research.
=1 (i) The system is able to retrieve the researchers

who may have expertise matched to the query
but the keywords indicated in the research are
not relevant to the query. However, the

Researcher C: RankScore (I.2.8)=Maximumagkx1) = 1

In this example, the researcher A is ranked in a higher research paper is relevant to the desired
order than the researchers B and C because of the number expertise specified in the queries. In this case,
of the papers. The research&sand C are in the same the author may have specified keywords that
rank. According to the query with multiple terms, ranking are not appropriate to the researches.

can be considered from the summation of the rank-scorgiii) The system retrieves irrelevant results. This
of the set of retrieved expertise that matches to the query. means the results are not relevant to the

desired expertise.
6.2.2 Path-Rank The evaluation described above assesses the efficiency
S-ince I‘ank-SCOI‘e may not be able to dIStInngh betWegf] the System and the proposed approach' For examp'e,
different types of researcher expertise, path-rank {§juation results represented by cases (i) and (ii)
needed. We define the path-rank as the distance betwggpresent positive outcomes whereas case (i) represents
a negative outcome.

76



Proc. 7th Asia-Pacific Conference on Conceptual Modelling (APCCM 2010), Brisbane, Australia

The data set for retrieving contains 1,046 researctata set is equal to the number of retrieved objects. Also,
profiles (OWL) with the defined expertise (by system}he precision value is 0.69 and 0.73 regarding the number
and specified keywords. There are 1,693 researchefr retrieved papers/projects and the number of the
profiles that are used in the system and that have thesearchers respectively.
linkage to the research profiles. Within the data set usedgjgyre 10 and 11 depict the examples of the user
245 research papers have their keywords (from ACMpterface for the developed expertise search system. The
specified by the authors and these keywords can bger can specify the desired expertise through the
considered as the authors’ description of their own skillgyovided ontology browser implemented by AJAX
We also specified the keywords (from skill classificatioRechnology. ~ The system is implemented by JSF

ontology) to 801 researches (papers/projects) that are Rfmework integrating with Jena API version 2.1 (Jena,
specified keywords before. Such these keywords am)1) for querying.

judged by the developer whether the results are relevant

or not relevant to the test query.
Table 2 depicts the results of the evaluation. Th * ..
evaluation can be summarised in terms of precision a =
recall. The recall value is computed from the ratiq ~— "
between the number of retrieved objects and the numb
Query(E) Retrieved | Relevant Irrelevant Irrelevant Precision
objects to author | to author [ to query = (2)+@3)
keyword keyword/
@ and query no O o
(&) keywords @
) but
relevant
to query
*)
©)] - :
Authentication | 21 (31) 3(5) 11 (15) 7011 0.67 Figure 10: User interfacefor query
(0.65)
Cellular 57(92) | 14(27)| 33(51)| 10(14) 0.82 > erise £0E,
architecture (0.85) () Efpmr:‘wlb::‘:\aﬁlc Web In Expertise Finding of The Researchers
Cryptographic | 7 (22) 1(1) 4 (16) 2 (5) 0.71 =
controls 0.77) _—
Data 15 (26) 2(2) 8 (15) 5 (9) 0.67
encryption (0.65) =4
Data mining 54(72) | 25(8) | 16(15)| 13(29) 0.76
(0.60) =
Data 6 (18) 2 (5) 3(12) 1Q) 0.83 -
warehouse and (0.94)
repository -
Network 38 (52) 2 (4) 21(28)| 15(20) 0.61 s
protocol (0.62) —
Programming | 23 (33) 0(0) 10 (19) 13 (14) 0.43 L S
lechniques 1 Video coder (Viden Coding) 10
(0.58)
Scene Analysis| 30 (54) 1(2 16 (31) 13 (21) 0.57
(0.61) . ] . .
Semconducior| 4 (3) 0O e 0O 100 Figure 11: User interface expertise search system
Memories (1.00)
Sound and 20 (29) 1(3) 11 (21) 8 (15) 0.60
M i1 .
Computing (083 | g Conclusion
Fuzzy set 2539 | 40 | 1006| 1174 056 |n this work, we proposed a methodology for building a
©.64) | skill classification ontology by extracting text from
Average (8-‘752) research titles. With the skill classification ontology, the
system is able to determine the related expertise of the
Table 2: Matching termswith CCS researcher, and that expertise is analysed in regard to both

broad skills and deeper skills. Matching and ranking

of relevant objects in the data set. Note thatrthmber processes are presented and these are conducted
specified without parenthesis represents the number @gcording to a semantic-based approach. Currently, the
papers/projects while the number within parenthesBystem supports the query with single term and two
represents the number of researchEns. second column terms. From our experimentation, the proposed matching
(indicated by (1)) represents the number of the retrievedhd ranking algorithm is practical and enables efficient
objects according to the query in the first column. Theearch. We also evaluated the system using others set of
third to the fifth columns represent the resultéhe test query and the system returned approximately
corresponding to the cases (i) - (iii) mentioned above, afdecision value 0.70.
the final column represents the precision value. Our work is focused on the research papers. However,

From Table 2, the system returned the recall value thae proposed approach may be applied to use with other
is 1.0 which means the number of relevant objects in th§formation that share topics of interest of the people. It is
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possible to consider the different degree of expertise Proceedings of the 6th International Conference of
according to the positions of conducting research. For Semantic Web (ISWC'2007).

example, the leader of the conducted project or being tdbang, J., Ackerman, M.S., Adamic, L. (2007): Expertise
first author and second author respectively. In our system, Networks in Online Communities: Structure and
the number of conducted researches is the most Algorithms. The 18 international conference on World

significant factor that yields well-justification of the  Wide Web, Banff, Alberta, Canada, May 8-12.

degree of expertise. We did not focus on satisfaction of

the users but rather focused on efficiency of the search

system regarding accuracy. However, the evaluation on

satisfaction can be implemented later.
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Abstract

The evolution of service-oriented architectures to-
ward market places for business services in the In-
ternet, raises the need for rich service descriptions
with respect to service proposition and service discov-
ery. Service providers face the challenge of business-
oriented development of service descriptions for there
is no conceptual formalism, a wide range and over-
lapping IT standards, and low alignment between
business and IT. This paper reports from a research
project which develops a service description method
that allows documenting, communicating, and rea-
soning about service descriptions on various levels de-
pending on intention and abstraction. It introduces
the concepts of service market places, offers a busi-
ness service meta model, and shows a valid UML
Profile for it. Furthermore, a case study in the IT
outsourcing domain demonstrates the strengths and
weaknesses of this approach.

Keywords:  Service Description, Business Model,
Method, UML Profile

1 Introduction

Globalization, technological change, and an increas-
ing demand for services (Peneder et al. 2003) trans-
form countries from industry economies toward ser-
vice economies. Regarding this trend, it becomes
clear that services and their development play an im-
portant role in today’s and tomorrow’s business. In
line with this trend, service ecosystems emerge, as
an evolution of service orientation (Papazoglou 2003)
that takes services from merely integration purposes
to the next level by making them available as tradable
products on service market places (Barros & Dumas
2006), such as Strikelron and SalesForce.com. These
providers aim at trading services over the Internet
between different legal bodies, compose complex ser-
vices from existing ones, and build platforms for IT-
supported service provisioning (Janiesch et al. 2008).
This development raises the need for rich service de-
scriptions to enable service trade.

Figure 1 depicts steps where service descrip-
tions contribute to service trade (cf. (Kuropka et al.
2008)). By means of service proposition, service

Copyright (©2010, Australian Computer Society, Inc. This pa-
per appeared at the Seventh Asia-Pacific Conference on Con-
ceptual Modelling (APCCM 2010), Brisbane, Australia, Jan-
uary 2010. Conferences in Research and Practice in Informa-
tion Technology (CRPIT), Vol. 110, Sebastian Link and Aditya
K. Ghose, Ed. Reproduction for academic, not-for profit pur-
poses permitted provided this text is included.

SERVICE ECOSYSTEM

Service Market Place

Propose
Service

Discovery &
Selection

Service

Service Descriptio Service
Providers i

Registry onsumers

Negotiation 8| |
3/ Contracting

Monitoring &
Market Profiling

Provider é

Figure 1: Trade in Service Ecosystems

providers advertise their services toward potential
consumers, whereas during discovery & selection, ser-
vice consumers specify their service preferences to-
ward providers. If a service consumer selects an ap-
propriate service, providers and consumers negotiate
and finally agree on service levels (SLA) which are
monitored throughout value exchange. In the event
that service levels are not met, compensations have
to be triggered. During service profiling, valuable in-
formation on services’ performance is stored, which is
gathered through value exchange and monitoring.

From the perspective of service providers, a
business-oriented development of service descriptions
becomes a crucial part of the service development
process, which is impeded for the following reasons.
Firstly, there exists no formalism for defining ser-
vice descriptions on the conceptual level (Kuropka
et al. 2008). Secondly, service descriptions embody
divergent information and need the involvement of
different subject-matter-experts. Thirdly, there do
exist ample technical specifications how to describe
web services with overlapping domains, which em-
ploy first-order logic, predicates, and XML, such as
WSDL, WSMO, and SA-WSDL. Fourthly, there is no
real alignment between business and IT. These rea-
sons indicate that the service description development
process is prone to errors, slow, and irreproducible.
While recent work concentrates on business process
modeling with a focus on how to formalize the re-
lationship between conceptual business requirements
and how to implement them with service-oriented ar-
chitectures (cf. (Ouyang et al. 2006)), no attempt has
been made for enhancing (the process of providing)
service descriptions.
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Business Service Model
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| Activities | Techniques |_0_| Tools
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R Q) perform . v v Guidance Development
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. . define
Business Operational
View (BOV)
Conceptual Service Model
<R
| Activities | Techniques |_0_| Tools
prowde 2 allow Tool
(Fperform I_(gene)_lrate (F Guidance (FDevelopment
| Roles | Result Documentl_o_| Meta Models |
define
Deployment Artifacts
<R
| Activities | Techniques |_0_| Tools
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R (#pen‘orm o s 8Q Guidance Development
i i 4R
\F/:jelwt(lgg\all) Service | Roles | Result Document I_O_| Meta Models
define
Software Environment

a) Open-EDI Reference Model

b) Service Description Layers

Figure 2: Open-EDI Reference Model & Service Description Layers.

Service providers would benefit from a method
that allows for documenting, communicating, and
reasoning about service descriptions on different levels
of abstraction and, hence, support a much smoother
development process. This paper tackles these prob-
lems by proposing a service description method that
helps to overcome the gap between business and IT
(cf. section 2). Section 3 details the Business Ser-
vice Model, which comprises a knowledge structure,
a notation, activities, and tools for service modeling.
The approach is tested against a case study in the IT
outsourcing domain in section 4. Section 5 discusses
related work. Finally, section 6 concludes this work
as well as offers prospects about future work.

2 Toward a Service Description Method

This section outlines the Service Description Method
for Service Ecosystems (SDM4SE) (Scheithauer
2009). SDMA4SE is a method to support defining ser-
vice descriptions in a business-oriented fashion and
to transform them into technical specifications and,
hence, to ease and fasten the service description de-
velopment process. Figure 2 depicts the method’s
cornerstones, which comprise the open-EDI reference
model and method engineering, which both will be
briefly explained.

2.1 Reference Model

The reference model differentiates several service de-
scription modeling phases. It is based on the open-
EDI reference model (International Organization for
Standardization (ISO) 2004) and work of (Dorn et al.
2007). The open-EDI reference model distinguishes
between the Business Operation View (BOV) and the
Functional Service View (FSV). BOV comprises busi-
ness data semantics as well as business transaction
rules, such as agreements and obligations between
business partners. FSV, on the other hand, focuses
on information technology which includes interfaces,
functional capabilities, and protocols.

80

Dorn et al. add subtle refinements to the open-
EDI reference model. They refine BOV into a busi-
ness model and a process model. Business models
express value exchange between different actors and
business analysis. Process models represent how each
actor realizes value exchanges. Likewise, they re-
fine FSV into deployment artifacts and software en-
vironments. Deployment artifacts address implemen-
tations of business processes with technical specifica-
tions, e.g., BPEL (Alves et al. 2007). Software envi-
ronments describe runtimes to execute technical ar-
tifacts. This refined model serves as a classification
system for concepts and modeling notations as well
as to define means to bridge gaps between different
layers.

Figure 2b shows an adapted version of this ref-
erence model. Whereas Dorn et al. focuses mainly
on process descriptions, this work proposes a service
reference model in that the process model changes to
Conceptual Service Model.

2.2 Method Engineering

Method engineering is a theory about the develop-
ment of methods in the IT domain. Such methods
comprise existing experience and knowledge in a do-
main and offer a structured approach in terms of guid-
ance as well as documentation. Method engineering
supports the formalization of this knowledge and to
share it among practitioners.

According to (Gutzwiller 1994), a method embod-
ies (1) meta models for result document specification,
(2) activities to guide the modeling process, (3) role
definitions, (4) tools specification, and (5) techniques
(cf. figure 2Db).

Result Documents embody necessary knowledge
gathered throughout the engineering process. This
includes, e.g., a requirement document or an archi-
tecture document. Result documents can be decom-
posed into sub-documents. Meta models define re-
sult documents by specifying a knowledge structure
by means of concepts and their relationships. Ac-
tivities comprise knowledge about which steps are to
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Figure 3: SDM4SE Overview for Business Service Model.

be performed in order to generate result documents.
During the performance of activities semi-final result
documents may be used as input. Activities may be
disaggregated into sub-activities. Furthermore, se-
quences keep activities linked to each other. Roles
acknowledge the fact that people with different skills
are needed at certain stages in a method. A role de-
fines a specific set of human skills which are needed
for an activity. Techniques describe theories which
are helpful to complete result documents, which in-
clude, e.g., data modeling, workflow modeling, and
interviews, just to name a few. Tools lastly, provide
support for techniques.

2.3 SDMA4SE: Service Description Method
for Service Ecosystems

This subsection outlines the Service Description
Method for Service Ecosystems that intends to rem-
edy the issues involved with the development of ser-
vice descriptions. Figure 2b shows the combination of
the reference model and method engineering. (Schei-
thauer et al. 2009b) argue that service properties in
the Business Service Model layer own a strategic se-
mantics and take into account services’ final purpose
and context. The next layer, the Conceptual Ser-
vice Model, represents the actual modeling purpose
of service descriptions. Service properties on this
layer reflect a firm establishment with concrete val-
ues. The result is a value proposition toward potential
customers. Deployment Artifacts describe technical-
related specifications to implement service properties.
Each layer features the artifacts from method en-
gineering: activities, roles, techniques, result docu-
ments, tools, and meta models.

The service description layers offer an appropriate
work-break-down structure in order to reduce com-
plexity and to establish a bridge between business
and IT. The definition of method engineering arti-
facts provides a conceptual formalism for service de-
scriptions. Figure 2b shows that method engineering
artifacts need to be defined for each layer. This is
due to the fact that each layer presents a discreet
phase in the service description development process.
By defining the method engineering artifacts for each
layer, it is possible to acknowledge different subject-
matter-experts involved in describing services by cod-
ifying best-practices, to manage and generate IT spec-

ifications, and to offer cohesion between business and
IT, which in turn results in less errors, fasten the de-
velopment process, and makes it comprehensible. The
following paragraphs briefly describe each layer.

Business Service Model: Figure 3 depicts an
overview of this layer. Its purpose is to grasp services’
core idea. Its meta model (BSMM), which is applied
in section 3.1, holds information about target cus-
tomers, distribution channels, value objects, and rev-
enue models. The corresponding modeling notation
(BSMN) is a semi-formal graphical notation based on
a specific UML Profile (cf. section 3.2) which is used
to document business service models. Business strate-
gists with the capability to elicit and judging oppor-
tunities in the service market are the main actors for
this layer. Typical abstract activities for business ser-
vice modeling are outlined in section 4; for details see
also (Scheithauer et al. 2009b)). This layer is dis-
cussed in more depth in section 3.

Conceptual Service Model: This layer’s purpose
is to transform service ideas into concrete service of-
fers. The layer’s meta model is described in previous
work (Scheithauer et al. 2008, 2009b); it holds in-
formation about functionality, QoS, marketing, legal,
as well as financial aspects. A modeling notation for
this layer does not yet exists, but is planned for fu-
ture work. Business analysts with knowledge about
service markets and products take service ideas from
the Business Service Model and use them in order to
model service offers. Guiding activities for this model
have already been developed (cf. (Scheithauer et al.
2009b)).

Deployment Artifact: This layer implements ser-
vice offerings with a deployable technical language.
IT architects are responsible for this layer. No
specific meta model is needed for the conceptual
service’s meta model applies here as well. Pos-
sible technical languages (result documents) in-
clude: (1) WSDL (Chinnici et al. 2007), (2) OWL-
S (Martin et al. 2004), (3) WSMO (Roman et al.
2005), (4) SA-WSDL (Farrell & Lausen 2007), and
(5) WSLA (Keller & Ludwig 2003). Guiding activi-
ties are yet to be developed.
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—_————————— -> + name : String

1 + description : String

-
|
+ relationship : Customer Rel. |
|
|
|
|

|
|
|
| vo_TCc | 0
|
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Distribution Channel Value Offer

+ name : String

+ descritpion : String

+ reasoning : Reasoning[0..*]

+ buying cycle : Cust. Buying C.
+ value level : Value Level

+ price level : Price Level

1+ VO_DC

+ name : String

+ descritpion : String
+ reasoning : Reasoning[0..*] 1:* | + stream type : Stream Type
+ value level : Value Level

+ price level : Price Level

+ life cycle step : Life Cycle Step

Revenue Model

+ name : String
+ description : String

+ pricing method : Pricing Meth.

Value Object

+ name : String

+ description : String
+ type : Value Object Type

<<Enumeration>> <<Enumeration>>
Customer Relationship Life Cycle Step Stream Type

+ Value creation
+ Value purchase
+ Value use

+ Value renewal
+ Value transfer

+ Acquisition
+ Retention
+ Add-on selling

<<Enumeration>>
Reasoning

<<Enumeration>>
Customer Buying Cycle
+ Awareness
+ Evaluation

+ Purchase
+ After Sales

+ Fixed
+ Differential
+ Market-based

<<Enumeration>>
Pricing Method

<<Enumeration>>
Value Object Type

+ Tangible
+ Intangible

+ Selling + Service usage

+ Lending + Risk reduction

+ Licensing + Effort reduction

+ Transaction cut

+ Advertising <<Enumeration>>

Value Level

Price Level + Innovative imitation

+ Free + Excellence

+ Economic price + Innovation

+ Market price

+ High-end price

Figure 4: Business Service Meta Model (BSMM). Serves as input for UML Profile generation.

Software Environment: The most technical layer
serves as a runtime for service descriptions and for
deploying, discovering, and reasoning about services.
Possible registries are UDDI (Organization for the
Advancement of Structured Information Standards
(OASIS) 2004) or WSMX (Roman et al. 2006) for

semantic web services.

3 BSM: Business Service Model

Whereas the previous section provided a complete
method overview, this section elaborates on the Busi-
ness Service Model with its artifacts.

Figure 3 depicts a detailing view of the Business
Service Model (cf. figure 2b) as well as the corre-
sponding method engineering artifacts. In order to
complete the first layer, six activities need to be per-
formed: (1) establish value offer, (2) constitute value
objects, (3) determine target customers, (4) deter-
mine relationship for each target customer, (5) de-
termine distribution channel, and (6) setup appropri-
ate revenue models. The two roles business strate-
gist and modeling expert perform these six activi-
ties in collaboration. Business strategists are subject-
matter-experts in a service domain and posses valu-
able knowledge of service markets, marketing in gen-
eral, and service trends. Modeling experts, on the
other hand, have the ability to elicit and to docu-
ment this knowledge of business strategists. For doing
so, modeling experts rely on a set of techniques: ser-
vice modeling, workshops, and semi-structured inter-
views. Tools such as UML Profiles, UML in general,
or spreadsheets support these techniques.

The black-shaded method engineering artifacts in-
dicate the focus of this paper. (Scheithauer et al.
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2009b) elaborate on the other artifacts. The first sub-
section introduces the BSMM, a meta model for defin-
ing service descriptions with a business model, used
to grasp services’ core ideas. The following subsection
shows how to develop the BSMN, a modeling nota-
tion for the meta model based on a UML Profile as
a tool. The last subsection addresses possible appli-
cations for both, the meta model and the modeling
notation in the domains of service-oriented modeling
and service engineering. The business service diagram
is the result document and is part of the case study
that is illustrated in figure 10.

3.1 BSMM: Business Service Meta Model

BSMM is a knowledge structure to define service de-
scriptions on an abstract level. (Scheithauer et al.
2009a) discuss how this model has been developed
using the work of the Business Model Ontology
(BMO) (Osterwalder 2004) as well as the €3 Value on-
tology (Gordijn 2002). Whereas BMO’s focus lies on

the internal value generation processes, the e Value
ontology highlights the value exchange between dif-
ferent actors. The resulting model selects only spe-
cific concepts that contribute to a service descrip-
tion, which includes: (1) value offer, (2) value ob-
ject, (3) revenue model (4) distribution channel, and
(5) target customer. Figure 4 shows the resulting
meta model that is explained in the following para-
graphs in more detail.

Value Offer is the root element and bundles the
following properties: reasoning, value level, price level
as well as life cycle step. Reasoning describes in which



Proc. 7th Asia-Pacific Conference on Conceptual Modelling (APCCM 2010), Brisbane, Australia

way a service is valuable for targeted customers. (Os-
terwalder 2004) distinguishes three elementary char-
acteristics: value is either created by wusing a service,
reducing any kind of risk for targeted customers, or
reducing customers’ efforts. The value level states
to what extent services distinguish themselves from
other companies’ offers. Osterwalder provides four
possible classifications: either a value offer is a com-
modity, an innovative imitation, an excellence, or an
innovation. The price level expresses a services’ qual-
itative pricing strategy. Services are either offered for
free, for an economic (low) price, for an appropriate
market price, or for a high-end price. The life cy-
cle step formalizes when value is created during the
service life cycle. Osterwalder explains the life cycle
with five steps: value creation, value purchase, value
use, value renewal, and value transfer.

Value Object is the actual value which is ex-
changed by companies offering services and compa-
nies consuming services. Evidence for this element is
found by Osterwalder (called 'Resource’) as well as by
Gordijn ("Value Object’). Its properties include the
value object itself and the value object type. The type
attribute tells whether the value object is tangible or
intangible.

Revenue Model describes the transformation of
value offerings into income. It comprises the follow-
ing properties: stream type and pricing method as
well as a link to the customer property bundle. The
stream type property formalizes how income is gen-
erated. Possible stream types include: selling, lend-
ing, licensing, transaction cut, and advertising. The
pricing method describes in which way a price is de-
termined. According to Osterwalder, a price is either
fized and is agnostic to the environment and customer
characteristics, is differential and depends on product
as well as customer characteristics, or is market-based
in that the price is determined dynamically between
provider and customer.

Distribution Channel tells how companies de-
liver value to targeted customers. The element bun-
dles the properties: reasoning, value level, price level,
and customer buying cycle. The properties reasoning,
value level, and price level have the same semantic as
in the value offer bundle, and hence, these can be
setup for each channel. The customer buying cycle
tells which step the channel addresses. Osterwalder
proposes four steps for the buying cycle: awareness,
evaluation, purchase, and after sales.

Target Customer specifies customer segments.
Segments base, for example, on geographical criteria.
The relationship property depicts in detail the type of
connection between companies and their target cus-
tomers. The relationship element classifies target cus-
tomers according to their equity goals. Osterwalder
offers three classes, namely acquisition, retention, and
add-on selling.

3.2 BSMN: Business Service Modeling Nota-
tion (a UML Profile)

Following the business service meta model introduc-
tion in the previous subsection, this subsection elab-
orates on a corresponding notation. BSMN intends
to support business strategists and modeling experts
while documenting and discussing business service
models, and hence to apply the Business Service Meta
Model.

The Unified Modeling Language (UML) (Object
Management Group (OMG) 2007) is an accepted and
well-known semi-formal graphical language. Original-
ity it aims at object-oriented design, but is not lim-
ited to it. UML Profile is part of the UML specifica-
tion and offers a standard way to customize UML di-
agrams to cover domain-specific semantics. Standard
UML and these profiles form the basis for a domain-
specific modeling notation. This enables practition-
ers, who are already familiar with UML, to model
specific domains. The UML Profiles were developed
and used with the Eclipse UML 2 Toolset (FEclipse
Model Development Tools (MDT) n.d.). (Giachetti
et al. 2009) provide a UML Profile generation pro-
cess to transform domain-specific languages into UML
Profiles, which consists of three main steps:

1. Definition of Integration Meta Model — Trans-
formation of DSL into a meta model with its el-
ements mapped to UML’s meta model.

2. Meta Model Comparison — Identification of dif-
ferences between meta model and UML super-
structure.

3. Integration Meta Model Transformation — Setup
of transformation rules and generation of a valid
UML profile.

3.2.1 Step 1: Definition of Integration Meta
Model

The first step is to establish a meta model, namely
the Integration Meta Model (IMM), from the BSMM
(cf. figure 4). Meta model elements need to be
mapped to UML meta model elements. This step
clarifies how to represent domain-specific elements
with UML elements. Three main areas for mapping
exist: (1) Classes & Properties, (2) Enumerations &
Literals, and (3) Associations. Figure 5 exemplifies
this. For example, it shows that the element Tar-
get Customer corresponds to UML Class, the element
Customer Relationship is a UML Enumeration, and that
RM_TC relates to a UML Association. This mapping
serves as input for step 2.

Integration Meta Model UML Meta Model

[ |

Classifier | [ Relationship|

Target C

[*name :String Class [ Association |
b ) 0:1 A
20
-f Prlmmve Type Property
Cust i
oRe!emmn

rhodonseling g lt [ e -ﬂ Enumeration |<>—*‘ Enum. Literal
A

RM_TC

Figure 5: Excerpt of mapping between Integration
Meta Model with UML Meta Model.

3.2.2 Step 2: Meta Model Comparison

With the availability of the IMM and the mapping,
this step outlines differences between the IMM and
the UML meta model. Each discovered discrepancy
needs to be considered for the UML Profile genera-
tion. Exemplarily, table 1 shows deviances for some
IMM elements that the following paragraphs explain
in detail.
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IMM Differences

Target Customer | UML Class (No Diff.)
name UML Class :: name (No Diff.)
description New Property
relationship New Property

Cust. Rel. UML Enumeration (No Diff.)
Acquisition New Enumeration Literal
Retention New Enumeration Literal

Add-on selling | New Enumeration Literal

RM_TC
endType

UML Association (No Diff.)
Different endType:
IMM = TargetCustomer;
UML = relatedElement

Table 1: Extract of discovered differences between
IMM & UML meta model.

Classes & Properties: In step 1 identified classes
and their properties were mapped to the UML meta
model. For example, the IMM’s Target Customer ele-
ment is mapped to UML Class. Likewise, the Target
Customer’s name property is mapped to the existing
UML Class property name. However, the Target Cus-
tomer’s properties description and relationship may
not be directly mapped and are marked with New
Property. This Class/Property mapping is done in
the same manner for the IMM’s elements: Value Of-
fer, Distribution Channel, Revenue Model, and Value
Object.

Enumerations & Literals: Likewise, enumera-
tions and their literals are mapped to the UML meta
model. E.g., the IMM’s Customer Relationship ele-
ment is mapped to the UML Enumeration. The dif-
ferences here are that the literals, Acquisition, Reten-
tion, and Add-on selling, are non-existent in UML’s
meta model, and in consequence, marked as New Fnu-
meration Literals. This mapping is similar to the
other enumerations, such as, Customer Buying Cycle,
Value Object Type, Life Cycle Step, Pricing Method,
Stream Type, Price Level, Reasoning, and Value Level.

Associations: Lastly, associations need to be
mapped to the UML meta model. The IMM out-
lines six associations for interconnecting classes. For
example, the association RM_TC tells that a Revenue
Model is valid for at least one Target Customer and is
mapped with the UML element Association. However,
the difference between the IMM and UML is that in
case of the IMM, the Revenue Models may be only
associated with Target Customer, whereas the UML
Association defines its endType with any related ele-
ment, and thus, the endType is marked with Different
endType. This endType difference is similar for the
remaining five associations DC_TC, VO_TC, VO_VOB,
VO_RM, and VO_DC.

3.2.3 Step 3: Integration Meta Model Trans-
formation

The last step aims at codifying the discovered dif-
ferences in step 2 with transformation rules. Eleven
rules (cf. (Giachetti et al. 2009)) are the basis for the
UML Profile. This subsection goes through the rules
1, 2, 6 one by one for classes, attributes & associa-
tions, and enumerations. Other rules are skipped for
they are not necessary for the BSMN.
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Rule 1: (one Stereotype for each equivalent class)
As aforementioned, the IMM shows five domain-
specific classes. In coherence with rule one, each class
is represented with a new Stereotype. Figure 6 ex-
emplifies that Target Customer and Value Object are
UML Classes and are represented with a Stereotype
in the UML Profile definition.

UML Meta Model UML Profile

UML Class
<<Stereotype>>
Target Custome
<<Stereotype>>

Value Object
-

Integration Meta Model

Target C }
Value Object

[ it ity it

Figure 6: Application of Rule 1.

Rule 2: (one Tagged Value for each new prop-
erty) Properties comprise attributes and associa-
tions. Tagged values consist of a name and a type. In
step 2 discovered new attributes will be represented
with a tagged value. For example, the class Target
Customer embodies the new property description that
is presented as a tagged value: description: String.
Figure 7 shows rule 2’s output. It is important to
note that the name attribute is not represented with
a tagged value for this attribute already exists in the
UML Class element.

Integration Meta Model UML Meta Model UML Profile

<<MetaClass>>

UML Class
» UML Class

T H
H H —_——,
i Ll
i t-l[<<stereotype>>
Target Ci ' H '
: #String | Primitive Type L_p[<<stereotype>>
> Target Custome

[ description : String
o

N
Tagged
Value

Figure 7: Application of Rule 2.

Rule 6: (one Enumeration for each new enumera-
tion with new literals) Each of the IMM’s enumera-
tions with their literals are acknowledged with a UML
Enumeration. Figure 8 shows that the element Cus-
tomer Relationship is an Enumeration, and that its
attributes Acquisition, Retention, and Add-on selling
are Enumeration Literals.

Integration Meta Model UML Meta Model

“ﬂ — | >| i

Cust. Relations. -

o
+Rotention +1-9| Enum. Literal
+ Add-on selling: 4

UML Profile

<Enumeration>
Cust. Relations.
+ Acquisition

+ Retention

+ Add-on selling

>

Figure 8: Application of Rule 6.

3.3 Possible Applications

Next to use BSMM and BSMN with the outlined
method in section 2 and to refine service descriptions
toward deployment artifacts, there exist two other
promising applications for BSM: (1) modeling service-
oriented architectures and (2) service engineering.
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IT Company

Manage
Contracts

Contract Management

Manage
Asset

Management

Low
IT Costs

Recent

Business Units
Hardware

Low Labor
Costs

Information

Manage

Hardware Hardware Management

Low
Transaction
Costs

MONEY HARDWARE

Figure 9: Manage Client Hardware Scenario (e Value Diagram).

(Arsanjani et al. 2008) define Service Oriented
Modeling & Architecture (SOMA) as “ .. an end-to-
end software development method for building SOA-
based solutions”. This method applies to establish
a design and implementation for service-oriented ar-
chitectures. It specifies a life-cycle comprising 21
steps, which are grouped into seven phases: (1) busi-
ness modeling & transformation, (2) solution man-
agement, (3) identification, (4) specification, (5) re-
alization, (6) implementation, (7) deployment, moni-
toring, and management. The authors recognize the
first phase business modeling and transformation as
an important first step that serves as the entry point
for the phase identification & specification. However,
Arsanjani et al. do not further describe this phase. As
a suggestion, the business service meta model and the
business service modeling notation may be applied to
this phase.

Contrary to SOMA, (Kett et al. 2008) specify the
Integrated Service Engineering (ISE) Framework for
developing single business services. The ISE Frame-
work is an orthogonal matrix and similar to the Zach-
man framework. The vertical axis shows four perspec-
tives of the engineering process and is named service
perspectives. Each perspective relates to a specific
role with appropriate skills and offers different sets
of tools and methods. It also implies the chronology
of the framework. The horizontal axis shows five dif-
ferent descriptions of a service. Each description is
valid for each perspective. Each intersection in the
matrix is placeholder for a meta model, a notation,
and activities, which are appropriate for the respec-
tive perspective and the modeling aspect. The Busi-
ness Service Meta Model as well as the Notation fits
the ISE framework’s strategic perspective for the ser-
vice description.

4 Case Study

After introducing BSMM and BSMN, this section
outlines a case study in the IT outsourcing domain,
where a real-world business service forms the basis for
evaluating the Business Service Model. The follow-
ing subsections depict the case study’s scenario, the
implementation of the scenario, and finally conclude
with a discussion of the findings. It was necessary
to modify the scenario and to disguise the company
name for publication. The scenario’s scope and com-
plexity remain the same, nevertheless.

4.1 Scenario

IT Company is a multi-national firm that offers the
business service Manage Client Hardware. The ser-
vice’s business model is to allow outsourcing of pur-

chasing and the maintaining of computer hardware
e.g., a desktop PC. Figure 9 depicts the business
model with the e3 Value Ontology. The business
model comprises one actor with four value activities,
a market segment, and nine value exchanges. The
main actor is the IT Company itself. The company
possesses three internal value activities: manage con-
tracts, manage asset information, and manage hard-
ware, with value exchanges toward the main value
activity manage client hardware, which defines the
external offered service. The market segment on the
figure’s right hand side pictures the company’s target
customers, i.e., its own business units. Between the
actor and the market segment, the figure shows six
value exchanges, and their corresponding value ob-
jects. The lowest one shows the value object Money
that goes from the business units toward the I'T Com-
pany. In this case, money is exchanged for the value
object Hardware, which is directed from the company
toward the business units. Next to these tangible
values which are exchanged, four other values flow
from the IT Company toward the Business Units:
Low Transaction Costs, Low Labor Costs, Low IT
costs, and Recent Hardware. These values are so-
called second-order-values that are intangible and not
actually transferred between the actors (cf. (Weigand
et al. 2009)). However, business units gain these val-
ues additionally to the main value objects.

4.2 Scenario Modeling

The intention of this case study is to find out BSMN’s
suitability for business service modeling. It shows
how to apply the UML Profile developed in sec-
tion 3.2. The task includes eliciting and documenting
knowledge about the Manage Client Hardware service
for the following reasons: formalizing and communi-
cating business ideas as well as to form a basis for
service conceptualization and implementation. The
scenario modeling follows the activities shown in fig-
ure 3: (1) establish value offer, (2) constitute value
objects, (3) determine target customers, (4) deter-
mine relationship for each target customer, (5) deter-
mine distribution channel, and (6) setup appropriate
revenue models.

Manage Client Hardware is the Value Offer. The
reasoning is that it will reduce customers’ effort in
that the company will provide and maintain com-
puter hardware. The value level is set to commod-
ity, for the value offer is easy to imitate by competi-
tors. The price level is situated as economic. The
value for customers are created while value use dur-
ing the life cycle step. The one tangible Value Object
of the service is the hardware object. However, next
to the hardware, there exist intangible value objects
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<<Value Object>>
Hardware

+type = tangible

<<Value Object>>
Low Transaction Costs |

<<Target Customer>>
Business Units

+relationship acqusition

+type = intangible

<<Value Offer>>
Manage Client Hardware |

<<Value Object>>
Low Labor Costs

+reasoning
+value level
+price level
+life c.st.

+type = intangible

eff red.
commodity
economic
value use

<<Revenue Model>>
for Business Units

= lending
fixed pricing

+stream type
+pricing method

<<Value Object>>
Low IT Costs

+type = intangible

<<Value Object>>
Recent Hardware

+type = intangible

<<Distribution Channel>>
Intranet

+buying cycle = purchase state

Figure 10: Business Service Diagram: Manage Client Hardware.

which also contribute to the service offering. Out-
sourcing hardware management to IT Company re-
sults in lower transaction costs for purchasing and
contracting, lower labor costs for hardware mainte-
nance, lower IT costs, and state-of-the-art hardware.
Business units are the service’s Target Customers.
The Relationship to these customers is not yet estab-
lished. Hence the relationship is marked as acquisi-
tion. The Manage Client Hardware service’s Distribu-
tion Channel relies solely on the company’s web online
portal, which supports purchase state of customers’
buying cycle. Likewise, the company follows one Rev-
enue Model, which settles for a fized price as pricing
method and lending for the stream type.

Figure 10 depicts he final UML diagram (result-
ing document, cf. section 3) with the aforementioned
Business Service Meta Model elements, which figure 4
prescribes. Additionally, listing 1 shows the corre-
sponding XML fragment for the UML diagram that
can be used for persistence and further processing
such as model transformation.

4.3 Findings

The case study’s intention was to figure out whether
the Business Service Meta Model and Modeling Nota-
tion supports the documentation, the communication,
and the reasoning of service descriptions on a strate-
gic level.

The case study shows that the proposed ap-
proach is appropriate for documenting business ser-
vice models. In particular, the developed UML Profile
(BSMN) guarantees a full documentation of services’
core ideas. However, business strategists were not fa-
miliar with UML or UML Profiles. This experience
made it necessary to involve modeling experts who
are familiar with UML in order to document business
service models. One idea is to hide the notations from
business strategists and rather use semi-structured in-
terviews to elicit necessary information and use the
answers to these questions to build business service
diagram.

Furthermore, the case study proves that business
strategists were able to communicate the service’s
main idea with involved business strategists on the
basis of the business service diagram (cf. figure 10).
Moreover, business strategists were in the position to
discuss and rethink the business service model and
hence to improve it.

The fact that the resulting diagrams use XML as a
serialization (cf. listing 1) allows further processing of
services’ information, such as model transformations.

Further case studies need to detect whether the
business service diagram is an appropriate starting
position for the Conceptual Service Model.
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Listing 1: Corresponding XML Code

<?xml version="1.0" encoding="UTF-8” 7>
<bm:BusinessServiceModel xmlns:bm="http:
//www.itcompany .com”>

<ValueOffer Name="Manage_Client .
Hardware” Reasoning=" Effort._
Reduction” ValueLevel="Commodity”
PriceLevel="Economic”
LifeCycleStep="Value_Use” VOf.DC="
DC1” VOf.RM="RM1” VOf.TC="TC1”
VOf_-VOb="V0O1.V02_.VO3_.V0O4_VO5” />

<TargetCustomer TargetCustomerID="TC1”
Name=" Business_Units”>
<consistsOf CustomerEquity="

Acquisition” />

</TargetCustomer>

<RevenueModel RevenueModellD="RM1”
Name=" for -Business_Units”
StreamType="Lending” PricingMethod
=" Fixed_Price” />

<DistributionChannel
DistributionChannellD="DC1”
Intranet” Reasoning="Effort.
Reduction” CustomerBuyingCycle="
Purchase” ValueLevel="Commodity”
PriceLevel="Economic” />

<ValueObject ValueObjectID="VO1”
”Hardware” Type="Tangible” />

Name="

Name=

<ValueObject ValueObjectID="VO2” Name=
”Low_Transaction_Costs” Type="
Intangible” />

<ValueObject ValueObjectID="VO3” Name=

?Low.Labor._.Costs”
2 />

<ValueObject ValueObjectID="VO4” Name=
?Low_IT_Costs” Type="Intangible” />

<ValueObject ValueObjectID="VO5” Name=
”Recent_Hardware” Type="Intangible
”» />

</bm:BusinessServiceModel>

Type="Intangible

5 Related Work

(Baida et al. 2003) argue that eCommerce is still
mainly characterized by the relatively straightforward
trading of commodity goods. Current challenges are
advanced business scenarios, such as collaborative de-
sign over the Internet of sophisticated goods and ser-
vices. Their work elaborates on further challenges in
order to achieve collaborative eCommerce concerned
with real-world services. Similar to the Business Ser-
vice Model, Baida et al. focus on service trade and
propose a knowledge structure in form of a service
ontology. The differences lie in that Baida et al.’s
service ontology rather targets the Conceptual Ser-
vice Model than the Business Service Model, and that
they neither propose a modeling notation nor a pro-
cedure model.

(Weigand et al. 2009) introduce a unified view on
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services by means of a service model and a modeling
method targeted to the design and analysis of ser-
vices. They argue that there exists a business view on
services, such as in the approaches from Gordijn and
Osterwalder. Additionally, they propose a ’software
view’ on services, namely the Service-Oriented Mod-
eling & Architecture (SOMA). The authors find that
a gap exists between these two views and that a ser-
vice model closes this gap. Following that, Weigand
et al. discuss business modeling with the REA and
e? Value Ontology, and Spohrer’s service systems the-
ory. The service model comprises of a service ontol-
ogy, a service classification, and a service layer ar-
chitecture. Likewise to the Business Service Model,
Weigand et al. propose a knowledge structure in form
of an ontology and utilize the e Value ontology as a
notation. Their approach differs from the Business
Service Model in that it aims at service identification
and classifies in the Conceptual Service Model.

(Terlouw 2008) finds the UDDI specification too
technology-driven for specifying services and hence
believes that it contradicts SOA promises of increased
flexibility of service reuse and business-IT alignment.
She finds the business component framework and par-
ticularly the task specification more suitable for doing
so. Terlouw claims that for business process execu-
tion, suitable services need to be identified as well as
to specified. Service registries store these specifica-
tions for identification. In consequence, she proposes
the Enterprise Ontology and the business component
specification for business task specification. Terlouw
offers a knowledge structure on the basis of the En-
terprise Ontology. Her solution focuses on services as
business tasks and relates to the Conceptual Service
Model and offers neither a modeling notation nor a
procedure model.

(Dumas et al. 2001) identify the need for a se-
mantic service description framework because of the
Internet’s global and inexpensive connectivity. Such
a description aims at advertising, locating, analyzing,
and comparison of services. The authors’ intention
is to define requirements for future service descrip-
tions. They propose the following service characteris-
tics: provider, availability (time & spatial), channel,
pricing, payment, security, quality of service, and rep-
utation. The authors find the UDDI’s TModel appro-
priate as an underlying model for these service char-
acters. Likewise to the Business Service Model, Du-
mas et al. aim at service proposition. However, they
mainly propose requirements for service propositions
that relate to the Conceptual Service Model. They
neither give information about a modeling notation
nor a procedure model.

6 Conclusion and Future Work

With the evolution of service-oriented architectures
toward service market places in the Internet, services
and their description become even more important.
Service descriptions are an elementary part of service
trade for they contribute to service proposition, ser-
vice discovery & selection, negotiation & contracting
as well as monitoring.

From the perspective of service providers, the
business-oriented development of such descriptions is
a crucial part of the service development process.
However, until recently no conceptual formalisms do
exist for doing so (Kuropka et al. 2008). There
are, however, many technical specifications out there,
e.g. WSDL, SA-WSDL, and WSLA, using sometimes
completely different notations but describing partly
overlapping aspects. Even more important, it is nec-
essary to involve distinct subject-matter-experts in
the service development process. Using description

formalisms primarily tailored to technical aspects will
hardly be successful under these circumstances. Last,
but by no means least, it is essential to align business
with information technology.

Hence, service providers would benefit from a
method that allows for the crucial tasks of docu-
menting, communicating, and reasoning about ser-
vice descriptions on the different levels of abstraction
and domains of expertise that are needed during the
process. An understandable description of all levels
would avoid mistakes and fasten the service descrip-
tion process materially.

Against this background, this paper outlines a ser-
vice description method that combines the Open-EDI
Reference Model with method engineering, which of-
fers a work-break-down structure in order to reduce
complexity and to align business and IT. Particu-
larly, the Business Service Model, as one part of the
method, is further detailed. The paper proposes a
meta model for business-oriented service descriptions
and develops a corresponding modeling notation on
the basis of UML Profile, which supports all three
steps, i.e., documenting, communication, and reason-
ing about descriptions on a strategic level. The result
document is a valuable input for service descriptions
on a conceptual level. Two possible fields of applica-
tions have been outlined: service-oriented modeling
and service engineering. The proposed approach was
tested in a case study in the IT outsourcing domain to
show the applicability of the Business Service Model.

The case study shows that the proposed solution is
appropriate for all three tasks on a business-oriented
level. The usage of UML made it necessary to involve
modeling experts. Nevertheless, the modeling nota-
tion turns out to be practical for communicating and
reasoning about service descriptions.

Future work includes integrating the meta model
and the modeling notation with related approaches
in the service description domain. Furthermore, the
Conceptual Service Model needs to be detailed and
integrated with the Business Service Model. This will
be addressed in the next steps of the Theseus/ TEXO
research project (Janiesch et al. 2008).
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Abstract

Measuring information content (IC) from the intrinsic
information of an ontology is an important however a
formidable task. IC is useful for further measurement
of the semantic similarity. Although the state-of-art
metrics measure IC, they deal with external knowl-
edge base or intrinsic hyponymy relations only. A cur-
rent complex form of ontology conceptualizes a class
(also often called as a concept) explicitly with the
help of the hyponymy classes and the asserted rela-
tions and restrictions. Therefore, we propose a modi-
fied metric for measuring IC intrinsically taking both
the concept-to-concept and the concept-to-property
relations. We evaluate our system theoretically and
with experimental data. Our evaluation shows the
effectiveness of our modified metric for extracting in-
trinsic information content to measure semantic sim-
ilarity among concepts in an ontology.

Keywords: Concept, Ontology, Information Content,
Semantic Similarity

1 Introduction

“An ontology is an explicit specification of a concep-
tualization” is a prominent definition by T.R. Gruber
in 1995 (Gruber 1995). The definition was then ex-
tended by R. Studer et al., in 1998 as “an ontology
18 an explicit, formal specification of a shared con-
ceptualization of a domain of interest” (Studer et al.
1998). Ontology is the backbone to fulfill the seman-
tic web vision (Berners-Lee et al. 1999, Maedche &
Staab 2001) and is a knowledge base to enable ma-
chines to communicate each other effectively. The
knowledge captured in ontologies can be used to anno-
tate data, to distinguish homonyms and polysemies,
to drive intelligent user interfaces and even to retrieve
new information.

An ontology contains core ontology, axioms or as-
serted rules, knowledge base and lexicon. Further-
more, core ontology is defined by a set of concepts, a
set of properties, concept hierarchy, property hierar-
chy and functions to relate properties with concepts.

There are usually various size of ontologies, small-
scale or large-scale. Large-scale ontologies often rep-
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resent distributed knowledge area within a problem
domain. Ontology segmentation or alignment of
large-scale ontologies often requires method of ontol-
ogy partitioning. In this regard, concept to concept
semantic relatedness or similarity measure is neces-
sary. The partition is often performed by the seman-
tic relatedness or similarity measure among concepts
of ontology.

The state-of-art metrics by Resnik (Resnik 1999),
Lin (Lin 1998), Jiang and Conrath (Jiang & Con-
rath 1997), and Seco et al. (Seco et al. 2004) used
extrinsic or intrinsic information content for semantic
similarity measure. Resnik, Lin and Jiang and Cor-
nath used the external source of information content.
Although Seco et al. measured the information con-
tent within ontology, they used hyponyms of concepts
only. They applied their metric to the trivial taxon-
omy of concepts like WordNet (Miller et al. 1990).
However, ontologies, such as those developed by the
Web Ontology Language (OWL) (McGuinness et al.
2004), are significantly more complex in data struc-
tures than the taxonomy of concepts only.

Our proposed metric of information content ex-
tends to take concept, properties and their relations
of ontology into account. Therefore, it can be applied
in both cases of a simple taxonomy and a complex
ontology with concept-properties relations.

The scope of the this work has a well accepted
field of ontology partitioning to achieve the scalabil-
ity. As ontologies grow in size they become more and
more difficult to create, use, understand, maintain,
transform and classify. Therefore, Stuckenschimidt
et. al. (Stuckenschmidt & Klein 2004) and Grau et.
al. (Grau et al. 2005a,b, 2006) focus on partitioning
OWL ontologies. Seidenberg and Rector (Seidenberg
& Rector 2006) suggested segmentation of gigantic
large ontologies to solve the scaling problems. Hu et
al. (Hu, Cheng, Zheng, Zhong & Qu 2006, Hu, Zhao
& Qu 2006, Hu et al. 2008) proposed partition based
block matching for aligning large ontologies. There-
fore, ontology partitioning with the help of semantic
similarity measurement is necessary in segmentation,
aligning large ontologies or obtaining scalability in
large ontologies.

This work is to integrate with our scalable and effi-
cient algorithm of ontology alignment called Anchor-
Flood algorithm (Seddiqui & Aono 2008), which per-
forms the best running time in the OAEI-2008 cam-
paign.

The rest of the paper is organized as follows. Sec-
tion 2 introduces the state-of-art techniques of se-
mantic similarity metrics, while Section 3 focuses
on the ontology structure of semantic web. Section
4 describes the limitation of the state-of-art metrics.
Section 5 includes the detailed elaboration of our
proposed metric. Section 6 includes experiments
and evaluation to show the effectiveness of our pro-
posed metric. Concluded remarks and some future
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directions of our work is described in Section 7.

2 State-of-art Metrics

Semantic similarity metric is an important measure
for partitioning a taxonomy of an ontology. A tax-
onomy is a hierarchical representation of a semantic
network with a partial ordering, typically given by
the concept inclusion relation (ISA). The concepts in
a semantic network or taxonomy of an ontology have
proximities among other concepts connected by edges.

There are a number of researches to measure the
similarity among the concepts in a semantic net-
work. Of the many approaches presented in the lit-
erature (Collins & Quillian 1969, Rada et al. 1989,
Knappe et al. 2007, Hirst & St-Onge 1998, Sussna
1993, Wu & Palmer 1994), we divide them into
two classes: edge-relative approaches and informa-
tion theoretic approaches. Edge-related approaches
focus on counting the edges or pre-assigned weight of
edges, while information theoretic approaches analyze
the essence of taxonomy of ontology. Each of them
are described below for understanding the content of
this paper easily.

2.1 Edge relative Approaches

Rada et al. (Rada et al. 1989) assumes that the simi-
larity is proportional to the number of edges separat-
ing concepts. Sussna et al. (Sussna 1993) introduces
a depth-relative scaling approach, based on the obser-
vation that siblings deep in the tree are more closely
than siblings higher in the tree. Wu and Palmer (Wu
& Palmer 1994) define their conceptual similarity
based on the principle of depth-relative scaling as:

, 2 % depth(c;j)
i,Cj) = ) 1
sim(ci, ¢;) depth(c;) + depth(c;) (1)

where ¢;; is the common super class of ¢; and ¢;, and
depth(ck) gets the depth of ¢ in the original class
hierarchy.

In Eq. 1 each edge has the weight of unity regard-
less of their direction in the subsumption relation of
a taxonomy. On the contrary, some proposed dis-
tance metrics use different weights of a particular edge
for differentiating their direction in subsumption. A
taxonomy of an ontology contains a network of a di-
rected graph. This means that the edge between two
concepts represents a relationship in the direction of
the edge. In Fig. 1, a dog ISA animal and not the
other way around. When we move in the direction of
edge, we get generalization, whereas we obtain spe-
cialization while moving in an opposite direction of
the orientation. Therefore, concept inclusion (ISA)
intuitively implies strong similarity in the opposite
direction from inclusion (specialization). In addition,
the direction of inclusion (generalization) must con-
tribute some degree of affinity. However, for the same
reasons as in the case of specializations, transitive
generalizations should contribute a decreased degree
of similarity.

To make the edge influence the similarity, weight
factor § and ~ is introduced for expressing similarity
of immediate specialization and generalization respec-
tively. The similarity function is then defined as:

{O-S(Pj),yg(Pj)} , (2)

where P; ... P, are all paths connecting = and
y. Py is an edge, s(P;) is the number of edges to-
ward specialization and g(P;) is the number of edges
toward generalization.

SiMusp(T,Y) = jmaz
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alsatian

Figure 1: An example of a pet ontology

This similarity can be derived from an ontology by
transforming the ontology into a directional weighted
graph with o as a downward and v as a upward
weights, and the similarity is the product of the
weight on the path 2. An example ontology is dis-
played in Fig. 2.

poodle

alsatian

Figure 2: The ontology transformed into directed
weighted graph, with the immediate specialization
and generalization similarity values ¢ = 0.9 and 7~
= 0.4 respectively. Similarity is derived as the max-
imal (multiplicative) weighted path length, and thus
sim(poodle, alsatian) = 0.4*0.9 = 0.36.

The edge between concepts in a taxonomy rep-
resents some degree of affinity. However the edge
weights are defined by different factors. The deeper
concepts in a taxonomy has more specification than
the shallower concepts in the taxonomy. A taxon-
omy is organized by a directed network. The direc-
tion in a network has a influence over the affinity.
Defining the weight of an edge to measure the affin-
ity of concept pair depends on the factors. There-
fore, several researchers focus on the information the-
oretic approaches to define the weights to measure
semantic affinities between concepts by introducing
IC. Measuring IC removes the complexity of assign-
ing dynamic weights to every edges and of considering
direction of edges as well. Information theoretic ap-
proaches are discussed in more details below.

2.2 Information Theoretic Approaches

Information theoretic approaches are well defined in a
couple of research works by (Jiang & Conrath 1997,
Lin 1998, Resnik 1995, Seco et al. 2004). They obtain
their needed IC values by statistically analyzing cor-
pora. They associate probabilities to each concept in
the taxonomy based on word occurrences in a given
corpus. These probabilities are cumulative as we go
up the taxonomy from specific concepts to more ab-
stract concepts. The IC value is then obtained by
consi)dering the negative log likelihood (Resnik 1995,
1999):
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icres(c) = —log p(c) (3)

where ¢ is any concept in WordNet and p(c) is
the probability of encountering ¢ in a given corpus.
It should be noted that this method ensures that
IC is monotonically decreasing as we move from the
leaves of the taxonomy to its roots. (Resnik 1995)
was the first to consider the use of this formula, that
stems from the work of Shannon (Shannon & Weaver
1948), for the purpose of semantic similarity judg-
ments. The basic intuition behind the use of the neg-
ative likelihood is that the more probable a concept is
of appearing then the less information it conveys, in
other words, infrequent words are more informative
than frequent ones. Resnik describes an implemen-
tation in using WordNet’s (Miller et al. 1990) taxon-
omy of noun concepts. According to Resnik, semantic
similarity depends on the amount of information two
concepts have in common, this shared information is
given by the most specific common abstraction i.e.
the super-concept that subsumes both concepts. In
order to find a quantitative value of shared informa-
tion we must first discover the super-concept, if one
does not exist then the two concepts are maximally
dissimilar, otherwise the shared information is equal
to the IC value of the super-concept. Formally, se-
mantic similarity is defined as:

max
ceS(c1,c2)

{icres(c)},  (4)

where S(cq1,cq) are the set of concepts that subsume
c1 and cs.

Lin (Lin 1998) proposes a modification of measur-
ing the semantic similarity using Resnik’s equation
defined in Eq. 3 and 4. He states that the similar-
ity between concepts c¢; and cy is measured by the
ratio between the amount of information needed to
state the commonality of ¢; and c¢o and the informa-
tion needed to fully describe what ¢; and ¢o are. The
definition might be expressed as:

51Myes(C1,02) =

2 % Simres (617 62) (5)
iCres(C1) + iCres(c2)

Jiang and Conrath (Jiang & Conrath 1997) pro-
poses a combined model taking the shortest path,
edge-counting methods, Resnik’s information content
into account and by adding decision factors. They
calculate the weights between two concepts of parent
and child relation.

siMiin (€1, ¢c2) =

wt(ce, cp) = (5 +(1- mE(sz)) <d(cclzzip—§ 1>a (6)

[icres(ce) — icres(cp)] T(ce, cp)

where d(c,) is the depth of the node (concept) cp,
E(cp) is the number of children of ¢,, the local density

(FE) is the average density in the entire taxonomy,
and T'(cc,cp) is the link relation/type factor. The
parameters o (o > 0) and 8 (0 < § < 1) control the
influence of node depth and density, respectively.

If we consider the case where node depth (as we
will consider node depth indirectly by considering the
number of children a particular node contains) is ig-
nored and link type and local density both have a
weight of 1. In this special case, the dissimilarity
metric is:

distjen(c1,¢2) = (iCres(c1)Ficres(c2))—2%8iMypes(c1, C2)

(7)

2.3 Intrinsic Information Content Metric

The classical way of measuring IC of concepts com-
bines knowledge of their hierarchical structure from
an ontology with the statistics on their actual us-
age in text as derived from a large corpus. However,
Seco et al. (Seco et al. 2004) derived a wholly intrin-
sic measure of IC that relies on hierarchical structure
alone and applied their derivation to large taxonomy
of WordNet. They report a competitive correlation
value between human and machine similarity judg-
ment on the dataset of Miller and Charles (Miller &
Charles 1991) against WordNet.

Seco et al. argue that the more hyponyms a con-
cept has the less information it expresses, otherwise
there would be no need to further differentiate it.
Likewise, concepts, that are leaf nodes, are the most
specified in the taxonomy so the information they ex-
press is maximal. Formally they define:

log(hypo(c) + 1)
log(maz.,y,)

(8)

iCseco(c) =1 —

where the function hypo returns the number of hy-
ponyms of a given concept and max,,, is a constant
that is set to the maximum number of concepts that
exists in the taxonomy.

Seco’s IC decreases monotonically as we transverse
from leaf to root. The information content of the
imaginary top node of WordNet would yield an IC
value of 0. This metric gives the same score to all
leaf nodes in the taxonomy regardless of their overall
depth. All leaves have same maximum value 1.

Like Resnik’s and Lin’s measure, Seko’s metric of
semantic similarity yields result in [0,..,1]. Seco et.
al. formulated their metric as:

Simseco (Cl ) CQ)

=1

B iCseco(C1) + 1Cseco(C2) — 2 % sim/. . (c1, ca)

2

(9)
where sim,.,, corresponds to Resnik’s similarity func-

tion but accommodating Seco’s IC values.

3 Ontology in Semantic Web

Apart from the general discussion about measuring
IC against WordNet which contains a complete list of
concepts, the definition of a domain ontology would
reveal the fact about the current complex form of on-
tology of semantic technology. According to (Ehrig
2007), ontology contains core ontology, logical map-
ping, knowledge base, and lexicon. Furthermore, a
core ontology, S, is defined by a tuple of five entities
as follows:

S = (C’ SCaRao—v SR)?

where C' and R are two disjoint sets called “con-
cepts” and “relations” respectively. A relation is
known as a property of a concept, or a restriction on a
property about a concept. Throughout the paper, we
use the term “relation” to represent property of a con-
cept, or a restriction on a property about a concept.
A function represented by o(r) =< dom(r), ran(r) >
where reR, domain is dom(r) and range is ran(r). A
partial order <p represents on R, called relation hi-
erarchy, where 1y <g ro iff dom(r;) <¢ dom(rs) and
ran(ry) <c¢ ran(rg). The notation < represents a
partial order on C, called concept hierarchy or “tax-
onomy”. In a taxonomy, if ¢; <¢ ¢ for ¢y, coeC,
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then ¢; is a sub-concept of ¢y, and ¢y is a super-
concept of ¢;. If ¢; <@ ¢o and there is no c3eC with
c1 <¢ c3 <¢ co, then ¢; is a direct sub-concept of
co, and co is a direct super-concept of ¢; denoted by
c1 < ¢z (Ehrig 2007).

Ontology relationship among its concepts is de-
fined by their taxonomy, where concepts are main-
tained in a hierarchical or super or sub-concept or-
ganization along with the properties and restrictions.
Therefore properties along with the restrictions are
sometimes referred to as relations. They usually play
important roles to define the relationships among con-
cepts. Relations of an ontology are differentiating our
metric from the other.

4 Limitation of the State-of-art Metrics

The metrics we describe so far are used to measure the
semantic similarity among concepts where concepts
are organized in a hierarchy or a taxonomy. They
are only considering the concept to concept relation,
i.e. the metrics consider only super-concept and sub-
concept organization. However description logic (DL)
based domain ontology of semantic technology usu-
ally contains properties, restrictions and other com-
plex relations in addition to the trivial taxonomy or
concept hierarchy.

WordNet does not heavily depend on the proper-
ties, rather it has a complete list of concepts to define
another concept. As it is a thesaurus, we can have a
large text corpora having connection with WordNet.
Unlike WordNet, description logic based domain on-
tology only focuses on a particular domain of inter-
est. It is seldom complete by its concepts alone as
it may contain a limited number of concepts of one’s
interest. Different ontologies of a particular domain
might widely be different and influenced by its tar-
geted users and the knowledge of the its developers.
Moreover, it has seldom large text corpora to define
its concepts. On the contrary, DL ontology has an
explicit specification to define a concept not only by
the concept alone, but also with the help of the other
concepts, its properties and restrictions and the other
logical assertions available inside the ontology.

The classical metrics of measuring semantic sim-
ilarity often use the available concepts, a large text
corpora or a large complete hierarchy for using the
hyponymy relations to measure the IC of a concept.
These metrics cannot be used against domain ontolo-
gies at their current states. However, semantic relat-
edness measure plays an important role in ontology
for partitioning or segmenting large ontologies for re-
solving scalability issues.

5 Proposed Modification in IC Metric

To overcome the limitation of the state-of-art met-
rics of computing semantic similarity among concepts
within a domain ontology and to cope with the new
ontologies with the introduced complex description
logics, we propose a modified metric of computing
intrinsic information content. The metric can be ap-
plied to a simple taxonomy and to a recent complex
OWL ontology as well.

The primary source of IC in ontology is obviously
concepts and concept hierarchy. However, OWL on-
tology also contains properties, restrictions and other
logical assertions, often called as relations. Properties
are used to define functionality of a concept explicitly
to specify a meaning. They are related to concept by
means of domain, range and restrictions.

According to Resnik, semantic similarity depends
on the shared information. As Resnik introduces
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the IC which represents the expressiveness of a par-
ticular concept. Classical metric of IC are based
on the available concepts in a taxonomy or in a
large text corpora. However, as time passes on,
the definition and the content of ontology becomes
more and more complex. The expressiveness of a
concept is not only rely on the concept taxonomy
but also on the other relations like properties and
property-restrictions. Fig. 3 shows an example on-
tology of concepts Biblo, Institution, Reference,
InProceedings, Article, School and Publisher with
the support of 37 different properties which is play-
ing an important role to define concepts and distin-
guish a concept from the others. Let us consider the
concepts Biblo and Institution, where they are shar-
ing no property and although Institution has only
three properties to specify its meaning and is dis-
tinguish from the root. However, it does not con-
tain other properties to specify its children more con-
cisely. They have the only difference in their hy-
ponym or subsumption relation. On the other hand,
concepts Biblo and Re ference has no common prop-
erty as well. However Reference is expressed with
21 properties. Concept Reference is defined con-
cisely and specifically with 21 properties. The fact is
that Reference and Institution are subsumed by a
concept Biblo though, Reference has more expres-
siveness than Institution. Therefore, information
content of Reference is larger than that of concept
Institution. In the figure, Reference, Article and
InProceedings has close semantic relatedness. Like-
wise, Institution, Publisher and School has seman-
tic relatedness. However, Institution and Reference
has weak semantic relatedness because of their less
sharing information. Therefore, we can consider that
the information content or expressiveness of a concept
is directly proportional to the number of properties it
is related to by means of property functions or prop-
erty restrictions.

21

InProceedings

Figure 3: Illustration of the impact of properties on
semantic similarity.

5.1 Proposed IC Metric

We already have discussed about the probable sources
of IC or the expressiveness of semantic similarity
among the concepts of ontology. We find that the IC
of a concept is negatively related to the probability
of a concept in an external large text corpora (Resnik
1995). We also find that the IC of a concept is in-
versely related to the number of hyponyms or the
concepts it subsumes (Seco et al. 2004). Moreover,
we observe that description logic (DL) based ontol-
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ogy of semantic technology is formal and explicit in
its conceptualization with the help of relations. Every
concept is defined with sufficient semantic embedding
with the organization, property functions, property
restrictions and other logical assertions. Current on-
tology of semantic technology is defined as “an ex-
plicit specification of a conceptualization” (Gruber
1995). Although the most domain ontologies are not
as complete as WordNet in terms of concepts and con-
cept organization, they have well support from logical
assertions to define a concept concisely. Therefore,
we can obtain sufficient IC of a concept without de-
pending on the external large text corpora heavily,
required that we use intrinsic information of the con-
cept. One of the good source of intrinsic information
of a concept is its relations by means of property func-
tions and property restrictions. Our relation based IC
is defined as:

) ~log(rel(c) +1)
fera(c) = log(total rel + 1)’

(10)

where “rel” stands for the relation of properties, prop-
erty function and restrictions, rel(c) denotes the num-
ber of relations of a concept ¢ and total_rel represents
the total number of relations available in the ontology.

As long as the information content of a concept
depends both on the hyponyms or subsumption rela-
tions of a concept and the related properties of the
concept, we need to integrate the ic,.(c) with the
Seco’s metric of intrinsic information content defined
in Eq. 8. This integration introduces a coefficient fac-
tor p and the equation becomes as:

ic(c) = p-icre(c) + (1 = p) - iCseco(c), (11)

where the coefficient factor p is defined by the nature
of an ontology. While a small size of ontology is of-
ten incomplete by its concepts alone, the coefficient
factor tends to increase to focus on relations. On the
contrary, when relations are inadequate to define a
concept and there are a large number of concepts in
the taxonomy, p tends to decrease its value. However,
we definitely need a trade-off to select the coefficient
factor and we define it as:

B log(total_rel + 1
~ log(total_rel) + log(total _concept)’

P

where total_rel is the maximum number of relations
while total_concepts is the maximum number of con-
cepts available in an ontology.

Moreover, the semantic similarity is computed as
described in Eq. 9 by replacing icgseco With ic defined
in Eq. 11 and the sim!.., is measured by our modi-
fied information content metric. Then the semantic
similarity simproposea is defined as below:

Simproposed(cla C2)
ic(er) +ic(ca) — 2 % siml. (1, c2)
2 )
(12)

=1—-

6 Experiments and Evaluation

For experiment with our modified metric of IC, we ob-
tained a reference ontology of a benchmarks from the
Ontology Alignment Evaluation Initiative (OAEI),

Table 1: contains IC values measured by Seco’s metric
and our modified metric.

Concepts Number of | Number of | icseco | i°rel | Cmodified
Relations Hyponyms

Date 3 0 1.000 0.332 0.641
PageRange 2 0 1.000 0.263 0.603
Organization 0 3 0.613 0.000 0.283
Institution 3 2 0.693 0.332 0.499
Publisher 3 0 1.000 0.332 0.641
School 3 0 1.000 0.332 0.641
List 0 1 0.807 0.000 0.373
PersonList 4 0 1.000 0.386 0.670
Journal 7 0 1.000 0.498 0.730
Address 3 0 1.000 0.332 0.641
Person 0 0 1.000 0.000 0.462
Conference 6 0 1.000 0.466 0.713
Reference 21 23 0.113 0.740 0.450
Academic 24 2 0.693 0.771 0.735
PhdThesis 26 0 1.000 0.790 0.887
MastersThesis 26 0 1.000 0.790 0.887
Misc 22 0 1.000 0.751 0.866
MotionPicture 22 0 1.000 0.751 0.866
Part 23 5 0.500 0.761 0.640
InCollection 26 0 1.000 0.790 0.887
InProceedings 27 0 1.000 0.798 0.891
Article 28 0 1.000 0.807 0.896
Chapter 26 0 1.000 0.790 0.887
InBook 27 0 1.000 0.798 0.891
Report 25 2 0.693 0.781 0.740
TechReport 25 0 1.000 0.781 0.882
Deliverable 25 0 1.000 0.781 0.882
Informal 21 4 0.551 0.740 0.653
Manual 23 0 1.000 0.761 0.871
Unpublished 23 0 1.000 0.761 0.871
Booklet 23 0 1.000 0.761 0.871
LectureNotes 22 0 1.000 0.751 0.866
Book 27 3 0.613 0.798 0.713
Collection 31 0 1.000 0.830 0.909
Monograph 30 0 1.000 0.823 0.905
Proceedings 34 0 1.000 0.852 0.920

2009' displayed in Fig. 4. We can download the on-
tology from its homepage?.

As the Fig. 4 displays the concepts associated with
its number of relations, we obtained the results dis-
played in Table 1 by using Eq. 8, 10 and 11. From
the Table 1 and observing the Fig. 4, we see that
hyponyms of “Reference” concepts has a close value
of information content. Therefore, they are semanti-
cally close related and the other concepts are not as
close as a group. However, the values of icseco in the
Table 1 do not reveal a group of semantically related
concepts because of their scatteredness. Moreover,
Seco’s IC values of all the leaves are unity regardless
of their depth and position in ontology, which is cer-
tainly misleading to a group of semantically related
concepts in an ontology.

From the experiments, we also observe that the
deeper concepts have more expressiveness or larger
IC values. Therefore, it guarantees that our modified
IC metric takes the depth of a concept implicitly and
the children of a concept explicitly. However, we do
not take the link type and local concept density into
account unlike expressed in (Jiang & Conrath 1997).
As we consider the hyponyms by incorporating the
Seco’s IC metric, it consider the edges between sub-
sumption concepts implicitly.

Using Table 1 we produce the semantic similarity
between Reference to each of its leaves considering
similarity equation proposed by Seco et al. in Eq. 9
and proposed by us in Eq. 12. The semantic similarity
is displayed in Table 2. We observe that our seman-
tic similarity is close to the real proximity. Article,
Chapter and so on has close semantic relationship
with Reference in the domain of bibliography.

Furthermore, we also compute semantic similar-
ity for every possible pair of concepts of the ontol-
ogy depicted in Fig. 4 and derive only the semanti-
cally related groups or blocks of concepts using both
equation. Our proposed method produces Reference
with its 23 children as a unique block with another
small block of containing Institution, Publisher and
School. Therefore, our proposed metric produce two
blocks containing 24 and 3 elements respectively. On

Lhttp://oaei.ontologymatching.org/2009/

Zhttp://oaei.ontologymatching.org/2009/benchmarks/101/onto.rdf
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Figure 4: It shows a taxonomy of an ontology where each concept is associated with its number of relations.

the other hand, according to Eq. 9, we get several
number of small blocks even among the children of
Reference concept. It produces six small blocks hav-
ing 4, 5, 3, 6, 3, and 4 elements. We also produce
two real blocks manually by the domain experts with
24 and 4 elements. We evaluate the blocks by well-
known Purity, Inverse-purity and F-measure metrics
which rely on precision, recall and f-measure ideas of
information retrieval.

Let B be a set of computed blocks (|B| = n) and R
be a set of manual blocks produced by experts (|R| =
m). b; denotes a block in B, while r; denotes a block
in R. |b;| returns the number of entities in b; , and |r}]|
is defined analogously. b; Nr; calculates the common
entities in both b; and r;. N be the total number of
blocked items. Then, Purity is computed by taking
the weighted average of maximal precision values:

bi
Purity(B) = X1, |N|

i Precision(b;,r;), (13)

where the Precision of a block b; against a real block
r; is defined as:

|b; ﬂrj|

prec(b;, ;) = i
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Inverse-purity focuses on the block with maximum
recall against a real block and is defined as:

m 173l

Inverse—purity(B) = X7, N

max; Precision(r;,b;),

(14)
where,  Precision(rj,b;) is also called as
Recall(b;,rj).

However, a more robust evaluation metric can
be obtained by combining the ideas of Purity and

Inverse-purity, called as F-measure and defined as:

F — measure(B) =

.
o Sl (P00}, (15)

where

2 x Recall(rj,b;) x Precision(r;,b;)

F(rj,b;) =
(rj, bi) = Recall(rj,b;) + Precision(rj, b;)

Now, we apply the Precision, Recall and F value
against the blocks derived by both of the metrics and
the results are displayed in Table 3 and Table 4 to
represent the model of Seco et al. and our proposed
model respectively.
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Table 2: contains semantic similarity between
Reference to each of its leaves considering Seco’s
metric and our proposed metric.

Table 5: Purity, Inverse-purity and F-measure for the
blocks suggested by Eq. 9 and by our proposed metric

Metric [ Purity | Inverse-purity | F-measure

el €a $1Mseco | SiMproposed Seco 1.000 0.318 0.424
Reference | PhDThesis 0.113 0.782 Proposed | 1.000 0.970 0.984
Reference | MastersThesis 0.113 0.782

Reference | InCollection 0.113 0.782

Reference | InProceedings 0.113 0.780

Reference | Article 0.113 0.777 We experimented with a small however represen-
Reference | Chapter 0.113 0.782 tative ontology to observe the trend of our metric and
Reference | InBook 0.113 0.780 we obtained more accurate semantic similarity among
Reference | TechReport 0.113 0.784 concepts and eventually we detected semantically re-
Reference | Deliverable 0.113 0.784 lated blocks of concepts. We measured the Purity,
Reference | Manual 0.113 0.790 Inverse-purity and F-measure for our proposed met-
Reference | Unpublished 0.113 0.790 ric and we observed that our proposed metric out-
Reference | Booklet 0.113 0.790 performed against Seco’s model of intrinsic informa-
Reference | LectureNotes 0.113 0.792 tion content on ontology, where concepts are speci-
Reference | Collection 0.113 0.771 fied with properties. The semantic groups of closely
Reference | Monograph 0.113 0.773 related concepts can be further used in ontology seg-
Reference | Proceedings 0.113 0.765 mentation and in large scale ontology alignment. The

Table 3: Precision, Recall and F value for the sug-
gested blocks by Eq. 9

[Block] | [Ref.Block| | Precision | Recall | F
4 24 1.000 0.167 | 0.286
5 24 1.000 0.208 | 0.344
3 24 1.000 0.125 | 0.222
6 24 1.000 0.250 | 0.400
3 24 1.000 0.125 | 0.222
4 4 1.000 1.000 | 1.000

We summarize Purity, Inverse-purity and F-
measure for both of the metrics in Table 5. The Ta-
ble 5 depicts that our proposed metric outperforms in
the given example. Finally, we can state that our pro-
posed modified metric for intrinsic information con-
tent works efficiently provided that the ontology con-
cepts are specified by their properties. Once the on-
tology does not contain any properties, it behaves just
as a Seco’s model.

7 Conclusions and Future Works

In this paper, we describe the modified metric of in-
formation content (IC) that would be applicable to
both of the domain ontologies of semantic technol-
ogy and the simple however complete taxonomy like
WordNet as well. Our proposed IC metric can be used
to measure the semantic similarity among the con-
cepts of an ontology regardless of its complex struc-
ture. In our modified metric we consider both the
concept hyponyms or subsumptions and the relations
as well with a coefficient factor of logarithmic ratio
to combine them. We implemented this metric of IC
to measure the semantic similarity among concepts.
Ontology processing algorithms like ontology align-
ment and ontology segmentation can get benefits by
detecting semantically related blocks of an ontology
with the semantic similarity measure.

Table 4: Precision, Recall and F value for the sug-
gested blocks by our proposed equation

[Block] | [Ref.Block| | Precision | Recall | F
24 24 1.000 1.000 | 1.000
3 4 1.000 0.750 | 0.857

experiment shows that our modified IC metric works
better.

Our future plan is to experiment more with large
DL ontologies. Furthermore, we have a plan to inte-
grate our modified metric with our fastest and scal-
able Anchor-Flood algorithm (Seddiqui & Aono 2008)
to align large scale ontologies and to retrieve seg-
mented alignment.
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