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Preface

The Australasian Information Security Conference (AISC) 2010 was held on the 19th and 20th January 2010
in Brisbane, Australia, as a part of the Australasian Computer Science Week 2010. AISC grew out of the
Australasian Information Security Workshop and officially changed the name to Australasian Information
Security Conference in 2008. The main aim of the AISC is to provide a venue for Australasian and other
researchers to present their work on all aspects of information security and promote collaboration between
academic and industrial researchers working in this area.

This year we received 21 submissions from Australia, Brazil, Finland, Japan, Korea, New Zealand,
Singapore and United States. After a thorough refereeing process we accepted 10 papers for presentation
at AISC 2010. We extend our thanks to all the AISC 2010 authors for their quality submissions and all
the members of the Program Committee and additional referees for their expert reviews.

Following AISC tradition from previous years, we have selected a paper for the Best Student Paper Prize.
Papers can be considered for this award only if the major contribution is due to a student author, who must
be the first author of the paper. This year the award went to Farzad Salim from the Information Security
Institute, Queensland University of Technology for the paper “An Administrative Model for UCON” by
Farzad Salim, Jason Reid and Ed Dawson. Our hearty congratulations to Farzad and his co-authors on
this fine achievement!

The invited keynote address for AISC 2010 was presented by Ed Dawson. We are very grateful to Ed
for delivering the lecture on “Information Sharing in the 21st Century: Progress and Challenges”.

As part of AISC 2010 a workshop on Denial of Service was held during the first afternoon. Our sincere
thanks go to George Mohay for organising this workshop and to the invited speakers, Graham Ingram,
Craig Lawson, Alan Tickle and Desmond Schmidt. A panel followed the invited talks for which the invited
speakers were joined by Bill Caelli for a stimulating discussion.

Special thanks go to Gleb Sechenov for his excellent work on maintaining the AISC 2010 website. We
used Easychair software to manage the AISC submissions and reviews. We found this software very helpful
and easy to use and we thank the maintainers of the service for this opportunity.

Last but not least we extend our gratitude to the ACSW 2010 chair Wayne Kelly and other members
of the organising committee for their hard work and their continuous and invaluable support throughout
the preparation of the conference.

Colin Boyd
Queensland University of Technology

Willy Susilo
University of Wollongong

AISC 2010 Programme Chairs
January 2010
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Welcome from the Organising Committee

On behalf of the Australasian Computer Science Week 2010 (ACSW2010) Organising Committee, we
welcome you to this year’s event hosted by the Queensland University of Technology (QUT). Striving to
be a ”University for the Real World” our research and teaching has an applied emphasis. QUT is one of
the largest producers of IT graduates in Australia with strong linkages with industry. Our courses and
research span an extremely wide range of information technology, everything from traditional computer
science, software engineering and information systems, to games and interactive entertainment.

We welcome delegates from over 21 countries, including Australia, New Zealand, USA, Finland, Italy,
Japan, China, Brazil, Canada, Germany, Pakistan, Sweden, Austria, Bangladesh, Ireland, Norway, South
Africa, Taiwan and Thailand. We trust you will enjoy both the experience of the ACSW 2010 event and also
get to explore some of our beautiful city of Brisbane. At Brisbane’s heart, beautifully restored sandstone
buildings provide a delightful backdrop to the city’s glass towers. The inner city clusters around the loops
of the Brisbane River, connected to leafy, open-skied suburban communities by riverside bikeways. QUT’s
Garden’s Point campus, the venue for ACSW 2010, is on the fringe of the city’s botanical gardens and
connected by the Goodwill Bridge to the Southbank tourist precinct.

ACSW2009 consists of the following conferences:

— Australasian Computer Science Conference (ACSC) (Chaired by Bernard Mans and Mark Reynolds)

— Australasian Computing Education Conference (ACE) (Chaired by Tony Clear and John Hamer)

— Australasian Database Conference (ADC) (ADC) (Chaired by Heng Tao Shen and Athman Bouguet-
taya)

— Australasian Information Security Conference (AISC) (Chaired by Colin Boyd and Willy Susilo)

— Australasian User Interface Conference (AUIC) (Chaired by Christof Lutteroth and Paul Calder)

— Australasian Symposium on Parallel and Distributed Computing (AusPDC) (Chaired by Jinjun Chen
and Rajiv Ranjan)

— Australasian Workshop on Health Informatics and Knowledge Management (HIKM) (Chaired by An-
thony Maeder and David Hansen)

— Computing: The Australasian Theory Symposium (CATS) (Chaired by Taso Viglas and Alex Potanin)

— Asia-Pacific Conference on Conceptual Modelling (APCCM) (Chaired by Sebastian Link and Aditya
Ghose)

— Australasian Computing Doctoral Consortium (ACDC) (Chaired by David Pearce and Rachel Cardell-
Oliver).

The nature of ACSW requires the co-operation of numerous people. We would like to thank all those
who have worked to ensure the success of ACSW2010 including the Organising Committee, the Conference
Chairs and Programme Committees, our sponsors, the keynote speakers and the delegates. Special thanks to
Justin Zobel from CORE and Alex Potanin (co-chair of ACSW2009) for his extensive advice and assistance.
If ACSW2010 is run even half as well as ACSW2009 in Wellington then we will have done well.

Dr Wayne Kelly and Professor Mark Looi
Queensland University of Technology

ACSW2010 Co-Chairs
January, 2010



CORE - Computing Research & Education

CORE welcomes all delegates to ACSW2010 in Brisbane. CORE, the peak body representing academic
computer science in Australia and New Zealand, is responsible for the annual ACSW series of meetings,
which are a unique opportunity for our community to network and to discuss research and topics of mutual
interest. The original component conferences ACSC, ADC, and CATS, which formed the basis of ACSWin
the mid 1990s now share the week with seven other events, which build on the diversity of the Australasian
computing community.

In 2010, we have again chosen to feature a small number of plenary speakers from across the discipline:
Andy Cockburn, Alon Halevy, and Stephen Kisely. I thank them for their contributions to ACSW2010. I
also thank the keynote speakers invited to some of the individual conferences. The efforts of the conference
chairs and their program committees have led to strong programs in all the conferences again, thanks.
And thanks are particularly due to Wayne Kelly and his colleagues for organising what promises to be a
strong event.

In Australia, 2009 saw, for the first time in some years, an increase in the number of students choosing
to study IT, and a welcome if small number of new academic appointments. Also welcome is the news that
university and research funding is set to rise from 2011-12. However, it continues to be the case that per-
place funding for computer science students has fallen relative to that of other physical and mathematical
sciences, and, while bodies such as the Australian Council of Deans of ICT seek ways to increase student
interest in the area, more is needed to ensure the growth of our discipline.

During 2009, CORE continued to work on journal and conference rankings. A key aim is now to
maintain the rankings, which are widely used overseas as well as in Australia. Management of the rankings
is a challenging process that needs to balance competing special interests as well as addressing the interests
of the community as a whole. ACSW2010 includes a forum on rankings to discuss this process. Also in
2009 CORE proposed a standard for the undergraduate Computer Science curriculum, with the intention
that it be used for accreditation of degrees in computer science.

CORE:s existence is due to the support of the member departments in Australia and New Zealand, and I
thank them for their ongoing contributions, in commitment and in financial support. Finally, I am grateful
to all those who gave their time to CORE in 2009; in particular, I thank Gill Dobbie, Jenny Edwards, Alan
Fekete, Tom Gedeon, Leon Sterling, and the members of the executive and of the curriculum and ranking
committees.

Justin Zobel

President, CORE
January, 2010



ACSW Conferences and the
Australian Computer Science Communications

The Australasian Computer Science Week of conferences has been running in some form continuously
since 1978. This makes it one of the longest running conferences in computer science. The proceedings of
the week have been published as the Australian Computer Science Communications since 1979 (with the
1978 proceedings often referred to as Volume 0). Thus the sequence number of the Australasian Computer
Science Conference is always one greater than the volume of the Communications. Below is a list of the
conferences, their locations and hosts.

2011. Volume 33. Host and Venue - Curtin University of Technology, Perth, WA.
2010. Volume 32. Host and Venue - Queensland University of Technology, Brisbane, QLD.

2009. Volume 31. Host and Venue - Victoria University, Wellington, New Zealand.

2008. Volume 30. Host and Venue - University of Wollongong, NSW.

2007. Volume 29. Host and Venue - University of Ballarat, VIC. First running of HDKM.

2006. Volume 28. Host and Venue - University of Tasmania, TAS.

2005. Volume 27. Host - University of Newcastle, NSW. APBC held separately from 2005.

2004. Volume 26. Host and Venue - University of Otago, Dunedin, New Zealand. First running of APCCM.

2003. Volume 25. Hosts - Flinders University, University of Adelaide and University of South Australia. Venue
- Adelaide Convention Centre, Adelaide, SA. First running of APBC. Incorporation of ACE. ACSAC held
separately from 2003.

2002. Volume 24. Host and Venue - Monash University, Melbourne, VIC.

2001. Volume 23. Hosts - Bond University and Griffith University (Gold Coast). Venue - Gold Coast, QLD.

2000. Volume 22. Hosts - Australian National University and University of Canberra. Venue - ANU, Canberra,
ACT. First running of AUIC.

1999. Volume 21. Host and Venue - University of Auckland, New Zealand.

1998. Volume 20. Hosts - University of Western Australia, Murdoch University, Edith Cowan University and
Curtin University. Venue - Perth, WA.

1997. Volume 19. Hosts - Macquarie University and University of Technology, Sydney. Venue - Sydney, NSW.
ADC held with DASFAA (rather than ACSW) in 1997.

1996. Volume 18. Host - University of Melbourne and RMIT University. Venue - Melbourne, Australia. CATS
joins ACSW.

1995. Volume 17. Hosts - Flinders University, University of Adelaide and University of South Australia. Venue -
Glenelg, SA.

1994. Volume 16. Host and Venue - University of Canterbury, Christchurch, New Zealand. CATS run for the first
time separately in Sydney.

1993. Volume 15. Hosts - Griffith University and Queensland University of Technology. Venue - Nathan, QLD.

1992. Volume 14. Host and Venue - University of Tasmania, TAS. (ADC held separately at La Trobe University).

1991. Volume 13. Host and Venue - University of New South Wales, NSW.

1990. Volume 12. Host and Venue - Monash University, Melbourne, VIC. Joined by Database and Information
Systems Conference which in 1992 became ADC (which stayed with ACSW) and ACIS (which now operates
independently).

1989. Volume 11. Host and Venue - University of Wollongong, NSW.

1988. Volume 10. Host and Venue - University of Queensland, QLD.

1987. Volume 9. Host and Venue - Deakin University, VIC.

1986. Volume 8. Host and Venue - Australian National University, Canberra, ACT.

1985. Volume 7. Hosts - University of Melbourne and Monash University. Venue - Melbourne, VIC.

1984. Volume 6. Host and Venue - University of Adelaide, SA.

1983. Volume 5. Host and Venue - University of Sydney, NSW.

1982. Volume 4. Host and Venue - University of Western Australia, WA.

1981. Volume 3. Host and Venue - University of Queensland, QLD.

1980. Volume 2. Host and Venue - Australian National University, Canberra, ACT.

1979. Volume 1. Host and Venue - University of Tasmania, TAS.

1978. Volume 0. Host and Venue - University of New South Wales, NSW.



Conference Acronyms

ACDC Australasian Computing Doctoral Consortium

ACE Australasian Computer Education Conference

ACSC Australasian Computer Science Conference

ACSW Australasian Computer Science Week

ADC Australasian Database Conference

AISC Australasian Information Security Conference

AUIC Australasian User Interface Conference

APCCM Asia-Pacific Conference on Conceptual Modelling

AusPDC Australasian Symposium on Parallel and Distributed Computing (replaces AusGrid)
CATS Computing: Australasian Theory Symposium

HIKM Australasian Workshop on Health Informatics and Knowledge Management

Note that various name changes have occurred, which have been indicated in the Conference Acronyms sections
in respective CRPIT volumes.

xiii



ACSW and AISC 2010 Sponsors

We wish to thank the following sponsors for their contribution towards this conference.
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Information Sharing in the 21st century: Progress and Challenges

Ed Dawson Jason Reid Farzad Salim Mark Burdon

Information Security Institute,
Queensland University of Technology,
GPO Box 2434, Brisbane 4001, Queensland, Australia

Abstract

With the increasing threat of cyber and other at-
tacks on critical infrastructure, federal governments
throughout the world have been organizing industry
to share information on possible threats. In Aus-
tralia the Office of the Attorney General has formed
Trusted Information Sharing Networks (TISN) for the
various critical industries such as banking and elec-
tricity. Currently the majority of information for a
TISN is shared at physical meetings. To meet cyber
threats there are clearly limitations to physical meet-
ings. Many of these limitations can be overcome by
the creation of a virtual information sharing network
(VISN). However there are many challenges to over-
come in the design of a VISN both from a policy and
technical viewpoint. We shall discuss some of these
challenges in this talk.

Copyright (©2010, Australian Computer Society, Inc. This
paper appeared at the 8th Australasian Information Security
Conference (AISC 2010). Conferences in Research and Practice
in Information Technology (CRPIT), Vol. 105, Colin Boyd and
Willy Susilo, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.
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Secure Coprocessor-based Private Information Retrieval without
Periodical Preprocessing

Peishun Wang'

Huaxiong Wang?3

Josef Pieprzyk?

1 School of Computer Science and Software Engineering
University of Wollongong, NSW 2522 Australia
Email: peishun@uow.edu.au

2 Center for Advanced Computing — Algorithms and Cryptography, Department of Computing
Macquarie University, NSW 2109, Australia
Email: hwang, josef@ics.mq.edu.au

3 Division of Mathematical Sciences, School of Physical and Mathematical Sciences
Nanyang Technological University, Singapore

Abstract

Early works on Private Information Retrieval (PIR)
focused on minimizing the necessary communication
overhead. They seemed to achieve this goal but at
the expense of query response time. To mitigate this
weakness, protocols with secure coprocessors were in-
troduced. They achieve optimal communication com-
plexity and better online processing complexity. Un-
fortunately, all secure coprocessor-based PIR proto-
cols require heavy periodical preprocessing. In this
paper, we propose a new protocol, which is free from
the periodical preprocessing while offering the opti-
mal communication complexity and almost optimal
online processing complexity. The proposed protocol
is proven to be secure.

Keywords: Private information retrieval, secure co-
processor.

1 Introduction

A private information retrieval (PIR) protocol allows
a user to retrieve a data item of her choice from
a database such that the database server does not
learn any information on the identity of the item
fetched. The problem was formulated by Chor et
al. (Chor et al. 1998), and has attracted a consid-
erable amount of attention. The efficiency of PIR
protocols is typically measured by their communi-
cation complexity and computation overhead neces-
sary to answer a query. Early works on PIR pro-
tocols (for both information theoretic and compu-
tational models) have been mainly focused on min-
imizing the communication complexity between the
user and the database server. Many proposed PIR
protocols (see, for example, (Ambainis 1997, Beimel
et al. 2002, Chang 2004, Chor & Gilboa 1997, Gentry
& Ramzan 2005, Woodruff & Yekhanin 2005)) suc-
ceeded in achieving this goal. However, these proto-
cols have very high computation overheads, requiring
the computation on the entire database in order to
retrieve a single bit. This results in excessive query
response time, and makes them impractical. Sion and
Carbunar (Sion & Carbunar 2007) showed that the
naive solution (i.e., downloading the whole database)

Copyright (©2010, Australian Computer Society, Inc. This pa-
per appeared at Australasian Information Security Conference
(AISC 2010), Brisbane, Australia. Conferences in Research and
Practice in Information Technology, Vol. 105. Colin Boyd and
Willy Susilo, Ed. Reproduction for academic, not-for profit
purposes permitted provided this text is included.

is more efficient than a carefully designed PIR pro-
tocol with sophisticated mathematical computation.
To address this problem, several attempts have been
made, and one of the most efficient solutions is based
on a tamper-proof secure coprocessor (SC), which
prevents anybody from accessing its memory from
outside even if the adversary has direct physical ac-
cess to the device (Smith et al. 1998). Being more
specific, the database server installs a secure copro-
cessor, which works as a user extension at the server
side. If the internal memory space of secure copro-
cessor was large enough to hold the entire database,
the PIR problem would be solved easily. A user sim-
ply applies existing network protocols like HT'TP and
SSL to negotiate a secure session with the coproces-
sor, and makes a query. Since SC' is physically pro-
tected, no one including the server should be able to
observe what the query is. Unfortunately, its inter-
nal memory can only hold a fixed and small number
of records at a time. Thus, secure coprocessor-based
PIR protocols aim to provide private access to a large
database while using only a small amount of copro-
Cessor memory space.

Some secure coprocessor-based PIR protocols were
proposed in (Asonov & Freytag 4/2002, 5/2002,
Iliev & Smith 2003, 2004, 2005, Smith & Safford
2000, 2001, Wang et al. 2006, Yang et al. 2008).
They achieved optimal communication complexity
and good online processing complexity. However, all
these protocols need a heavy preprocessing that pe-
riodically shuffles the database. In this paper, we
propose a protocol without periodical preprocessing.

Our Contributions. We propose a new secure
coprocessor-based PIR protocol that works in the
two stages: offline shuffling and online retrieving.
During the offline shuffle, the secure coprocessor
double-encrypts all records and permutes the origi-
nal database. During the online retrieval, the secure
coprocessor usually reads two records from the shuf-
fled database and writes two records back. We prove
the security of the protocol. Unlike the previously
published coprocessor-based PIR protocols, the pro-
posed protocol uses two new ideas, namely, double-
encryption and twin-writing, and consequently re-
moves the need for periodical preprocessing. The
analysis of efficiency indicates that the performance of
the proposed protocol is better than the performance
of previous coprocessor-based PIR protocols.

Organization. Section 2 reviews the related work.
In Section 3 we provide the model. In Section 4 we
construct a new protocol and show its security. In
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Section 5 we analyze the performance. Finally Section
6 concludes the work.

2 Related Work

Smith and Safford (Smith & Safford 2000, 2001)
came up with the idea of using a secure coproces-
sor (SC) for PIR. In their works, SC' preprocesses
the database, i.e., it shuffles the records offline before
the PIR protocol starts. More precisely, SC reads en-
tire database n times record by record, and each time
SC' leaves a record in its secure memory and encrypts
the record using a secret key known to SC but not
to the server, then SC' writes the encrypted record
in the shuffled database. During the phase of online
retrieval, when SC receives a query from a user, it
reads through the entire shuffled database, and keeps
the desired record in its internal memory. Then SC
decrypts the record and sends it via a secure channel
to the user. Obviously, the communication complex-
ity is optimal, but the online computation complex-
ity is O(n) and the offline preprocessing complexity
is O(n?).

To minimize the online computation, Asonov and
Freytag (Asonov & Freytag 4/2002) modified Smith
and Safford’s protocol as follows. To answer the first
query, SC' accesses the desired encrypted record di-
rectly instead of reading the entire database. The
encrypted record is decrypted inside the SC' and sent
to the user via a secure channel. To answer the k"
(k > 2) query, SC has to read the k — 1 previously
accessed records first, then the desired one. In case
the k" query requests the same record as one of the
k—1 previous queries, SC reads a random (previously
unread) record. Evidently, SC has to keep track of
the accessed records. The database server can decide
at which point m = maz(k) (1 < m < n) to stop and
to switch to shuffle the database again. Since m is
a constant independent of n, if the maximal allowed
query response time is fixed, m can be chosen without
considering preprocessing. Thus, the server processes
O(1) records online in order to answer each query.
Their protocol improves the online computation com-
plexity from O(n) to O(n'/?) (even O(1)), and retains
the optimal communication complexity. But the of-
fline preprocessing complexity is still O(n?), and the
reshuffling takes place when a fixed number of queries
have been answered.

The above two protocols would be optimal from
the user point of view, but they are still quite expen-
sive for the server. For example, assuming that ac-
cessing one database record takes 0.01 second for SC'
and n = 10000, then we need n? % 0.01 ~ 2 weeks to
prepare one shuffled database and an optimal trade-
off parameter m = 141. This means that we need
to reshuffle the database once per 141 retrievals. To
reduce the offline preprocessing, Asonov and Freytag
(Asonov & Freytag 5/2002) modified their protocol.
The server first splits each record in the database
into p equal parts. As the result, the database is
transformed into p share databases. Then SC shuffles
all the share databases based on the same algorithm.
The authors showed that for an optimal p, it is possi-
ble to reduce the preprocessing complexity to O(n!-).
This means that n'® * 0.01 ~ 3 hours are needed
to prepare a shuffled database. Iliev and Smith used
the Benes permutation networks as the shuffling algo-
rithm to reduce the complexity of database shuffling.
They presented protocols (Iliev & Smith 2003, 2005)
with the preprocessing complexity of O(nlgn). Un-
der the same condition, the preparation of one shuf-
fled database needs nlgn % 0.01 ~ 23 minutes. They
modified their protocols and proposed a new variant

(Iliev & Smith 2004), which requires a smaller internal
storage space of size O(lgn) for shuffling. Further-
more, Wang et al. (Wang et al. 2006) and Yang et
al (Yang et al. 2008) constructed protocols with new
shuffling methods and reduced the computational cost
for a query. Unfortunately, the problem of periodical
switching to a new shuffled database still exists in
these protocols.

3 Model

Throughout this paper, we use the following notation.

Let a <2 A denote choosing an element a uni-
formly at random from the set A. For an integer n, [n]
denotes the set of integers {1,2,...,n}. We write z||y
to denote the concatenation of the bit-strings x,y. By

default, 1g k = [log, k]. For a database DB with n

records, DB; (i € [n]) denotes the i*" record in DB.
As in (Asonov & Freytag 5/2002), we assume that
it takes several orders of magnitude longer to oper-
ate on data in the external storage than to access
main memory. Thus, the preprocessing complexity
and online processing complexity of a PIR protocol
are measured by the number of records accessed on
the external storage, i.e., by the number of I/Os.

3.1 The Model

Let’s briefly recall the model of secure coprocessor-
based PIR. It consists of a single server — the host H,
which is connected with a secure coprocessor SC. A
database DB is stored on a suitable high-performance
storage medium that is a part of H and is separated
from SC. DB has n records. If records are not all
of the same length, each record is padded up to the
same size (the padding contents are determined by
the application). Before online queries start, DB is
permuted to a new database D. To retrieve a record
DB; (i € [n]), a user sends SC a query specifying the
index ¢ via a secure channel. SC then interacts with
H, which accesses D instead of DB, to reply.

The adversary in the model attempts to derive in-
formation from the PIR protocol execution. Possible
adversaries include outside attackers and the host,
where the latter is able to not only observe all I/0
operations performed for queries, but also can make
queries as a legitimate user. The aim of SC is to
retrieve a requested record, while hiding the identity
of the record from any adversary. This means that
the adversary should not be able to determine, which
record in the original database has been or has not
been requested by a user.

We follow three terms introduced in (Wang et al.
2006), access pattern, stained query and clean query.
An access pattern for a time period is an array of the
records of D read and written in the period, where
the records are arranged chronologically. A stained
query means that the plaintext and the index of the
desired record are known to the adversary A without
observing any access pattern. A clean query is the
one the adversary A does not know before observing
access patterns.

Let Pr(QQ ~ DB;) denote the probability of the
event that the record DB, is the one desired by the
query (). Note that, in information theoretic or com-
putational PIR protocols, an adversary does not know
anything about the queried record by observing ac-
cess patterns, no matter whether the query is stained
or clean. However, in all existing secure coprocessor-
based PIR protocols, for a stained query, an adver-
sary might know that the record read from D is the
queried one, but for a clean query, she does not. Intu-
itively, the queried record is selected in the black box
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(i.e., internal memory of SC). Now if every record
of the database DB is in the SC’s internal memory
with nonzero probability, then any adversary cannot
learn which record is the queried one. Based on this
observation, we give a definition as follows.

Definition 3.1 A SC-based PIR protocol is secure,
if for a clean query Q and any possible access pattern
Access, the following relation holds

0 < Pr(Q ~ DBj|Access) < 1/M, Yj € [n],

where M is the mazxzimum number of records kept in
the SC'’s internal memory.

Notice that the above definition of security is dif-
ferent from the security definition in the informa-
tion theoretic or computational PIR protocols, which
guarantees that Pr(Q ~ DBj|Access) = 1/n for
any j € [n]. However, in some coprocessor-based
PIR protocols, the probability Pr(Q ~ DB,|Access)
is not uniformly distributed for all j € [n]. For
example, in the protocols from (Asonov & Freytag
5/2002, Iliev & Smith 2005, Wang et al. 2006), if the
I*h query (1 < I < M) is clean, from the view of
an adversary, Pr(Q ~ DBj|Access) = ﬁ for
a record DB; ¢ {DB;,,DB,,,---,DB;,_, }, where
{DB;,,DB,,, -+, DB;,_,,} are the records read into

S(C’s internal memory in the previous [ — 1 queries.
A protocol satisfying the above definition is called
a non-perfect PIR protocol. In the above defini-
tion, Pr(Q ~ DBj|Access) = 1/M means that DB
is certainly in SC’s internal memory, and Pr(Q =~
DBj|Access) > 0 for all j € [n| implies that an ad-
versary does not know, which record of DB is not in
SC’s internal memory.

4 The Proposed Protocol

As the previous works in (Asonov & Freytag 4/2002,
5/2002, Iliev & Smith 2003, 2004, 2005, Wang et al.
2006, Yang et al. 2008), our protocol consists of
two phases: offline preprocessing and online retrieval.
The database is permuted offline before any query
starts. The offline preprocessing (permutation) is ex-
ecuted once only.

During the offline preprocessing phase, the copro-
cessor SC permutes the database DB into a new
database D. Note that z (1 < z < n) records are
kept in SC’s internal memory C, and n — z double-
encrypted records are stored in D. SC maintains a
table T in its internal memory C. The table T' con-
tains n rows and each row T; (i € [n]) keeps track of
the record DB;. More precisely, each row T; consists
of two fields: a single bit flag T;_ ;44 and an index
Ti_index that consists of lg(n — 2) bits. There are
three possible cases:

1. Ti—fiag = 0 and T;_indeq = 0 — this means that
the it" record DB; is in the internal memory C
(It does not exist in the database D);

2. Tifflag =0 and T;_;ndex = k (k‘ S [n — Z]) — this
means that DB; is stored in D as the record Dy,
and this record has never been accessed;

3. Ti—plag = 1 and T;_jpaes = k (k € [n— 2]) — this
means that DB; is stored in D as the record Dy,
and this record has already been accessed.

During the online retrieval phase, on receiving a
query on DB; from a user, SC locates DB; by check-
ing T;. There are three possible cases:

1. If DB; is in C, then SC reads two records ran-
domly chosen from D into C, where the first read
record is accessed, and the second is not.

2. If DB; is in D and unaccessed, then SC reads
one random accessed record and Dr, , ... into
C.

3. If DB; is in D and accessed, then SC reads
Dt and one random unaccessed record

i—index

from D into C.

After sending the desired record DB; to the user, SC
chooses two records at random from C' and writes the
two records into D at the positions from which the
previous two records were taken. Finally, SC' changes
the values of the corrsponding rows in 7T'. For the first
query, SC reads/writes one record from/into D, and
for any other query, SC reads two records from D,
which was called twin —reading in (Yang et al. 2008),
and writes two records into D, which we call twin —
writing. After n — z queries, all records are treated
as the unaccessed again. Note that there are always z
records stored in C after SC finishes an online query.

4.1 Offline Preprocessing

SC applies the approach from (Iliev & Smith 2005) to
permute the database DB, but the writing operation
(i.e., the record DB;(i € [n]) of the database DB
is permuted to the record D; (j € [n — z]) of the
database D) is modified as follows.

Step 1 SC' generates two secret keys, ko and ki,
and creates a table T of n x (1 + lg(n — 2))
bits, which has n rows T; = Ti_ fiag||Ti—indes
(¢t =1,---,n), where T;_ 4 is a 1-bit flag and
Ti—index 18 1g(n — 2z) bits for storing an index.
Each row T; is initialized to the value 0, and the
table is stored in C.

Step 2 SC uses ky to encrypt every record DB;, ap-
pends k; to the encrypted record, and then en-
crypts it again under k.

Step 3 The encrypted-appended-encrypted (called
double-encrypted) version of the record DB; is

written into the j entry in D as the record Dj;

Step 4 SC keeps Ti_fiqy = 0 and sets Tij_jndes = J,
and then rewrites T; in the table T'.

Step 5 During the process of permutation, SC se-
lects z records {DB;; }5_; (i € [n]) uniformly at
random and stores them and kg, &y in C.

4.2 Online Retrieval

To present the protocol in a convenient way, let
G denote a secret key generator that takes an old
key ks as input to generate a new secret key kgi1.
Now we describe two algorithms: Reading(j, ko) and
Writing(j, ko, ks, DB;).

Reading(j, ko) is a deterministic algorithm, which
takes as input an index j (j € [n — z]) and
the secret key kg, and outputs the correspond-
ing record DBy (I € [1,n]) (i.e., Ti—index = J). It
works according to the following steps.

1. Reads the record D; from D into C}

2. Decrypts D; with ko, gets a data and the
appended secret key ks (s > 1), and then
decrypts the data with ks to get the corre-
sponding record DB;.
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Writing(j, ko, ks, DB,) is a deterministic algorithm,
which takes as input an index j (j € [n—z]), two
secret keys ko and ks and a record DB, (r € [n]),
and outputs a record D;. It goes through the
following steps.

1. Encrypts DB, with ks, appends kg to the
encrypted record, and then encrypts the
appended-encrypted record with kg;

2. Writes the double-encrypted version of the
record DB, at the j'* entry in D as the
record Dj;

During the phase of online retrieval, on receiving
the t** query @, on the record DB; from a user, if
t=x(n—2z)+1 for some z € {0,1,2,---}, SC carries
out the Algorithm 1 (below); otherwise, executes
the Algorithm 2 (below).

Algorithm 1: Single-Reading & Single-Writing

check T; in T
ifT; = Ti—flagHTi—indeac =0 then
choose T} £ T such that T; # 05
l=yj
else
l=1
endif
execute the algorithm Reading(7}—;ndex, ko) to
put a record DB into C}
9: send DB; to the user as the answer to the query;

10: take a record DB, £ C,

11: keg1 = G(ke);

12:  delete ky;

13:  execute Writing(7}—index, ko, kt+1, DBr);
14: if r # 1 then

15: Tr—indem = Tl—indem;
16: reset 1) = 0;
17:  endif

18: set Tr—flag = 1;
19:  set Ty according to the new values of T’._ ti4g4
and T'rfindez'

Algorithm 2: Twin-Reading & Twin-Writing

1: check T; in T}

2 f T3 =Ti— fragl|Ti—index = 0 then

3: choose T, , T}, £ T such that T}
Tjgfflag =0and Tjg*indez #0;

1—flag = 1,

4: else if T;_f;,4 = 0 then
5: choose T}, &7 such that T —flag = 15
6: J2 =7
7 else
8 choose T}, L7 such that Ty flag =0
and Tjg*indez 7£ 0;
9: J1 =1
10: endif
11:  endif

12:  execute the algorithm Reading (7T}, —indes, ko) to
put a record DB, into C}

13:  execute the algorithm Reading (T}, —index, ko) to
put a record DBj, into C}

14:  send DB; to the user as the answer to the query;

15: take two records DB, DB; £ C

16:  kip1 = G(ke);

17:  delete k¢;

18:  execute Writing(T}, —indes, k0, kt+1, DBr);

19:  execute Writing(7}j, —indea ko, kt+1, DBs);

20:  take T, fiag = 1 and T _jnder = Ty —index, and

reset Ty;

21:  take Ts_f1qg = 1 and Ts_index = T)jy—index, and
reset Ts;

22: if r # j1 then reset T}, = 0;

23:  endif

24:  if s # jo then reset T}, = 0;

25:  endif

26: if t = z(n — 2z) for some integer = then
reset Ty fiqg = 0 for all I € [n];
27:  endif

Now we consider the security of proposed protocol.

Theorem 1 The proposed SC-based PIR protocol is
secure according to Definition 3.1.

Proof:

We use induction on the number N of queries to
prove the security. Let Pr(DB; ~ {Dj,,...,D;,})
(m € [n — z]) denote the probability of the
event that DB; is permuted to one of the records
{Dj,,...,D;, }, Pr(DB; ~ C) denote the probability
of the event that DB; is in C, and Access(Q) denote
the access pattern (including reading and writing pat-
terns) for the query . Note that, in the proposed
protocol, the maximum number of records in C' is
M =z+42.

CASE N = 1: the 1%¢ online query Q; on DB;,.

Access(Q1) :

1. Reading Pattern: SC reads a record Dg,
from D into C.

2. Writing Pattern: SC chooses a random
record DB, from C and executes the algo-
rithm Writing(z1, ko, k1, DB,.) to write a
record D, into D. Note that the currently
written record D,, is different from the just
read record D, even though they are per-
muted from an identical record in DB be-
cause of using different encryption keys.

Analysis :

1. Counsider that the query is clean. D is per-
muted from DB in an oblivious way used in
(Tliev & Smith 2005) during the offline pre-
processing. According to the proof in (Iliev
& Smith 2005), although the adversary A
knows that D,, is read into C, she does not
know which record in DB is or is not per-
muted to D ,. The original records in C
are randomly and secretly selected by SC.
So, from the view of A, every record in DB
can be located in C with the probability of
Z‘Tt—l. Therefore,

1 z4+1 1
. =—, Vj € [n]
z+1 n n J [n]

P’I“(Ql >~ DB]) =

2. By observing the access pattern
Access(@Q1), A knows the following in-
formation about the queried record DB;,,

Pr(DB;;, ~{D,;,})=1/(2+1) and
Pr(DB;, ~C)=2z/(z+1).
However, if the query is clean, the infor-
mation gives A nothing to identify which

record in DB is or not the queried record
DB, .

Conclusion : For a clean query )1, we have

0 < Pr(Q1 ~ DBj|Access) < 1/M, Vj € [n],

where Access = {Access(Q1)} is the access pat-
tern.

CASE N = 2: the 2"? online query Q2 on DB;,.
Access(Qs2) :

1. Reading Pattern: SC reads the record D,
and another record D,, (r2 # x1) from D
into C.



2.

Analysis :
1.

Conclusion
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Writing Pattern: SC' chooses two ran-
dom records {DB,,DB,} from C and
executes Writing(z1, ko, k2, DB,) and
Writing(xo, ko, k2, DBs) to write the
records {D,,, D,,} into D.

Consider that the query is clean. What-
ever the first query is, D,, is read back
into C'. That means, DB;, is certainly in C
(i.e. with the probability of 1). In addition,
the records in D\ {D,,} are permuted in
an oblivious way during the offline prepro-
cessing, A does not know which record in
DB\ {DB,, } is or is not permuted to D,,.
So, from the view of A, any other record
(except DB;,) in DB is located in C' with

HH z+1
the probability of 5. Therefore,

Pr(Q2 ~ DB;,) = 43, and
Pr(Qz ~ DB;) =

By observing
Access(Q2),

formation,

PT(DBH e {waDwz}) - 2/(2+2
Pr(DB;, ~ C) = z/(z + 2),

Pr(DB;, ~{D,,,D
Pr(DB;, ~C)=z/(z+ 2)

However, if the query ¢ = 5 (j € {1,2}) is
clean, the information gives A nothing to
identify which record in DB is or not the
queried record DB;;.

G Vie )\ fi).

the Access(Q1) and
A knows the following in-

: For a clean query 2, we have

0 < Pr(Q2 ~ DBj|Access) < 1/M, Yj € [n],

where Access = {Access(Q1), Access(Q2)}.
CASE N = 3: the 3" online query Q3 on DB,,.
Access(Q3) :

1.

2.

Analysis :
1.

Reading Pattern: SC reads a record D, &

D,,,D,,} and another record D,, (x3 ¢
21,22}) from D into C.

Writing Pattern: SC chooses two ran-
dom records {DB,,DB;} from C and
executes  Writing(ys, ko, k3, DB,) and
Writing(x3, ko, k3, DBs) to write the
records {Dy,, Dy, } into D.

Consider that the query is clean.

(a) The record Dy, € {D,,,D;,} is read
back into C, this means, DB;, is in
C with the probability of iié, and so
DBiQiS.

(b) The records in D\ {D,,,D,,} are per-
muted in an oblivious way during of-
fline preprocessing, so A does not know
which record in DB\ {DB;,,DB;,} is
or is not permuted to D,,. Hence,
from the view of A, every record in
DB\ {DB;,,DB;,} is in C with the
probability of Z'H

Therefore,
Pr(Qs ~ DBj) = (sz;)m Vj € {i1,i2}, and
Pr(Qs ~ DBj) = yh—ay, Vi €[]\ {i1,i2}.

2. By observing all access patterns
Access(Q1), Access(Q2) and Access(Q3),
A knows the following information,

Pr(DB;; ~{Dy,,Dz,}) =2/(z +2) and
Pr(DB;, ~C) =z/(z+2).
For a previous query ¢ = j (j € {1,2}), A
knows
Pr(DBi; ~{Dy,, Dy, }) =

Pr(DB;, ~ C) = 2243,

(zj_;)lg , and

However, if the query ¢ = j (5 € {1,2,3})
is clean, the information gives .4 nothing
to identify which one in DB is or not the
queried record DB;, .

Conclusion : For a clean query )3, we have

0 < Pr(Qs ~ DBj|Access) < 1/M, Vj € [n],

where Access = {Access(Q1), Access(Qs2),
Access(Q3)}.

Induction Step: Suppose that the same conclu-
sion holds for CASE N =t (2 < t). This is, for the
t'h query Q; on DB;,, we have

Result 1 : For the current query Q;, A knows the
following information,

Pr(DB;, ~{D,,,D,;,})=2/(z+2) and
Pr(DB;, ~C)=z/(z2+2),

) xtfl}-
For a previous query (); on DB;;
knows

where y; € {21, ...

Gelt=1]), A

Pr(DB;, ~{Dy,, Dy.,}) > & and
t—j+1
Pr(DBy, =C) > ()

: If the query @ is clean, it holds that

Result 2
0 < Pr(Q: ~ DBj|Access) < 1/M, ¥j € [n],

where Access = {Access(Q1), Access(Qa2), .. .,
Access(Qr)}-

Now, we proceed to prove that for N =¢+1, i.e.,
the (¢ 4+ 1)*" online retrieval, if the query is clean,
by observing all access patterns, A cannot determine
which one in the original database DB is or not the
queried record.

CASE N = t+1: the (t+1)""
on DB;

Tt41°

Access(Qu+1) -

1. Reading Pattern:
R

online query Q41

SC reads a record

Dy,,, < {Dg,...,Dg} and another
record Dy, (2i41 ¢ {x1,...,2¢}) from D
into C.

2. Writing Pattern: SC chooses two ran-
dom records {DB,,DB,} from C and
executes Writing(y:+1, ko, kt+1, DB,) and
Writing(x:11, ko, kt+1, to write the
records {D } into D.

Yt+19 Tt41

Analysis :
1. Consider that the query is clean.
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Case A : Dy, , is read from
{DCEl?""DIt—l} \ {Dyqut} into
c

(a) Let’s treat the dataset D \ {D,,}
as D, then, this case is the same as
the case of N = t. According to the
Result 2, we have

0 < Pr(Qty1 ~ DBj|Access) < 1/M,
Vi € [n]\ {it},

where Access = {Access(Q1),
Access(Q2), ..., Access(Q¢)}.
According to the Result 1, DB;,
is located in C' with the probability
of z/(z +2), so we have

z
Pr(Qu41 ~DB;,) = Groe
Case B : D,,,, is read from {D,,,D,,}
into C.

(a) The records in D\ {Dy,,..., Dy}
are permuted in an oblivious way
during offline preprocessing, so A
does not know which record in DB\
{DBy,,...,DB;,} is or is not per-
muted to D, . Hence, from the
view of A, every record in DB \
{DBy,,...,DB;,} is in C' with the
probability of 2+l

"0 mod n)*
The record D,,,, is read from
{D,,, Dg,} into C, according to the
Result 1, we know that, DB;, is in
C with the probability of jié, and
the record DB;; (j =1,...,t—1),
which is queried by the previous
query @;, is in C' with the prob-

ability of at least (ZZ:;)(itlji)l
Therefore,
Pr(Qi+1 ~ DB;,) = %
Pr(Qus1 ~ DB;,) > % and
Pr(Q4+1 =~ DB;;) < 45, Vj € [t — 1],

PT(QH—I =~ DBJ) = (z+2)(ni-(~_tlmod )’
Vj € [n]\ {i1, ..., i}

2. By observing all access patterns
Access(Q1), ..., Access(Qry1), A knows
the probabilities of the events that the
current and previous queried records are in
different locations, which, however, give A
nothing to identify which one in DB is or
not the queried record DB;, ;.

Conclusion : For a clean query Q¢y1, we have

0 < Pr(Q¢+1 ~ DBj|Access) < 1/M, Vj € [n],

{Access(Q1), Access(Qz), . . .,

where Access =

Access(Qry1)}-

The proof is concluded.

5 Performance

Let YDDB, WDDB, IS, AF and SS denote the
schemes of Yang et al (Yang et al. 2008), Wang et al
(Wang et al. 2006), Iliev & Smith (Iliev & Smith 2003,
2004, 2005), Asonov & Freytag (Asonov & Freytag
4/2002, 5/2002) and Smith & Safford (Smith & Saf-
ford 2000, 2001), respectively. Now we give a compar-
ison of our protocol against these secure coprocessor-
based PIR protocols as follows.
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Table 1. Comparison of Performance

[ Scheme [ OCC | AOPC [ OPPC [ OSIM ]
Ours yes | 4 O(nlgn) | 4AR+n(1+Ign)
YDDB yes | O(n/M) O(nlgn) | v/nR+2P
WDDB | yes | O(n/M) O(nlgn) | vV2nR+1P
IS yes | O(nlgn/M) | O(nlgn) | v2nR+1P
AF yes | O(n/M) O(nt?) V2nR+1P
SS yes | O(n) O(n?) 1R+1P
* OCC optimal communication complexity
* AOPC: average online processing complexity for a query
* OPPC: offline preprocessing complexity
* OSIM optimal size of SC’s internal memory for
minimizing query response time

*n the database size

* M: the maximum of records kept in SC’s internal
memory, 1 < M L n

*R a record

*P a permutation function

According to the above table, except the parame-
ter OSIM, the performance of our protocol is better
than the performance of other existing coprocessor-
based PIR protocols. Note that, in our protocol be-
fore DB replies to a query, just two records are read.
Although online processing complexity is four I/O op-
erations, but for a single query, the user observes
a delay equivalent to two I/O operations. Only in
the environment of burst queries, the user observes a
slightly longer delay.

Now consider the parameter OSIM. It is easy to
construct a bijective permutation from a range to
another range, so the permutation functions in the
schemes of Wang et al (Wang et al. 2006), Iliev
& Smith (Iliev & Smith 2003, 2004, 2005), Asonov
& Freytag (Asonov & Freytag 4/2002, 5/2002) and
Smith & Safford (Smith & Safford 2000, 2001) need
a small storage space. However, one of two permu-
tations in Yang et al's scheme (Yang et al. 2008) is
a bijective function from a set of random numbers
to another set of random numbers. It is hard to
construct and needs a big storage space. In prac-
tice, it is usually replaced with a matching table.
So, Yang et al’s scheme is less efficient than ours in
the parameter OSIM. Comparing with Wang et al’s

. n(l+lgn)—1P
scheme (Wang et al. 2006), if R > ——/ong > then

(V2nR+1P)>(4R+n(1 + 1gn)), this means, when
the size of a record in the database DB is over

nl+len)=1P pits our scheme is more efficient than
V2n—4

Wang et al’s scheme considering the parameter OSIM.
For example, assume that a database has one million
records, i.e., n = 105, and a permutation function
has a size of 10% bits, then, when the record size is
over 14175 bits, the internal storage capacity required
in our scheme is smaller than that in Wang et al's
scheme.

To the best of our knowledge, except the ineffi-
cient schemes of Smith & Safford (Smith & Safford
2000, 2001), our protocol is the first one that does
not need to reshuffle the database. Moreover, other
SC-based PIR protocols have to make preprocessing
periodically. Usually one cannot afford implementing
inefficient PIR protocols, so something less secure but
practical should be used. Comparing to the PIR pro-
tocols with uniform distribution, the proposed scheme
is more efficient from implementation point of view.

6 Conclusions and Open Problem

In this paper we proposed a new secure coprocessor-
based PIR protocol without reshuffling the database
and showed its security. The protocol holds the op-
timal communication complexity, and its online pro-
cessing complexity is almost optimal.



Proc. 8th Australasian Information Security Conference (AISC 2010), Brisbane, Australia

The SC-based PIR protocols assume that the
S(C’s secure memory can store a small number of data
records. This assumption does not hold for multime-
dia databases, where records can be very long and
storing even a single (and very long) record in SC
can be a problem. Thus, task of designing a PIR
protocol for databases with very long records is an
interesting open problem.
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Abstract

Digital forensics investigations aim to find evidence
that helps confirm or disprove a hypothesis about
an alleged computer-based crime. However, the
ease with which computer-literate criminals can fal-
sify computer event logs makes the prosecutor’s job
highly challenging. Given a log which is suspected
to have been falsified or tampered with, a prosecu-
tor is obliged to provide a convincing explanation for
how the log may have been created. Here we focus
on showing how a suspect computer event log can be
transformed into a hypothesised actual sequence of
events, consistent with independent, trusted sources
of event orderings. We present two algorithms which
allow the effort involved in falsifying logs to be quan-
tified, as a function of the number of ‘moves’ required
to transform the suspect log into the hypothesised
one, thus allowing a prosecutor to assess the likeli-
hood of a particular falsification scenario. The first
algorithm always produces an optimal solution but,
for reasons of efficiency, is suitable for short event logs
only. To deal with the massive amount of data typi-
cally found in computer event logs, we also present a
second heuristic algorithm which is considerably more
efficient but may not always generate an optimal out-
come.

Keywords: Digital forensics, computer logs, event cor-
relation algorithms.

1 Introduction

Digital forensics involves investigations into sus-
pected crimes or misbehaviors that are manifested
in computer-based evidence (Richard III & Roussev
2006). Part of this process is showing that sequences
of events hypothesised by a forensic investigator or
legal prosecutor are consistent with the available dig-
ital evidence (Mohay 2005). If the integrity of the evi-
dence, typically computer-generated logs, is in doubt,
then the assumed actual sequence of events needs to
be reconstructed, and its relationship to the digital
artifacts needs to be explained in terms of actions
that could reasonably have been performed by the
defendant.
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Digital forensics has three major phases: acqui-
sition, analysis and presentation (Carrier 2002). In
the acquisition phase the state of a digital system
is preserved so that it can be analysed later. Tools
used in the acquisition phase are programs that can
copy data and software from a suspect storage device
to a trusted one. In the analysis phase, the acquired
data is examined in order to find pieces of evidence to
support or contradict a given hypothesis intended to
explain how the evidence was created. In the presen-
tation phase the conclusions from the analysis phase
are presented in a legal setting in a way comprehen-
sible to non-experts. Here we are concerned with the
analysis phase, especially the process of explaining
how deliberately falsified computer log evidence may
have been created.

Analyses of computer logs usually rely on time-
stamps to determine the order in which events oc-
curred. However, the clocks used to generate time-
stamps may be inaccurate when compared to ‘abso-
lute’ time (Schatz et al. 2006). Even worse, computer-
literate criminals may attempt to cover their tracks
by adjusting the clocks on their computers to create
misleading event logs (Willassen 2008a).

To overcome this, we need to know whether or not
an acquired event log may have been falsified and,
if so, how this could have been done. To some ex-
tent this problem can be approached by comparing
the suspect event log with independently-generated,
trusted event logs. The difficulty, however, is that
event logs produced by different sources, e.g., com-
puter operating systems, door swipecard readers,
network firewalls, network routers, Internet Service
Providers, web servers, etc, contain records of dif-
ferent kinds of events. Determining the relationship
between these events, and even finding a common rep-
resentation for them, can be highly challenging (Chen
et al. 2003).

Previous work has focussed on determining which
trusted, causally-related event orderings are consis-
tent with the timestamped evidence, according to a
particular falsification hypothesis (Willassen 2008b).
However, the problem of reconstructing hypothesised
event sequences from the available digital evidence
has received relatively little attention.

In this paper we consider the problem of determin-
ing how a suspect event log may have been created, in
the context of a sequence of events hypothesised from
independent, trusted sources of information. This
outcome allows a prosecutor to assess the likelihood
of different assumed actions by the defendant. A pro-
posed scenario which involves relatively little effort on
the part of a suspected criminal is more likely than
one which requires a large number of actions in order
to produce the presumably-falsified computer log.

We present two algorithms for quantifying the
number of steps required to turn a prosecutor’s hy-
pothesised sequence of actual events into the sequence
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of events found in a seized computer’s log. The first
algorithm always produces an optimal result, in the
sense that it completes the transformation in the
fewest steps. However, because computer forensics
typically involves analysing massive amounts of data
(Mohay 2005), we also present a heuristic algorithm
which is considerably more efficient but may not yield
an optimal answer. Nevertheless, for the purposes of
arguing a legal case, a sub-optimal solution will often
suffice.

2 Previous and Related Work

Much work has already been done on the problem of
how to analyse and ‘correlate’ events found in differ-
ent data logs, but in general this work differs from
ours because it does not consider the possibility of
reordering the events in a suspect log to match a par-
ticular hypothesis.

Broadly speaking, the legal importance of com-
puter logs is illustrated by the emergence of standards
for their maintenance. For instance, Kent & Soup-
paya (2006) present general guidelines for responsi-
ble management of computer security logs, including
storage, data formats, data integrity, data confiden-
tiality, etc.

Numerous tools have been proposed to help foren-
sic investigators process the large amounts of data
produced by computer-based systems. Case et al.
(2008) note that existing forensics tools provide iso-
lated data mining functions but leave the job of inter-
preting and correlating the data to the human inves-
tigator. They present a prototype environment for
integrating and correlating timestamped events ob-
tained from several different data logs into a single
sequence. To do this they rely on the timestamps
in login files and network traces to reconstruct the
actions performed by a user during a particular ses-
sion. They do not, however, consider the possibility
that the ordering implied by the timestamps is not
the actual one.

Similarly, Best et al. (2004) devised a tool for
analysis of operating system logs to help secu-
rity auditors mine the generated data. The tool
searches for attempts to circumvent security mech-
anisms and changes in users’ behaviour, as compared
to previously-accumulated user profiles. More re-
cently, Raghavan et al. (2009) proposed a software
architecture for integrating forensic data from mul-
tiple sources that allows an investigator to explore
theories about past behaviours, but again it does not
consider the possibility of event reordering.

Since forensic evidence often relates to causal re-
lationships between events, much previous work has
focussed on detecting causal relationships across dif-
ferent logs. For instance, in the context of distributed
systems, Gazagnaire & Hélouét (2007) considered the
problem of knowing whether or not two events in dif-
ferent logs are causally related. Since logged data is
typically incomplete with respect to event causality,
they developed a theory for composition of partially-
ordered event sets that do not include all causal re-
lationships between events. Their ‘event correlation’
theory allows missing causal relationships to be re-
constructed. However, they assumed that the causal
relationships present in the given logs are correct, un-
like our situation.

In a related vein, Schatz et al. (2004) focussed on
the semantic content of event logs, so that domain-
specific inferences can be drawn about possible hy-
potheses using data other than that which is obvi-
ously security-related. They used pattern-based rea-
soning rules to correlate logged events so that causal
relationships between events can be identified. They

subsequently extended this work so that the reason-
ing rules could infer information from multiple het-
erogenous domains, e.g., firewall logs and swipecard
access logs (Schatz et al. 2005). The motivation for
this work is similar to our own, but again they assume
that the ordering of events in the individual logs be-
ing correlated is accurate, and make no allowance for
deliberate falsification of event orderings.

In practice, the causal ordering of logged events is
assumed to be determined by their associated time-
stamps, so many studies have focussed on the ac-
curacy of timestamping mechanisms. For instance,
Boyd & Forster (2004) noted that analysis of time-
stamped events can be complex due to different date-
time data formats and time zones. They cite a crimi-
nal case in which the defence asserted that police had
falsified evidence by adding files to the defendant’s
computer after it had been seized. Ultimately it tran-
spired that this was not the case—the defence’s ex-
pert witness had, in fact, misinterpreted the ordering
of events by failing to include a necessary timezone-
related offset to the timestamps.

Gladyshev & Patel (2005) presented a formal-
isation of the problem of placing bounds on the
range of times within which a non-timestamped event
could have occurred, by ‘sandwiching’ it between two
causally-related timestamped events.

Willassen (2008b) treated the problem of inaccu-
rate timestamps as the need to test a ‘clock hypoth-
esis’ against the timestamped evidence. The aim
of this work was to determine which causal action
sequences are possible, given the hypothesised be-
haviour of the clock used to generate the timestamps.
This work was then extended so that it could be used
to detect ‘antedating’, i.e., deliberate falsification of
timestamps, by detecting that the timestamps on
events are inconsistent with (known) necessary causal
orderings (Willassen 2008a). This work is highly rel-
evant to our own, but its aim was to detect mis-
matches between actual and timestamped event se-
quences, whereas we are concerned with how to trans-
form one to the other.

Similarly, Schatz et al. (2006) considered the prob-
lem of correlating timestamped events when the
clocks used to generate the timestamps differ from
absolute time due to inadvertent clock skew or drift,
or deliberate clock tampering. They present the re-
sults of empirical experiments for measuring the offset
of the timestamping clock from a trusted reference
clock in order to determine the likely offset in the
timestamps. Again, however, the way in which ac-
tual and timestamped event orderings can be linked
was not the primary focus of their work.

Finally, to a certain extent, the algorithms we de-
velop below are related to the classic ‘marriage prob-
lem’; in which the most efficient pairing of elements
from two disjoint sets must be found. This well-
known combinatorial challenge is usually solved via
a backtracking algorithm (Berman & Paul 2005). It
differs from our problem, however, because there is
no concept of an overall ordering in the two sets of
elements.

3 Problem Statement

Consider the problem faced by a prosecutor intent on
showing that acquired evidence is consistent with a
particular hypothesis concerning criminal behaviour,
even in the face of deliberate falsification of the evi-
dence. In the case of digital data this usually means
attempting to reconcile a hypothesis formed from
trusted information, such as the logs generated by
an Internet Service Provider, with non-trustworthy
information, such as the file and event timestamps on

13
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Figure 1: Example computer log and ISP log correlation model

the personal computer owned by the accused (Schatz
et al. 2006).

For example, the correlation between the events
in a computer log and the events in a corresponding
ISP log can be modelled as a bigraph G = (UUV, E),
where V' is the computer event set, containing all
the events in the potentially-compromised computer’s
logs, and U is the ISP event set, containing all rele-
vant events in the trustworthy ISP’s event logs. An
edge (u,v) isin E if event v € V is correlated to event
u € U, or if event v € U is correlated to event u € V.

Each event in the ISP’s event log may be related
to multiple events in the computer’s activity log. For
example, an event in the ISP log may be a visit to a
particular website from the defendant’s personal com-
puter. While visiting the website, however, multi-
ple individual files may have been downloaded to the
computer. Thus, in the computer log there will be
multiple download events, while the ISP log records
only a single website visit.

Figure 1 illustrates such a computer log and ISP
log correlation model. In this case there are four
events recorded in the ISP’s log, uy, us, ug and uy4,
but there are twelve events in the personal computer’s
log, v1, va, -+ -, v12. Events vy, v3 and v4 recorded in
the computer’s log are correlated to event u; in the
ISP’s log; events v9 and v in the computer’s log are
related to event us in the ISP’s log; events v7 and vg
in the computer’s log are related to event us in the
ISP’s log; and events vg and v11 in the computer’s log
are related to event uy in the ISP’s log. Computer log
events vg, v1g and vo are generated by local actions
that did not involve Internet access, so they have no
correspondence to any ISP events.

We assume the events in the ISP’s log were all
timestamped, in a way accurately reflecting the order
in which Internet-related events actually occurred.
This ordering can be modeled by a directed graph
Gy = (Vy,Ey), where Viy = U is the set of ISP
events, and (u;,u;) € Ey if u; and u; were two con-
secutive events in the ISP’s log. We call directed
graph Gy the ISP event constraint graph. For in-
stance, assume the events in the ISP’s log in Figure 1
have timestamps corresponding to the sequence ug,
ug, u1 and uy. Then the ISP event constraint graph
is shown in Figure 2.

W —— W

Figure 2: Example ISP event constraint graph

An event in the ISP’s event log may be corre-
lated to multiple events in the corresponding com-
puter event log and there may be reasonableness con-
straints between the events. For example, a computer
file must be created before it can be accessed or mod-
ified. Thus, a file creation event must occur before an
access or modification event for the same file. Such
constraints can be represented by a computer event
constraint graph Gy = (Vy, Ey), where Vyy = V is
the computer event set, and (v;,v;) € Ey if event v;
must occur before event v;. Figure 3 is an instance
of the computer event constraint graph for the set of
computer events shown in Figure 1.

O 2 @
@@

Figure 3: Example computer event constraint graph

All of the information in Figures 1, 2 and 3 can be
used by a prosecutor to form a hypothesis about the
actual sequence of events that must have occurred in
some criminal case. If the log of events recorded on
the defendant’s computer is inconsistent with these
independent sources of information, we are obliged to
find an explanation for how the presumably-falsified
log could have been created. This is the motivation
for our research.

It is assumed that all the events in the computer
event log were timestamped. We define a computer
event log as a sequence of recorded events ordered
by their timestamps. Such a log is considered to
be ‘falsified’ if the timestamped event sequence vi-
olates any of the event orderings implied by indepen-
dent information sources such as those in Figures 1, 2
and 3. For example, the timestamped event sequence
(v1,v9, V2,4, V3, V5, V6, U7, U8, V10, V11, V12) is falsified
because it violates the constraint that event vz must
occur before event vy in Figure 3, and the require-
ment that vs comes before vy as required by Figures 1
and 2.

When someone attempts to disguise their actions
by falsifying a computer log, this is often done by
resetting the clock on their computer to alter the ap-
parent order in which certain actions were actually
performed, and by then setting the clock back again
to hide the fact that any such subterfuge has been
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attempted (Willassen 2008a). This has the effect of
causing a consecutive sequence of events to be given
misleading timestamps. If the timestamps on events
are used to infer the assumed event ordering, the out-
come is that the whole sequence of events performed
while the computer’s clock was maladjusted will ap-
pear in the wrong place in the overall event history.
In effect, this mechanism can be used by malefactors
to “move” sequences of events in the log.

Given the suspicion that such a deception has
taken place, we assume that a forensic investigator (or
criminal prosecutor) has a hypothesis in mind about
the actual sequence of events, typically informed by
independent sources of information such as ISP logs.
Our technical goal, therefore, given a purportedly-
falsified computer event log, and the forensic inves-
tigator’s hypothesised computer event log, is to as-
sess the reasonableness of the forensic investigator’s
hypothesis by showing how the hypothesised log can
be transformed into the falsified one in the smallest
number of moves.

4 Our Approach

This section presents two algorithms for the falsified
computer event log reconstruction problem, an opti-
mal algorithm for analysing relatively small data sets,
and a heuristic algorithm for large data sets. The lat-
ter is necessary in practice because the problem of
reconstructing event logs is a combinatorial optimi-
sation problem and the search space of the optimal
algorithm has a super-linear order of growth.

4.1 Definitions

Before presenting the algorithms themselves, we in-
troduce some definitions used in the rest of the paper.

A consecutive event sequence is a sequence of
events in a falsified computer event log that occur
consecutively in the corresponding hypothesised com-
puter event log. A mazimal consecutive event se-
quence is a consecutive event sequence that is not
covered by any other consecutive event sequence. For
example, let S = vyvsv1v9v3 be a falsified computer
event log and S* = vjvovzuavs be the hypothesised
computer event log. Then, (v1), (v1v3) and (vivavs)
are three consecutive event sequences in S. But only
the consecutive sequence (vivv3) is a maximal con-
secutive computer event sequence. There are two
maximal consecutive event sequences in S, (v1v2v3)
and (v4vs).

In order to facilitate the presentation, we assume
that the computer events in a hypothesised computer
event log are in sequential order according to their
subscripts, without loss of generality. Thus, a maxi-
mal consecutive computer event sequence in S must
be of the form (v;v;41---v;) and is denoted as v;_;
in the rest of this paper, Wflere 1< 7.

A falsified computer event log can be represented
by a sequence of maximal consecutive event se-
quences. For example, S = vqusvivovs can be rep-
resented as v4_5v1_3.

4.2 Finding Maximal Consecutive Event Se-
quences

To start our analysis we first partition the falsified
event sequence S into a sequence of maximal consec-
utive event sequences, so that these entire sequences
can be ‘moved’ as a single unit. This is necessary since
a single adjustment to a computer’s clock will effec-
tively shift an entire sequence of subsequent events in
the log. However, we do not want to consider each of

Algorithm 1 Transform a computer event sequence
into a sequence of maximal consecutive event se-
quences

Require: A computer event sequence S = wvivs -
Up, and its correspondlng hypothe51sed computer
event sequence S* = viv;s - v);

Ensure: The maximal consecutlve event sequence
representation of S.

1 =1;

seqs = {;

while 7 <n do
Find the maximal consecutive event sequence in
S starting from the i** computer event using Al-
gorithm 2;
i =1+ the length of the maximal consecutive
event sequence;
seqs = seqs + the maximal consecutive event se-
quence;

end while;

return segqs.

the events individually, as this would give a mislead-
ing impression about the ‘effort’ required to falsify
the log.

Algorithm 1 transforms a computer event sequence
into a sequence of maximal consecutive event se-
quences. Firstly, it finds the maximal consecutive
computer event sequence in S starting from S’s first
event, then finds the next maximal consecutive com-
puter event sequence starting from the end of the
maximal sequence, and so on. The process of find-
ing the next maximal consecutive computer event se-
quence is repeated until all maximal consecutive com-
puter event sequences are found. The maximal con-
secutive computer event sequences are concatenated
to form a sequence of maximal consecutive computer
event sequences.

Algorithm 2 finds a maximal consecutive com-
puter event sequence in S, starting from a particu-
lar event v;, and is used as an auxiliary subroutine
by Algorithm 1. It first searches through S* for the
starting event v;, and then accumulates events as long
as those in S and S* match.

Algorithm 2 Find a maximal consecutive event se-
quence

Require: A computer event sequence S = wvyvg---
Up, its corresponding hypothesised computer event
sequence S* = viv3 - - - v}, and a starting location i;

Ensure: A maximal consecutive event sequence
startmg from location 1.

=1,
Whlle v; # v do
j=3+1
end While;
start_location = j;
repeat
1 =1+ 1;
J=J+1L
until v; # v};
end_location = j — 1;
return Ustart_location—end_location -

It is straightforward to show that the computa-
tional complexity of Algorithm 1 is O(n x m), where
n is the number of computer events in S and m is
the number of maximal consecutive computer event
sequences in S. Algorithm 2 takes O(n) time to find
the location of event v; in S* and O(n) time to find
the maximal computer event sequence starting from
this event, so the computational complexity of Algo-
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rithm 2 is O(n). Assume that S contains m maximal
consecutive computer event sequences. Then Algo-
rithm 1 invokes Algorithm 2 m times. Thus, the com-
putational complexity of Algorithm 1 is O(n x m).

4.3 An Optimal Algorithm for Determining
the Moves Required to Falsify a Log

This section presents an algorithm guaranteed to find
the optimal solution to the problem of how a com-
puter log could have been falsified, where optimality
is defined as transforming the hypothesised log into
the presumably-falsified one in the minimal number
of moves. Each ‘move’ involves shifting an entire se-
quence of events and, in practice, is the consequence
of resetting the computer’s clock to disguise the true
sequence of events.

The algorithm is basically an A* algorithm (Hart
et al. 1968). An A* algorithm is a best-first graph
searching algorithm that finds the shortest path from
a given source node s to a goal node t in the graph. It
uses a heuristic function, f(z), to determine the or-
der in which to visit nodes in the graph. The heuris-
tic function is a sum of two subfunctions: a distance
function, g(z), which is the distance from the source
node s to current node z, and an admissible “heuris-
tic estimate” h(z) of the distance from node z to goal
node ¢. Function h(z) must be an admissible heuris-
tic, that is, it must not overestimate the distance from
x to t in order to guarantee the admissibility and op-
timality of the A* algorithm (Hart et al. 1968).

The evaluation function used by our A* algorithm
is defined by Equation 1 below.

f(@) = g(x) + h(z) (1)

Here g(x) is the actual distance (the number of
moves) from s to z, and h(z) is defined by Equation 2.

W) = [(m —1)/3] (2)

Here m stands for the number of maximal consecutive
event sequences in z and [m/3] is the smallest integer
greater than or equal to m/3. Function h(z) is an
admissible heuristic estimate of the distance, i.e., the
number of moves, from z to ¢t because the number of
moves from z to ¢ is greater than or equal to [m/3]—1
(see Section 4.4).

Algorithm 3 is our A* search algorithm and Al-
gorithm 4 is an auxiliary algorithm for backtracking
and generating output.

In the A* algorithm, four data structures are used.
The first is OpenSet, which is a set that stores com-
puter event logs that are at the frontier of the A*
search. The second is ClosedSet, which keeps com-
puter event logs that have been visited. The third
is came_from|z], which is used to store the parent
computer event log sequence of x. For example, if
came_from[z] = y, then it indicates that y was ob-
tained by moving a maximal computer event sequence
in x. The fourth is moves|y|, which is used to store
how y was obtained. Specifically, moves|y] contains
a maximal computer sequence and the location of the
maximal computer sequence in its parent. For ex-
ample, moves|y] = [v;—;, from, to] indicates that the
parent computer event log of ¢ can be built by moving
the maximal consecutive event sequence v;_; from lo-
cation from to location to in y. Note that locations
from and to are those in the original computer event
log, rather than the locations in the maximal consec-
utive event sequence.

Consider a simple example to illustrate how the
A* search algorithm works. Let the hypothesised
event sequence be S* = wvivov3V4V5V6V7Vg and the
falsified one be S = wzv4vsv7v8v6v1V2. First of all,
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Algorithm 3 A* search

Require: A falsified sequence of computer events S,
and a hypothesised computer event log S*;
Ensure: A sequence of moves for transforming S*
into S.
Transform S into a sequence of maximal consecu-
tive computer event sequences using Algorithm 1;
m = the number of maximal consecutive events
in S;
for i = 1, m do
came_from[i| = null;
moves[i] = null;
end for;
ClosedSet = (;
OpenSet = {S};
9(5) = 0;
h(S) = [(m — 1)/3], where m is the number of
maximal consecutive event sequences in S;
f(S) = g(S) + h(S);
while OpenSet # () do
x = the element in OpenSet that has the least
f(z) = g(z) + h(x) and contains the minimal
number of maximal consecutive event sequences
(if there is more than one element that satisfies
the conditions, then the one that was added to
OpenSet first is selected);
Remove x from OpenSet;
Add z to ClosedSet;
m = the number of maximal consecutive com-
puter event sequences in x;
if m =1 then
Use Algorithm 4 to backtrack and output the
sequence of moves from S* to S, and then stop.
end if;
for each y that can be obtained by moving a
maximal consecutive computer event sequence
from location ¢ to location j, where 1 <, j <m
do
if y ¢ ClosedSet then
new-g(y) = g(x) + 1;
came_from[y| = x;
moves[y] = |z, i, j];
if y ¢ OpenSet then
Add y to OpenSet;
9(y) = new_g(y);
h(y) = [(m — 1)/3], where m is the
number of maximal consecutive event se-
quences in y;
fy) = g(y) + h(y);
else
if new_g(y) < g(y) then
9(y) = new_g(y);
end if
end if
end if
end for
end while

Algorithm 4 Backtracking moves

Require: A hypothesis computer event sequence S*,
a falsified computer event sequence S, and values
came_from and moves generated by the search al-
gorithms;

Ensure: A sequence of moves that transform a hy-
pothesised computer event sequence S* to a falsi-
fied computer event sequence S.

r = 5%

y = came_from|x];

while y # null do
print moves|z];

T =1Y;
y = came_from|z];
end while
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the A* search algorithm transforms S into a sequence
of maximal consecutive computer event sequences
V3_5U7_8V6_gV1—2. The number of maximal consecu-
tive computer event sequences is m = 4.

After  initializing  variables  came_from]i],
moves|i], ClosedSet and OpenSet, the A* search
algorithm explores all the neighbours of S. A
neighbour of S is defined as a computer event log
that can be obtained by moving a maximal consec-
utive computer event sequence from one location to
another in S. After initialisation, OpenSet = {S}
and ClosedSet = 0, and f(S) is calculated.

In the first exploration, the A* search algorithm se-
lects S to explore as it is the only element in OpenSet
and moves it from OpenSet to ClosedSet. Then, all
neighbours of S are added to OpenSet as none of
them is in OpenSet or ClosedSet, all the f values of
the neighbours are updated, and all the came_from
and moves elements are updated as well. The search
space after this exploration is shown in Figure 4.

After the first exploration, ClosedSet equals {S}
and OpenSet is {’U7,g’l)3,6’l)1,2,’1}7,8’06761}3,51}1,2,
V7-8U6—6V1—5, U3—8V1—2, V3—6VU1-2V7—8,
V6—6U3—5V7—8V1—2, U3—5V7—8V1-2V6—6, V1—5V7—8V6—6,
V3501 -2V7-8V6—6 -

f=2
f=2
V7-8Ve-6V3-5V1-2
f=2
f=2
f=2
f=2
Ve-6V3-5V/7-8V1-2
f=2
V3-5V7-8V1-2Ve-6
f=2

f=2
V3-5V1-2V7-8Ve-6

V3-5V7-8V6-6V1-2

Figure 4: The A* search space after exploring S

In the second exploration, the A* search algorithm
selects v3_gv1_o to explore as it has the minimal f
value and contains a minimal number of maximal
consecutive event sequences. The algorithm moves
v3_gU1_9 from OpenSet to ClosedSet. Then, v1_g =
S* is added to OpenSet as v1_g is the only neighbour
of v3_gvi_s that is not in OpenSet or ClosedSet, the
f value of v1_g is calculated, and the came_from and
moves elements are updated as well. The search space
after this exploration is shown in Figure 5.

After the second exploration, ClosedSet equals
{S,v3_sv1_2} and OpenSet equals {v7_gv3_v1_2,
U7-8V6—-6V3—-5V1-2, U7—8V6—6V1-5, V3—-6V1-2V7-8;
V6—6V3—5V7—-8V1—-2, U3—5VU7-8V1-2V6—6, V1—-5V7—8V6—6,
937511172117780676,”178}

In the third exploration, the A* search algorithm
selects sequence vy_g to visit. Since m = 1, the
A* search algorithm has found the goal. After the
goal computer event log is found, the backtrack-
ing algorithm is used to retrieve the path from S*

to S. This path is then the optimal sequence of
moves, [vsz_g,3,1] followed by [v7_g,5,4]. In other
words, event sequence v1v2v3v4V5V6U70g can be trans-
formed into event sequence v3v4U5V7VUgVV1 V2 in only
two ‘moves’, highlighting the fact that this seemingly
complex rearrangement of events does not take a ma-
jor effort. In a criminal case this observation may be
crucial in making the prosecutor’s case convincing.

4.4 A Heuristic Algorithm for Determining
the Moves Required to Falsify a Log

The A* algorithm can always find an optimal solu-
tion, i.e., a minimal sequence of moves that transform
a hypothesised computer event log into a falsified one.
Unfortunately, A* algorithms are notoriously expen-
sive. Their time complexity ranges from polynomial
to exponential, depending on the heuristic function
used, and their space complexity is often exponential.
Given the large number of events in actual computer
logs, the algorithm in Section 4.3 will often prove im-
practical.

Therefore, this section presents a heuristic algo-
rithm that is more efficient. Although it will always
find a solution, it cannot be guaranteed to find the
optimal one. Nevertheless, by making use of some
contextual information, the heuristic algorithm will
usually find a solution involving a small number of
moves. Furthermore, in the context of a legal ar-
gument about the likelihood of a crime having been
committed, finding a mathematically optimal solu-
tion may not be necessary.

Like the A* algorithm, it is assumed that a fal-
sified computer event log was created by repeatedly
moving one consecutive computer event sequence at
a time from one location to another. In order to min-
imise the number of moves, we assume that whenever
a consecutive computer event sequence is moved, it
has to be a maximal consecutive computer event se-
quence. The algorithm’s input again includes a fal-
sified computer event log S and a hypothesised com-
puter event log S*. The output of the algorithm is a
sequence of moves of maximal consecutive computer
event sequences that transforms S* into S.

The heuristic algorithm treats the log reconstruc-
tion problem as one of finding a shortest path in
a state space. Each state in the state space repre-
sents a computer event sequence that can be trans-
formed from S by moving some maximal consecutive
computer event sequences in S in a particular order.
Once the path is found, the heuristic algorithm back-
tracks along the shortest path, which represents the
sequence of moves of maximal consecutive computer
event sequences, using the same backtracking proce-
dure used by the A* algorithm.

Algorithm 5 is our heuristic algorithm for the falsi-
fied computer event log reconstruction problem. The
search process is iterative. In each iteration the algo-
rithm explores all the new computer event sequences
that can be obtained by moving one of the maximal
consecutive event sequences in S and chooses the new
computer event sequence that contains the minimal
number of maximal consecutive event sequences. By
so doing it minimizes the number of moves from the
falsified computer event sequence to the hypothesis
computer event sequence.

There are two operations that are used frequently
in the heuristic algorithm. One is to update the max-
imal consecutive event sequence in a temporary falsi-
fied computer event sequence S7 and the other is to
update the number of maximal consecutive computer
event sequences in S7. To do this we merely need to
perform two major steps.

Assume that a maximal consecutive computer
event sequence is being moved from location ¢ to lo-
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Figure 5: The A* search space after exploring vs_gv1_o
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Figure 6: The search space of the heuristic algorithm

cation j in S7. We check if the maximal consecutive
computer event sequences ending at locations ¢ — 1
and 7+ 1 can be merged to form a new maximal con-
secutive computer event sequence, where i + 1 < my
and m; is the number of maximal consecutive com-
puter event sequences in Sy. This handles the situa-
tion where moving a maximal event sequence allows
the sequences that surrounded it in its old location
to be conjoined to create a new maximal consecu-
tive sequence. If so, then they are merged to form a
new maximal sequence, and we decrease the number
of maximal consecutive computer event sequences by
one.

Similarly, we further check whether or not moving
a sequence to a new location allows it to be conjoined

18

at one or both ends with its new neighbours to create
an even longer maximal sequence. In other words,
we want to know if the newly-moved sequence can be
merged into a single maximal consecutive computer
event sequences at both new locations j—1 and j+1,
where j < my and m; is the number of maximal
consecutive computer event sequences in Si. If so,
we merge them and reduce the number of maximal
consecutive computer event sequences by two. How-
ever, if the moved maximal sequence can be conjoined
with its new neighbours at just one end, i.e., at loca-
tion j — 1 or j + 1, we perform the merge and reduce
the number of maximal consecutive computer event
sequences by one.

Figure 7 shows an example of sequence concatena-
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1 2 3 4 5 6 7 8
V1515 V910 V34 V11-12 Vi6-18 V1-2 V5-8 V19-19
(a)

Vis-15 V9-10 V11-12 V16-18 V12 V3-4 V5-8 V19-19

(b)

V15-15 Vo-12 V1e-18 V1-8 V19-19

(c)

Figure 7: An example of sequence concatenation
when moving a sequence

tion. In the example, maximal consecutive sequence
v3_4 is being moved from location 3 to location 7
in S = v15_15V9_10U3-4V11-12V16—18V1—2U5-8V19_19-
Figure 7(a) is the state of S; before the move; Fig-
ure 7(b) shows the intermediate state of S; after
v3_4 has been moved from location 3 to location 7
but before sequence concatenation is performed; Fig-
ure 7(c) displays the state of S; after sequence con-
catenation is done. Omnce sequence wvz_4 is moved
from between them, maximal consecutive sequences
vg9_10 and vi11_12 become adjacent in S; and are
merged to form a longer maximal consecutive se-
quence vg_12. Also when maximal consecutive se-
quence v3_4 is placed between vy _o and v5_g, all three
are merged to form a new maximal consecutive se-
quence vy_g. The total number of maximal consecu-
tive sequences in S7 is thus reduced by three in this
case.

Theorem 1 Algorithm 5 can always find a feasible
solution that moves maximal consecutive event se-
quences between [(m—1)/3] and m—1 times, where m
is the number of mazximal consecutive event sequences
in a falsified computer event sequence.

Proof. Assume that a maximal consecutive computer
event sequence is being moved from location ¢ to lo-
cation j in S;. In the best case, when the maximal
consecutive computer event sequences at the original
locations ¢ — 1 and i+ 1 can be merged to form a new
maximal consecutive computer event sequence and
the maximal consecutive computer event sequence at
new location j — 1, the newly-moved sequence, and
the event sequence at new location j 4+ 1 can all be
merged to form a new maximal consecutive computer
event sequence, the number of maximal consecutive
computer event sequences in S will be reduced by a
total of three. Since there are m maximal consecu-
tive event sequences in S initially, it may thus take
as few as [(m —1)/3] moves to reduce the number of
maximal consecutive event to one.

In the worst case, when the maximal consecutive
computer event sequence being moved can be merged
only with either the maximal consecutive computer
event at location 7 — 1 or the one at location j + 1,
the number of maximal consecutive computer event
sequences will be reduced by one only. Since there are
m maximal consecutive event sequences in .S initially,
it may thus take at most m — 1 moves to reduce the
number of maximal consecutive sequences to one.

In the following we use a simple example to illus-
trate how the heuristic algorithm works. The pro-
cess is shown in Figure 6. In this example, S* =

Algorithm 5 A heuristic algorithm for the falsified
computer event log reconstruction problem

Require: A falsified sequence of computer events S,
and a hypothesised sequence of computer events
Ensure: A sequence of moves that transforms S*
into S.
Transform S into a sequence of maximal consecu-
tive event sequences using Algorithm 1;
m = the number of maximal consecutive events
in S
for i =1, m do
came_from[i| = null;
moves[i] = null;
end for;
while m > 1 do
SQ = S;
mo = m;
for i =1,m do
for j =1,m do
Sl = S;
Move the i*" maximal consecutive event se-
quence in S; from location i to location j;
Update the maximal consecutive computer
event sequences in S; and the number of
maximal consecutive event sequences in St,

ma;
if m1 < mg then
Sy = Sy;
mo = My,
from =i
to=7j;
end if
end for
end for
came_from[Ss] = S;
moves|Sa] = [9, from,to);
S =5y
m = Mma;
end while;

Backtrack the moves from S* to S using Algo-
rithm 4.

V1V2V3V4V5V6V7VS and § = V3V4V507VU8V6UV1 V2. First
of all, the heuristic algorithm transforms S into a
sequence of maximal consecutive computer event se-
quences v3_s5VU7_gUg_gV1—2. The number of maximal
consecutive computer event sequences m = 4.

The heuristic algorithm explores all the sequences
that can be obtained by moving one of the maximal
consecutive sequences in S from one location to an-
other, to see which of them produces the minimal
number of maximal consecutive computer event se-
quences. Since v3_gv1_o is the one that has mini-
mal number of maximal consecutive computer event
sequences, in this case two, the search moves from
S = v3_5V7_8U6_6V1—2 t0 V3_gV1_2.

The heuristic algorithm then similarly explores all
the state-space neighbours of v3_gv;_o. In this case
v3_g¥1_2 has only one neighbour v;_g and the num-
ber of maximal consecutive computer event sequences
in v1_g is one, so the search process terminates. Then
the backtracking algorithm backtracks along the path
from S* to S. As a result, the sequence of moves
[vs—s,3,1] and [v7_g, 5,4] is obtained.

In this particular case the heuristic algorithm finds
the same two-move solution as the optimal one. Al-
though this may not always be the case in general, the
heuristic algorithm will always find a solution, and
this will typically be one involving a small number of
steps thanks to the process of conjoining maximal se-
quences into even longer ones whenever possible dur-
ing an iteration of the algorithm. More importantly,
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the heuristic algorithm can be applied to larger data
sets than the optimal one, in general.

This is because the A* algorithm is a global op-
timal search algorithm. In the best case it may find
a globally-optimal solution by exploring only a small
part of the potential search space, but in the worst
case it will be forced to explore all the alternatives
in which an optimal solution may exist. By contrast,
the heuristic algorithm is a local search algorithm. It
explores only one local optimum area and converges
to its local optimum (which may or may not be a
global optimum). Therefore, even though it is possi-
ble for the A* algorithm to outperform the heuristic
algorithm in particular cases, i.e., when the A* algo-
rithm is lucky enough to find a globally-optimal so-
lution in a small search area early, and the heuristic
algorithm is forced to explore a large locally-optimal
search space, this will not be true in general. For
large data sets with multiple local optimums, the A*
algorithm’s average performance will be significantly
worse than that of the heuristic algorithm.

5 Conclusion

Analysing computer forensic evidence is highly chal-
lenging. We have presented two algorithms for de-
termining how a falsified computer log can be related
to a hypothesised sequence of events, in terms of the
effort required to transform one into the other. This
gives us a sound basis for arguing about the likeli-
hood of someone deliberately disguising their actions
by tampering with computer logs, e.g., by adjusting
the clock on their personal computer.

In future work we will perform empirical studies
showing how the approach works in practice on actual
large-scale computer logs. In addition, we will inves-
tigate how to construct the hypothesised computer
event log using data from multiple trusted sources.
In real life there may be many ways to obtain event
logs, from timestamps on computer files, to logs on
web servers, to logs of swipe card accesses on doors.
A major unresolved challenge is to match an assumed
“scenario” with all of these logs simultaneously.
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The SC-based PIR protocols assume that the
S(C’s secure memory can store a small number of data
records. This assumption does not hold for multime-
dia databases, where records can be very long and
storing even a single (and very long) record in SC
can be a problem. Thus, task of designing a PIR
protocol for databases with very long records is an
interesting open problem.
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Abstract

Over the last decade spam has become a serious prob-
lem to email-users all over the world. Most of the
daily email-traffic consists of this unwanted spam.
There are various methods that have been proposed
to fight spam, from IP-based blocking to filtering in-
coming email-messages. However it seems that it is
impossible to overcome this problem as the number of
email-messages that are considered spam is increas-
ing. But maybe these techniques target the problem
at the wrong side: it is the email-delivery protocol it-
self that fosters the existence of spam. What once was
created to make internet-mail communication as easy
and as reliable as possible became abused by mod-
ern day spammers. This paper proposes a different
approach: instead of accepting all messages unques-
tioned it introduces a way to empower the receiver by
giving him the control to decide if he wants to receive
a message or not. By extending SMTP to pull mes-
sages instead of receiving them an attempt to stem
the flood of spam is made. The pull-based approach
works without involvement of the end-users. How-
ever this new system does not come without a price:
it opens the possibility of a distributed denial of ser-
vice (DDOS)-attacks against legitimate mail-transfer
agents. This vulnerability and possible ways to over-
come it are also discussed in this paper.

Keywords: Spam, SMTP, Pull-based email retrieval,
Denial of Service

1 Introduction

Since the early days of the internet, email has been an
important part of electronic communication between
people. While there are numerous ways to exchange
information, email still seems to be one of the most
popular ways to communicate. Used in private as
well as in business environments, electronic mail be-
came an important part of our daily life. But with
all the positive aspects of communication, communi-
cation with email has its dark side: spam.

Over the last decade unsolicited bulk email, com-
monly known as spam, has become an increasing
problem to email-users all over the world. While in
the beginning it was just annoying to delete all the
unwanted email-messages in the inbox, the public per-
ception of spam changed dramatically.

But these unwanted email-messages are not only
annoying end-users, they also cost tremendous

Copyright (©2010, Australian Computer Society, Inc. This pa-
per appeared at the Australasian Information Security Con-
ference 2010 (AISC2010), Brisbane, Australia. Conferences in
Research and Practice in Information Technology (CRPIT),
Vol. 105, Colin Boyd and Willy Susilo, Ed. Reproduction for
academic, not-for profit purposes permitted provided this text
is included.
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amounts each year. Companies and public institu-
tions are spending considerable effort and money to
find ways to stem the further spread of spam. The
yearly costs of spam are estimated to be as high as
US-$50 billion (Ferris-Research 2005). However it
seems that no matter how hard we try the spammers
always seem to be one step ahead. There are esti-
mations that approximately 90 percent of all email
messages could be considered spam (Symantec 2009).
Spam costs businesses a lot of wasted bandwith that
could be used elsewhere. It can be considered wasted
because it is used for receiving data that will most
probably be deleted after it has been received. Also
CPU time on mail-servers has to be devoted to pro-
cess and filter all the incoming messages.Yet there is
no guarantee that all unwanted messages will actually
be filtered. Those spam-messages that get through to
the end-user still need to be deleted manually which
costs precious human time. However there is still the
risk that regular email-messages might be mistakenly
recognized as spam.

In the past few years a vast number of proposals
to prevent spam have been made. However it seems
that these countermeasures are not effective as spam
is still with us. It is as if one of the blessings of the
information-age became the ultimate curse: email-
users (both corporative and private) all over the world
find themselves in the grasp of spammers.

In this paper a closer look is taken at the various
techniques of spam prevention. A definition of spam
and its origins is given. It discusses the advantages
and disadvantages of SMTP and shows how this pro-
tocol can be abused. As a huge amount of email-spam
originates from illegitimate sources like the botnets,
a suggestion to extend SMTP by adding a pull-based
approach to make it more robust against misuse is
made, and possible ways to introduce the extension
are discussed. As the pull-based approach might be
vulnerable to distributed denial of service (DDOS) at-
tacks, this issue is discussed and possible solutions to
overcome this vulnerability are given.

1.1 What is spam?

Unsolicited bulk email (UBE), also known as email-
spam, comes in the form of email-messages for which
the recipient has not granted verifiable permission to
be sent and which are sent as part of a larger collec-
tion of messages (Spamhaus-Project 2009). However
this definition is not precise because there also ex-
ists spam related to SMS, IP-telephony, chats, web-
forums - there even exists YouTube-spam. What all
these versions of spam have in common are the fol-
lowing characteristics:

1. Spam comes in the form of electronic messages,
which are

2. sent in bulk and are
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3. unsolicited.

This definition is valid for all types of spam. How-
ever in this paper spam is restricted to email-spam.

1.1.1 Types of Email-Spam

Email-spam comes in different types. According to
the intention of the spammer the bulk-emails can be
categorized in different ways. Over a one month pe-
riod (01.08.2009 - 31.08.2009) the universities spam-
filter (PureMessage by Sophos) filtered 1471 spam-
messages which were dedicated for one of the author’s
email-addresses (see Figure 1).

Porn COther
Matware o4ge, /7 4.15%

0.07%

Dating

320%

FPenis Enlargement
T7.82%

Diplomas
551%

Software
116%

IUnkncrwn
44 12%

Replica Watches
1047%

Pharmacy
16.25%
Phishing

Scam 252%

197%

Casino
231%

Figure 1: Spam received August 2009

These received spam-messages mostly consisted of
advertisements. But there were also fraudulent mes-
sages (scam & phishing), messages containing links
to adult content as well as a message containing ma-
licious software. Most interesting was the fact that
more than 44% of all received spam-messages were
not intended for english-speaking recipient and with-
out proper text-encoding (which resulted in unread-
able junk-messages).

Based on the received messages, spam can be cat-
egorized as

1. advertising
2. fraudulent

3. malware-spam

The best known versions of spam are for phar-
macy products or replica watches, university diplo-
mas, online-casinos and offers for the enlargement of
certain body parts. But not all advertisements need
to be of commercial nature. Sometimes spam is used
to propagate political or religious ideas.

The second category is that of fraudulent emails.
It consists of spam messages that target naive email-
users in the form of scam or phishing-messages. Un-
like commercial spam the purpose of this kind of un-
solicited email is criminal. Usually the goal is to
get money from the recipient - either by persuad-
ing them to send money or to reveal their bank
or creditcard-information. The most popular scam
emails are the so-called 419-scam messages (Levy &
Arce 2004) — 419 is the international prefix number
of Nigeria where most of these messages originate.

The last category is malware-spam. Its main pur-
pose is to install malicious software on the recipients
computer. This malicious software could be used to
gather information like email-addresses from the vic-
tims PC or it could turn the computer into a so-called
zombie-PC - a remotely controlled computer which is
part of a global network of hijacked computers, called
the botnets. The computers in a botnet are used to
send spam, host phishing sites or for cyber-warfare.

1.1.2 Distribution of Spam

The way spam is distributed has changed signifi-
cantly over the last decade. While before spammers
used their own mail-servers to send spam, legisla-
tive anti-spam measures such as the can-spam act
2003 and efforts from the anti-spam community have
forced them to use different ways to distribute their
emails. They reacted by either moving their servers
into off-shore countries that have no anti-spam legisla-
tion or by abusing badly configured, third-party mail-
servers. Recently the distribution of spam via the
botnets, vast armies of remotely controlled zombie-
PCs has dramatically increased (Herley & Florencio
2008). Estimations are that about 80% of all spam
messages sent, are originating from the botnets (Mes-
sageLabs/Symantec 2009). So it is essential to take
the botnet as spam-generator into consideration when
searching for ways to reduce the number of unsolicited
email-messages.

1.1.3 Why do spammers send Spam?

A lot of spam-messages are filtered or deleted and
only a very small percentage of it reaches its recip-
ient. Nevertheless spammers tend to send millions
of messages each day. The reason why they still
send advertisements is that there are some people
who are buying those products. It is believed that
for 100 boxes of Viagra sold a spammers margin of
profit could be between US-$ 1,000 and US-$ 2,000
(Spammer-X 2004). Even if it is very annoying for
most of the email-users to have their inboxes flooded
with unwanted email-messages, it is this tiny per-
centage of people who positively respond to spam to
keep spammers sending. According to the results of
a study carried out by researchers from University of
California, Berkeley and UC, San Diego (UCSD) the
revenue rate of spammers is very low compared to the
number of spam sent (Kanich et al. 2008): by getting
control over parts of the Storm-botnet they were able
to monitor the distribution of three spam-campaigns
over the time period of 26 days. During this pe-
riod more than 350 million email messages containing
pharmacy-related spam were distributed resulting in
only 28 sales (roughly 0.00001% of all spam-messages
sent). Thus the average daily revenue rate was about
US-$100. However the researchers controlled only a
small part of the botnet (about 1.5% of all worker-
bots), so they estimate the daily revenue revenue rate
for the whole botnet is about US-$7,000. Consider-
ing the large number of spam-messages sent and the
small number of sales leads to the conclusion that the
only way for spammers to increase their profits is to
send more spam.

2 How to abuse SMTP

2.1 Overview

One of the reasons why email became so popular is the
way messages are sent via the Simple Mail Transfer
Protocol (Klensin 2008). The original standard for
message forwarding via SMTP was created in 1982
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and after nearly 30 years mail-providers still use this
protocol. There have been extensions to the protocol
over the years to provide new functionality but SMTP
is still essentially the same protocol as it was in the
beginning.

Unlike other internet protocols which are pulling
information from servers SMTP works the other way
round: it pushes messages from the sender to the re-
ceiver. While we know exactly which website we want
to browse we usually have no idea who wants to send
us mail. Therefore SMTP leaves the responsibility
that a messages reaches its recipient with the sender.
In the early days of internet-mail this was acceptable.
There was a limited number of users and everybody
could be trusted. Most of the users were members of
universities or government agencies. It was unthink-
able that one of the users of the email-network would
abuse the system for his personal gain. So there was
no use for more sophisticated security features. It was
more important that a message was delivered to its
recipient. The original design of the protocol lacked
proper security features that would make it more re-
sistant to misuse.

2.2 Simplicity of SMTP

The advantage of SMTP always was its simplicity.
However exactly this simplicity eventually led to the
problems with spam we have today. Anybody can
send a message - whether it is wanted or not. The
receiver then has to decide if he wants to read the
message or not. This is because there is insufficient
information about the content of an email available
before the data is sent.

An email consists of two main parts: the enve-
lope and the content. The envelope consists of the
email-address of the originator, any number of recip-
ients and optionally additional information for pro-
tocol extensions. The content is sent in the SMTP-
DATA protocol unit and describes the actual inter-
net message as defined by RFC 2822 (Resnick 2001).
It includes the subject, the body of the message,
any attachments as well as meta-information (such as
sender, recipient(s), sent and received dates, or any
other useful data) in the message header.

SMTP uses a small set of commands which makes
it easy to implement. It is possible to send an email
message without using a mail-client or a mail transfer-
agent (MTA). By using telnet it is possible to con-
nect to a mail-exchange server and to send a message
by simply typing the correct SMTP-commands in the
right order. If the content of the message looks legit-
imate, the chances are high that it will be delivered
(and not filtered out). It is exactly this simplicity that
makes SMTP so vulnerable and allows spammers to
abuse it to distribute their messages.

2.3 Sender-Information provided by SMTP

Mail transactions in SMTP consist of three steps: the
MATIL-command which specifies the sender identifica-
tion, one or more RCPT-commands providing the re-
ceiver information and the DATA-command followed
by the actual email-content. The information SMTP
provides before the DATA-command is limited. A re-
ceiving mail transfer-agent (RMTA) only knows the
following information:

e [P-address of the sending mail transfer-agent
(SMTA)

e the phrase the SMTA authenticated itself with
using the EHLO command (this might be a
domain- or computer-name but could also be a
random sequence of characters)
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e the senders email-address (which does not neces-
sarily have to be correct)

e the email-addresses of the recipient(s)

Of all this information the IP-address is the only
reliable information. Of course even an IP-address
can be spoofed (Savage et al. 2000), but in this
case the senders IP-address is needed for protocol-
communication. However all the other information
provided by the SMTA can be faked.

According to RFC 5321 the SMTA has to iden-
tify itself with the EHLO-command. Usually this
identification is a full qualified domain name, so the
identification might look like

EHLO example.com

However it is legitimate to use other address lit-
erals if a domain-name is not available for whatever
reason. Other legitimate address literals are IPv4-
addresses (enclosed by brackets), IPv6-addresses,
and other ways of addressing. As there are so many
legitimate ways a SMTA might identify itself it is
nearly impossible to determine whether or not a
given address literal is valid. Most SMTP-servers
therefore accept any combination of literals in the
EHLO command. So for instance an identification
sequence like

EHLO spamspamwonderfulspam

would be accepted by most mail-servers. Thus the
identification provided in the EHLO command is of
no value for the RMTA.

The senders email-address is also of no use to de-
termine if the email is originating from a trustful
source. Every valid email-address is allowed (and the
address does not need to match the one stored as
sender-address in the email-message). The purpose
of this address is to have a return-address in case a
message could not be delivered. The notification that
there was a problem can be sent to this address. This
cannot be used as information to find out whether the
senders address is valid or not.

The next information provided is the email-
address of the recipient (or the addresses if the mail
is sent to several recipients). It is possible to check
if a given receivers email-address exists on the receiv-
ing mail-server so it is possible to reject a message
if the receiver is not valid. This procedure is usu-
ally not used for security purposes as spammers of-
ten send emails to randomly generated addresses. It
would be very unwise from a IT-security stance to
reject invalid recipients as spammers then could find
out which email-addresses are valid by using trial-
and-error systems.

So the only way to determine if the sender is trust-
worthy at this point is to use the IP-address. The
RMTA could check in a white- or blacklist if this IP-
address can be trusted or not. However there is still
the chance that the SMTA is working as a relay and
thus not the originator of the message. Not even the
IP-address therefore could be used as a way to iden-
tify if the message is from a trusted source.

Currently the only way to determine if an email-
message is spam or not is to receive the whole content
of the message. The various parts of the message can
then be analyzed by spam filters. Unfortunately this
means that the whole SMTP-process has to be per-
formed, i.e. the whole message has to be received. In
the case of a spam-message (which would be dropped
immediately if recognized as such) this is both a waste
of bandwith (for the delivery-process) as well as stor-
age (on the RMTA until the filtering has been done).
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Method Side Effect
TCP- Sender Blocking the ports
Blocking usually used for
mail-transmitting
Limitation of | Sender Limiting the num-
Emails ber of emails that
can be sent
Micro- Sender Charging a small
payment fee for each outgo-
ing email
Blacklisting | Receiver Using a list of
IP-addresses which
should be blocked
Whitelisting | Receiver Using a list of IP-
addresses that are
allways accepted
Greylisting Receiver Delaying the mail-
transfer by reject-
ing the first connec-
tion
Authen- Sender/ Incoming con-
tication Receiver nections must be
authenticated first
before any mail-
traffic happens
Challenge/ Sender/ Sender must cor-
Response Receiver rectly respond to
a challenge sent by
the receiver
Filtering Receiver Analyzing the mes-
sages to determine
if they contain
spam or not

Table 1: Methods to overcome spam

3 Review of methods to overcome spam

There are several methods to overcome unsolicited
emails(Hayati & Potdar 2008). Table 1 shows an
overview of the most popular methods. They are used
to fight spam at different stages of the email delivery
process. There are some measures that can be applied
at the senders side, but the majority of the anti-spam
methods are on the receiver side. This is mostly be-
cause the spammers have more control of the sender
side. However this does not mean per-se that spam
could not be prevented at the beginning of the deliv-
ery process. Such methods can only be applied if the
ISP on the sender-side is willing to apply them.

3.1 Sender-side methods
3.1.1 TCP-blocking

One method of spam prevention is TCP-blocking. In
this approach the ISP blocks TCP-port 25, which is
the one used by the SMTP protocol. This makes
it impossible for clients in the ISPs network to send
email-messages via this port. So this simple method
can prevent infected zombie-PCs from sending spam.

However it makes it impossible for clients in this net-
work to run their own valid mail-servers or to connect
to other SMTP-servers (such as freemail-services like
gmail). For this reason most ISPs refrain from using
this method.

3.1.2 Limitation of emails

Another way to prevent spam on the sender side is
by limiting the number of emails a client can send in
a certain period of time. So an ISP could impose a
limit of 100 outbound email-messages per day which
would be more than enough for the majority of its
users. If an email-client exceeds this limit, the ISP
could either deny sending the message or inform the
client that he or she exceeded the limit.

3.1.3 Micropayment

Micropayment is a system in which every time an
email-message is sent, the sender is charged a small
amount of money, for example 0.0001 Dollars. While
this amount is so small that it would be negligible
to regular email-users it would be very expensive for
spammers sending millions of emails every day. As
charges can be reckoned by ISPs this approach is
possible, however it does not take into account what
happens to unsuspicious users whose PCs have been
hijacked.

3.2 Receiver-side methods
3.2.1 Black and Whitelisting

Another approach is IP-based blocking. When a mail-
sending host connects to the RMTA the first infor-
mation the receiver gets from the sender is his IP-
address. Spammers might use a number of ways to
hide their identity, but they have to give away the
IP-address. To make bidirectional IP-based commu-
nication such as SMTP possible the receiver needs to
know the IP-address at the other end.

This information is used to determine if an SMTP-
session with the sender should be accepted or not.
There are two ways to use this information: black-
and whitelisting. Blacklisting is to determine if the
IP-address of the connecting host has sent spam in
the past. This is achieved by querying a list of
IP-addresses. These lists could be maintained by
ISPs or by anti-spam organizations that provide them
to third-parties. Some blacklists like the Spamhaus
block list are DNS-based. Blacklists contain IP ad-
dresses of hosts of known spammers, open relays and
proxies. If the IP-address of the connecting host is on
this blacklist, the connection is refused and no email-
data is received.

Whitelisting is exactly the opposite of blacklisting:
a list of trustworthy IP-addresses is used to determine
if an incoming request is from a trustworthy source
or not. It is not uncommon to use both, black- and
whitelists in combination. The problem with using
lists is that they tend to be large and need to be kept
up-to-date.

3.2.2 Greylisting

Greylisting is based on the reliability of the SMTP-
protocol: SMTP-servers will try to resend an email if
an attempt to do so fails. It is assumed that the soft-
ware used by spammers has a lax implementations of
the standards, so they might not resend an email if
the first attempt to deliver the message did not work.
Greylisting also makes use of black- and whitelists
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and it has proven to be a quite effective way to pro-
tect email-servers against the flood of spam. Combin-
ing greylisting with black- and whitelisting appears
to be a very effective way to prevent spam. Unfortu-
nately it can also block regular email, e.g. when the
sending host is part of an email-cluster with different
IP-addresses.

3.2.3 Authentication

Authentication for email-delivery is often used by
ISPs and freemail-providers. Until recently it was
common to have open SMTP-servers which could be
abused for sending emails. This has changed with
SMTP-extensions like SMTP-AUTH (Myers 1999)
which require the email-user to authenticate with a
username/password combination before the SMTP-
server can be used. Authentication is a successful
method on the sender-side to prevent spammers from
using an SMTP-server.

It is very popular for spammers to forge the
sender’s email-address in the email envelope. There
was need for a technique to prevent this forgery and
to make it impossible to abuse the email-addresses of
unsuspecting victims. The solution for this problem
is the sender policy framework (SPF), which prevents
the forgery of email-addresses. It is possible to store
the SPF-data in the Domain Name Service (DNS)
TXT-entries. This allows receivers to find out which
hosts are allowed to send emails for a domain by mak-
ing a simple DNS-query.

3.2.4 Cryptographic authentication

In cryptographic authentication, a digital signature
is added to an email-message. A popular approach
is the Domainkeys identified Email (Allman et al.
2007) which attempts to prevent spammers from forg-
ing source-domains. This allows domain-based black-
and whitelists to be more effective.

3.2.5 Challenge/response mechanisms

Challenge/response uses a form of verification mech-
anism to determine if or not the sender is legitimate.
Incoming messages from unverified sources are held
in a queue and a challenge is sent back to the sender.
This could be a simple mathematical problem (e.g.
54+ 4 =17) or a CAPTCHA-picture. A legitimate
user can respond to this challenge by sending a so-
lution back to the receiver. While this method can
be very effective against spam it might make email-
communication confusing to some end-users as they
don’t expect to solve puzzles when sending an email.

Automated mailing-services like mailinglists,
newsletters, etc. cannot respond to challenges. If
both, sender and receiver use challenge/response
mechanisms it could happen that challenges sent by
the one result in challenges by the other and thus an
endless loop of challenges is created.

3.2.6 Filtering

One of the most successful attempts to attack spam
is the use of filters. There are numerous approaches
to filter messages (Cormack 2006): Rule-based filters
use a large set of freely configureable rules to deter-
mine if a given email contains spam. Bayesian filter
systems calculate the probability of an email-message
being spam while signature-based filters make use of
methods such as hash-algorithms to find out if a mes-
sage can be trusted or not. Modern spamfilters are
highly sophisticated programs that use a combination
of these three techniques and have a high rate of suc-
cess at finding spam.
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But spammers are always finding ways to prevent
their messages from being filtered. The crux of the
matter is that filtering means that we simply accept
spam flooding our inboxes. Filtering might relieve the
end users from huge numbers of unwanted messages
but it still means that spam uses bandwith as well as
storage and CPU-time at the receiving mail-servers.
It is desirable to prevent spam without brute-force
filtering every incoming email-message.

4 A pull-based strategy to prevent spam

The biggest problem in successful spam-prevention is
the SMTP-protocol itself as it fosters its own abuse.
In most cases the spam-email has been received and
the only thing to do is to limit its effects to the end-
user by filtering or finding out if the sender is trust-
worthy. And even the methods that try to solve the
problem at the beginning of the email-delivery pro-
cess are attempts to compensate the deficiencies in
SMTP. The big question is: why are people still us-
ing a nearly thirty year old protocol when it is the
source of all the trouble?

SMTP does a good job at delivering emails, even
if exactly this advantage is also abused by spammers
to deliver their spam. The other reason SMTP is still
in use is that it is one of the most used protocols on
the internet. Given that email is a vital part of daily
communication both for business and private users,
it is difficult to imagine a world without email. The
wide use of SMTP makes it hard to be replaced with
a newer, more secure protocol. Billions of internet-
users expect their emails to be delivered, regardless
of which system is used to deliver the message. Plan-
ning a replacement would require a world-wide agree-
ment that SMTP has to be replaced. Even if this
task were successful there is still the question of how
to replace it. There is no question that there is need
of a transitional period of several years in which both
the old and the new protocols would co-exist. A first
step could be an agreement between large freemail-
providers like Yahoo!, Google, Microsoft, etc. and the
major ISPs to replace SMTP. The optimistic assump-
tion is that after planning the transitional period
more and more email-service-providers would jump
on the bandwagon as they won’t want to be locked
out from global communication via email.

But what would a replacement to SMTP look like?
A new protocol should have the same features as
SMTP, but without its drawbacks:

e it should be easy to use for end-users

e it should be compatible with existing internet-
email standards

e it should reliably deliver legitimate emails

e it should be difficult to abuse this system

the first feature is essential: email-users should
not be bothered with any changes to the delivery-
protocols. Users should be able to use their email-
client with all the functionality they are familiar with.
They should not be forced into using new email-
applications just because the new standard is not sup-
ported by their preferred software. It would be advan-
tageous if a new standard would allow legacy clients
to use it - so this would mean no change for the end-
user. There should also be no change to the way an
email-message is presented to the end-user. Email-
address of sender and recipient, subject and body of
messages should look exactly the same as they looked
in the past.

The other three features are of significant im-
portance for the new protocol: the new protocol
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should not introduce new, incompatible mechanics
but should work with existing standards. SMTP pro-
vides a perfect set of commands to deliver email-
messages, so a new approach should be based on ex-
isting functionality and extend it instead of using dif-
ferent techniques.

Like SMTP it should be possible to reliably deliver
email messages to the recipient. The sender of an
email-message should expect that a message will be
delivered to the receiver and if this is not possible
he should be informed that there was a problem in
sending the message.

But unlike SMTP the new protocol should only
deliver email-messages originating from a trusted
source. Spammers should not be able to use the new
protocol the same way they misuse SMTP.

4.1 Pull instead of Push

Internet-email, unlike many other internet-based pro-
tocols, is a push-based protocol. This means that
communication is initiated by the sender as the re-
ceiver does neither know about a message he will re-
ceive nor when this message will be sent. But it means
that the receiver has to accept all incoming messages,
regardless of its content. During the whole delivery-
process the control lies in the hands of the sender.
The receiver has little influence in this email-delivery
process - as long as the sender is a trusted source
this procedure is acceptable. But it also makes the
receiver vulnerable should the sender abuse this sys-
tem. There are few methods that give the receiver
control over the delivery-process (such as black- or
whitelisting).

Pull-based protocols work the other way round.
The receiver initiates the communication by request-
ing information. Thus he has more control over which
information is received whereas the sender is only
the provider of this information. There are numer-
ous pull-based protocols; with HTTP the most obvi-
ous. Using a pull-based approach for internet-email
empowers the receiver and gives him control over the
delivery-process as he can decide when and what he
wants to receive.

Pull-based email was first introduced with Inter-
net Mail 2000 (Bernstein 2000). Instead of forward-
ing every email-message automatically a notification
that there is email available is sent to the recipient.
The receiver then decides if he wants to receive mes-
sages from this sender or not. In a positive case the
receiving MTA pulls the email from the sender. If
the recipient does not want to receive mail from the
sender, the notification is simply ignored and not re-
sponded to. The difference between this approach and
SMTP is that during the whole process the email-data
is stored at the senders side. This is important as
it becomes possible for the recipient to decide which
email-messages he wants to receive (and which not)
instead of blindly accepting and filtering every incom-
ing message. Although Internet Mail 2000 is simply
a conceptual idea there have been several attempts
to implement it. The two most notable pull-based
email-services are DMTP and Stubmail.

DMTP (Duan et al. 2007) makes use of a com-
bination of classical SMTP functionality, black-
/whitelisting and a pull-based approach. By classify-
ing senders into the categories well-known spammers,
regular contacts and unclassified senders it allows the
receiver to process messages in different ways depend-
ing on the sender. While messages from well-known
spammers are automatically rejected those from reg-
ular contacts (stored in a list on the receivers MTA)
are received using the standard SMTP-push mecha-
nism. Messages from unclassified senders (i.e. neither
well-known spammers nor in the regular contacts list)

are not received, instead the sending MTA (SMTA) is
notified to use the DMTP-protocol. This means the
SMTA stores the message and sends a message-key
and the subject of the message to the RMTA. The
RMTA then generates a email-message, containing
the information given by the SMTA and sends it to
the end-user. Receiving this notification the end-user
has to decide if he wants to receive the message or not.
In the case he wants the message he responds to the
RMTA. The RMTA then retrieves the message from
the SMTA using the message-key and adds the SMTA
to its whitelist. Future messages from this SMTA
will be automatically accepted. Considering that it
is unlikely that all possible spammers are stored in
the blacklist and not all legitimate senders are in the
whitelist means that many messages will be from a
unclassified source. The result is that the end-users
mailbox is flooded with email-notifications. There
is a risk that the end-user accidently accepts spam-
messages (resulting in whitelisting a spam-source) or
rejects legitimate mails. Also the sheer mass of noti-
fications could be perceived as annoying as spam.

Stubmail (Wong 2006) also uses a pull-based
email-retrieval approach by combining classical
SMTP-based internet-mail with HTTP. It checks if
the receiver supports Stubmail or not and then de-
cides how to deliver the message. If the recipient
supports the new protocol extension, a key is created
and a notification (the so-called stub) is sent to the
receiver. Should the receiver of the message decide
to read the email-message he has to pull it from the
senders server. To find the address of the server on
which the downloadable messages are stored the re-
ceiver must make a special DNS request. Once these
address is known the message can be retrieved by an
HTTP-post request. Like DMTP the number of noti-
fication could by irritating to the end-user. By using
HTTP to retrieve a message it could be possible to
download malicious software to the receivers PC.

Despite  there  being  working reference-
implementations Internet Mail 2000 is not universally
used as a replacement to SMTP. It seems as though
the proposed approaches are not perceived as re-
placements for the classical internet-mail system.
They require too much interaction by the end-user,
making it awkward to receive messages without
minimizing the chance to receive spam.

4.2 General Delivery: using SMTP for Inter-
net Mail 2000

In our new approach to Internet Mail 2000 we in-
troduce a system which works like the snailmail-
approach of poste restante (or general delivery). The
post-office notifies the receiver that there is mail wait-
ing at the post-office. The notification includes an
identification with which the receiver can retrieve
the mail from his post-office. If the receiver doesn’t
gather his mail within a certain time-frame the mail
is returned to the sender as undeliverable.

The new functionality can be implemented as an
extension to SMTP which means that existing SMTP-
services could be easily upgraded to use this approach.
Email-communication usually involves at least four
agents: the sender’s mail transfer client (Outlook,
Webmail, etc.), a SMTA, a RMTA and the receiver’s
mail transfer client (MTC). As the communication
between the RMTA and the receiver’s MTC uses POP
or IMAP, only the first three agents use SMTP. Un-
like other pull-based approaches the only SMTA and
RMTA use pull-mechanics in their communication.
The decision if a message should be retrieved or not
is made by the RMTA (i.e. an SMTP-server). No
interaction by the end-user is needed to make general
delivery work. This means that the end-user can use
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the email-service as before by using their preferred
client-software.

The communication between SMTA and RMTA
is split into two parts. In the first part the SMTA
connects to the RMTA and notifies it that an email-
message is available and sends a unique identifier for
this message. After this notification the connection is
closed. It is then up to the receiver to decide if the
message should be retrieved or not. The second part
happens in the case that the receiving host decides
to retrieve the message. It connects to the sender
and asks for the message by handing over the unique
identifier. The sender then forwards the requested
message.

The general delivery extension to SMTP intro-
duces two new commands: GDEL and RETR. One
is used for delivering the notification, the other one
is used for retrieving the email. As usual these ex-
tensions are mentioned in a email-servers response to
the EHLO command.

The time-frame of how long a message should be
stored at the sending email-host is reasonable. It
should be taken into consideration that the receiving
host might not retrieve a message immediately. So
a time-frame between 24 hours to 48 hours might be
appropriate. If a message has not been retrieved af-
ter this predefined amount of time the SMTA should
send a notification to the sender of the email that the
delivery of the message was not successful. Likewise
the time that passes between the notification and the
retrieval can be determined by the RMTA.

It might occur that a RMTA gets a notification for
an email that cannot be retrieved. The reason for that
could be a temporarily unreachable sending host or a
corrupted unique identifier for the message. In such
a case the RMTA should try to retrieve the message
a number of times (perhaps 3 to 5 times) over the
next 48 hours. If retrieving the message continues to
be unsuccessful the RMTA discards the notification
and stops retrieving it. If the message to be retrieved
was legitimate (and the non-delivery was just because
of technical difficulties) there are mechanics to notify
the sender that the delivery of the message was not
successful, which works quite the same way as the
classical SMTP.

——Opening connection. . —j-

- 200K

——EHLO <hostnamea>—p -

~— 250 OK-GDEL \:;
—GDEL <uniqueld>—e | © RMTA
- 250 OK %
—_—OUIT—=

Figure 2: GDEL-command

4.2.1 GDEL (General Delivery)

The GDEL command is used by the SMTA to notify
the RMTA that there is a message available. To-
gether with the GDEL command a unique identifier
for the email-message to be delivered is sent. It is
up to the SMTA how to generate this unique iden-
tifier - so it could possibly use a hash-value of the
email-message. It is possible to send multiple GDEL
commands in the case that several messages for the
same receiver-host/domain are available. In any case
a unique message identifier has to be generated for ev-
ery message, regardless of the fact that two or more
recipients might be of the same receiver-domain. This
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is necessary because there is a chance that one mes-
sage is retrieved while the other one is not.

When used in the response to an EHLO-command
this command informs a SMTA that the receiving
host is able to use the general delivery extension.

Syntax: GDEL uniqueld
Possible reply codes:

250 Requested mail action okay, completed
500 Syntax error, command unrecognized

501 Syntax error in parameters and arguments
502 Command not implemented

Figure 2 describes the usual sequence of commands
of a successful notification using the GDEL-extension:

1. The SMTA opens a connection to the RMTA
2. The RMTA returns 220 OK

3. The SMTA sends the EHLO-command

4

. The RMTA returns with 250 OK and a list of
possible extensions supported, of which one is
GDEL

5. The SMTA generates a unique identifier for the
email-message and sends it using the GDEL-
command

6. The RMTA stores this unique id and returns a
250 OK

7. The SMTA closes the connection by sending
QUIT

It should be noted that it is possible to send sev-
eral notifications in a sequence to the receiving host.
After the last 250 OK the SMTA could send another
notification using the GDEL-command.

4.2.2 RETR (Retrieve)

The RETR command is used by the RMTA to re-
trieve a message from the SMTA. The unique iden-
tifier of the email-message is passed as an argument.
If the unique identifier is valid (ie. the email exists
on this server) and the email is destined for the con-
necting host, the SMTA changes into sending mode
and starts sending email using standard SMTP. It is
possible to retrieve several emails in this way after
one another. In the case the RMTA sends an invalid
message-id, the SMTA should respond with a 550-
error message. If an email-message is not destined
for the connected RMTA, the SMTA also responds
with a 550-error message, even if the provided unique
identifier is valid.

-—Opening Connection

220 OK———=
-—EHLO <hostname=
250 OK-RETR——»
-#—RETR =uniqueld>——

250 Ok -
MAIL FROM. ., ——-

- —SMTP communication—jm

Figure 3: RETR-~command

The communication for the retrieval is initiated
by the receiver. When the RETR-command is sent
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sender and receiver switch roles and the sender starts
the SMTP-message-transfer sequence (MAIL FROM
- RCPT TO - DATA). After sending the message the
roles are switched again to allow the sender to send
another RETR-command or to quit the connection.
The original SMTP-standard had a similar command
called TURN which allowed a sender to become the
receiver and vice-versa (Postel 1982). However this
functionality eventually became deprecated as it was
possible for an unauthenticated client to retrieve mes-
sages.

When used in response to an EHLO this command
informs the RMTA that the sending host is able to
use the general delivery extension.

Syntax: RETR uniqueld
Possible reply codes:

250 Requested mail action okay, completed

500 Syntax error, command unrecognized

501 Syntax error in parameters and arguments

502 Command not implemented

550 Requested action not taken (e.g. given message-
Id not available)

The second part of the protocol using the RETR-
extension is shown on figure 3:

1. The RMTA opens a connection to the SMTA
2. The SMTA returns with 220 OK

3. The RMTA sends the EHLO-command

4

. The SMTA returns with reply-code 250 OK and
also sends a list of the supported extensions (e.g.
RETR)

5. The RMTA uses the stored unique id of the
email-message it wants to retrieve and sends it
using the RETR~command

6. The SMTA compares the requested unique
message-id to a list of stored messages, if the
message is available it sends 250 OK

7. Both MTA change into SMTP-mode and the
SMTA starts forwarding the email-message us-
ing the MAIL FROM-command

8. subsequent communication is classical SMTP

As soon as a message is retrieved by a client, there
is no need for the SMTA to store it any longer. All
subsequent requests for an already retrieved message
should be denied with return-code 550 Requested ac-
tion not taken. It is important for SMTP-clusters
where a retrievable message could be requested from
several servers is made invalid on all servers belong-
ing to the same cluster. It should be not possible to
retrieve a message from a server which has already
been retrieved on a server in this cluster.

4.3 Combination with other techniques for
spam-prevention

In order to prevent spam effectively it is important
to combine several techniques. The general delivery
extension to SMTP does not prevent the use of other
methods to make the mailing process more secure. It
can be combined with other techniques like white- and
blacklists to make it easier to determine the senders
credibility. By using IP-based lists at the initiation

of the communication process it is possible to pre-
vent connections from illegitimate hosts while allow-
ing host that are on the white-list to connect with-
out problem. This could be used in a way to selec-
tively decide if the general-delivery extension should
be used for a connecting host or not. Using black-
and white-lists that way is a convenient way for le-
gitimate email-users as the flow of their messages is
not disturbed while it is more difficult for spammers
to get their emails through.

On the sender side, ISPs could use TCP-blocking
to prevent outgoing email-connections to hosts out-
side of their own network as well as incoming re-
trieval requests. Many ISPs don’t allow the operation
of network-based servers for consumer-connections.
Power-users and corporate customers could have spe-
cial contracts with their ISPs that allow them to op-
erate those services. This would make it very hard for
infected zombie-PCs to provide SMTP-based services.
However this method needs the cooperation of ISPs
and it is questionable whether a worldwide agreement
could ever be reached. Finally the use of general de-
livery extension does not exclude the use of filter-
software on the receivers side. Although it makes
it harder for spammers to get their mail through it
does not prevent spam. And there is also the chance
that legitimate and therefore trusted hosts might have
been compromised and send spam. So the use of
spam-filtering complements the mix of effective tools
to prevent spam in this scenario.

4.3.1 Advantages

For spammers to be successful it is essential to send
as many messages as possible in a short period of
time. Using general delivery forces them to store all
the messages that they want to send on their server
until they are retrieved. Regardless of whether the
messages are sent from an email-server in an offshore
country or by a zombie-PC in a botnet this means
that the SMTP-service must be provided for an unde-
fined timeframe as the spammer does not know when
the receiver will try to retrieve the message (if he
ever does so). Especially hijacked PCs in a botnet
need to stay longer online as they must provide the
SMTP-service for incoming retrieval requests. Bot-
nets tend to send their spam in bursts (Xie et al.
2008) — after a period of inactivity the bots are acti-
vated and start sending spam for a certain amount of
time (usually a couple of hours) followed by another
period of inactivity. This time of inactivity is used
for botnet-maintainance during which bots might get
new instructions, new lists of email-addresses and ma-
terial for new spam-campaigns. Using the pull-based
approach it becomes more awkward for spammers to
use bots for propagating spam as they cannot use
the hit-and-run tactic anymore. By providing the
general delivery service the bots must stay active all
the time. This could also become a problem for a
consumer-based internet-connection when a lot of re-
trieval requests are incoming. So one could say that
general delivery does not prevent spam, but it makes
it more difficult for spammers to get their messages
through. The separation of the delivery process into
two parts gives the RMTA more time to decide if a
message should be retrieved or not. During the time
between notification and retrieval the RMTA could
run processes to find out if the sender is a trust-
worthy source. Most notably general delivery is an
extension to the standard SMTP-procedure, so both
the new mail-service as well as the classical service
can be serviced by the same mailing host. This is an
advantage during the transitional period as only one
service needs to be maintained instead of two par-
allel running services. After the transitional period
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the classical SMTP-functionality could simple be de-
activated. General delivery works on protocol-level
between email-servers, so no interaction by the end-
user is needed. This makes it very convenient as there
is no change for the user.

4.3.2 Disadvantages

The new mechanism comes with some disadvantages.
The most obvious is the protocol overhead. The
communication between SMTA and RMTA produces
more traffic than standard SMTP communication.
There is the notification and a retrieval. In the case
of a successful message-delivery the amount of data
transfered between sender and receiver is larger than
with the classical protocol. However it should be
taken into consideration that not every email-message
will be retrieved as the RMTA decides that it comes
from an untrustworthy source. Considering the vast
amount of spam that will not be transfered we believe
it is more than a cheap payoff and therefore worth the
additional traffic for legitimate email-communication.

Spammers using a botnet could provide SMTP ser-
vices on hijacked PCs. However the time beween no-
tification and retrieval could be used by the RMTA
to determine whether that the sending email-host is
a legitimate email-server (i.e. by querying a blacklist,
etc.) and thus decide not to retrieve the email.

Another argument against the general delivery ex-
tension is that it could be used to make DDOS at-
tacks. This vulnerability will be discussed in detail in
the next section.

4.4 Vulnerabilities

Using the pull-based approach for internet-mail has
many advantages. The most important of which is
that the responsibility for email-storage is moved from
the receiver to the sender and that the receiver can
decide if he wants to retrieve the messages. How-
ever these advantages do not come without a prob-
lem. Unlike ordinary SMTP-based services the vul-
nerability does not lie on the receivers side but on the
senders. The pull-based approach makes it necessary
for the SMTA to act as a client (when sending no-
tifications) and a server (when providing services for
incoming retrieval-requests). During the notification
the SMTA has control over the process as it initiates
it. On the other side the SMTA has no control over
who connects during the retrieval-process. As long as
a legitimate client connects everything is fine. How-
ever there is the possibility of incoming connections
that might not be according to the protocol. The last
problem might be a misconfigured RMTA that is re-
peatedly trying to retrieve a non-existing or already
retrieved message.

As retrievable messages are identified by a unique
id it is possible that third parties try to illegitimately
attain messages by simply guessing the unique id.
Particularly implementations with open sources could
make this process possible as attackers could write
scripts that send retrieve-requests with randomly gen-
erated id-keys that are according the key-generation-
algorithm. Though the chance to retrieve a particu-
lar message is not high, there is still the possibility of
generating a valid key. As a certain message can be
only retrieved by the RMTA for which it is destined,
an attacker needs to pretend to be the correct receiv-
ing host. This makes it extremely hard to randomly
retrieve messages, but if the attacker has knowledge
of emails on the SMTA that are destined for a spe-
cific receiver domain, it could be possible to retrieve
messages by a brute force attack. Even if the chance
of actually retrieving messages is not high it could
easily lead to a performance problem as the SMTA
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has to process a lot of unnecessary requests. Espe-
cially a combined brute-force attack of retrieval re-
quests could lead to a denial of service as the SMTA
is unable to process all the requests at once. For this
reason it is suggested that further communication is
delayed for a reasonable time before another attempt
to retrieve a message is possible. There remains the
possibility of adding hosts that continuously try to re-
trieve non-existant messages with wrong message-ids
to a blacklist.

The greatest threat to the pull-based approach is
that it could be used to intentionally attack a mail-
server with a distributed denial of service attack. It
is possible to use the message-notification mechanism
to force a large number of RMTA to make retrieval-
requests even if there is no message actually to be
retrieved. So an attacker could send millions of no-
tifications to different RMTA, notifying them that a
message is available on the email-server of domain
victim.com.

A botnet of tens of thousands of zombie-PCs might
generate a tremendous amount of email-notifications.
The RMTA will try to contact the mailing-host on
which the message is apparently stored. Though there
is no guarantee when (and if) RMTA will try to re-
trieve a message it is obvious that a huge number of
requests could easily bring down an SMTA.

One effective way to reduce the vulnerability to
DDOS-attacks is to make sure that the notifications
are sent from a trusted source i.e. the notification
comes from the same address as the message. This
means the receiver of a notification has the respon-
sibility to determine whether a notification is from a
legitimate origin. So when there is an incoming noti-
fication, the receiver should query the IP-address of
the connecting host and find out if it belongs to the
number of hosts that are allowed to send emails for
their domain.

The best way to find more information about the
sender of a message is use the DNS. Many domains
have an MX-record used to determine which hosts
are responsible for mail-exchange. Though usually
the MX-records are used to determine the mail-hosts
for incoming email-traffic on a domain, the change to
a pull-based approach brings to the mail-protocol a
means by which they could be used for both in- and
outgoing traffic. Using the MX-record would be a
misuse of the DNS functionality, but it could be ar-
gued that the goal of the pull-based approach is to re-
place the traditional way to exchange email-messages
and so it justifies its use.

But there is another way to determine the identity
of the sender - the Sender Policy Framework (Wong
& Schlitt 2006). The intention of the Sender Policy
Framework (SPF) is to prevent the forgery of email-
address senders by explicitly authorizing the hosts
that are used for mail-transfer. Using SPF, receiving
hosts can query to determine whether a connecting
host is authorized to send emails (or notifications
in the case of the pull-based approach). SPF makes
use of the DNS-protocol TXT entry which is used to
store arbitrary text-based attributes. It is possible
to define which hosts are allowed to send emails on
behalf of a domain. Hosts do not necessarily need
to be in the same domain, SPF allows authorizing
mail-hosts belonging to other domains. A possible
SPF entry for using the pull-based mail-service could
look like this:

example.com. TXT "v=spfl mx
a:pullmail.example.com -all"

For the domain example.com all outgoing MX-
servers are authorized to send (and provide) emails as
well as the mailhost pullmail.example.com. All other
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hosts are not allowed to send or provide emails on be-
half of this domain. When getting notification from
an SMTA, all the RMTA has to do is to query the
SPF-record for the domain the notification is from
and compare it to the IP-address of the connecting
host. If the host is in the list of authorized mail-
servers, the RMTA can proceed to retrieve the email.
In any other cases the notification can simply be re-
jected. Using this technique is very effective against
connections from a botnet because it is unlikely that a
zombie-PC has a valid SPF-record. And even if there
are SPF-entries for botnet-hosts, the SPF-query can
still be combined with a blacklist-query and spam-
filtering to make it more effective.

5 Conclusions

This paper discusses the current protocol for internet-
email, SMTP and why its architecture (which is fo-
cused on reliability and simplicity) fosters the spread
of unsolicited email. The various methods and tech-
niques to recognize and prevent spam, both on the
sender and the receiver side have been presented.

Especially in a time were huge amounts of spam-
messages originate from hijacked botnet-PCs it is im-
portant to find new ways to make the distribution of
unwanted messages harder. Therefore a pull-based
approach to retrieve emails, which is in contrast to
the classical push-based approach is suggested.

One advantage of the pull based approach is that
the responsibility to store the email-messages is trans-
ferred from the receiver to the sender. As the receiver
just gets a notification, that there is a message avail-
able to be retrieved at the sender’s server, it is easy
for him to decide if he trusts the sender and gets the
email or to just ignore the notification. Therefore
bandwidth can be saved as not every message has
to be received. The pull-based approach, called gen-
eral delivery, makes its use as well as its introduction
very easy. By just adding two new commands to the
set of existing SMTP-commands the new email-pull
functionality is provided. As the pull-based approach
needs no user-interaction, it can be introduced with-
out end-users interaction.

However the pull-based approach comes not with-
out disadvantages. Most notably is its vulnerability
to distributed denial of service attacks — when an at-
tacker sends notifications to various mailservers that
messages can be retrieved at a certain host. This vul-
nerability can only be reduced on the receivers side
by making sure that the notification has been made
by the correct host and not by a third party pretend-
ing to be the sender. To make this possible, existing
techniques like the DNS-entries of the Sender Policy
Framework could be used. The new approach is a
way to stem the flood of spam in emails. However it
is clear that an effective solution to spam must be a
cocktail of various anti-spam measures.
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Abstract

UCONpc is an emerging access control framework
that lacks an administration model. In this paper we
define the problem of administration and propose a
novel administrative model. At the core of this model
is the concept of attribute, which is also the central
component of UCONgpc. In our model, attributes
are created by the assertions of subjects, which as-
cribe properties/rights to other subjects or objects.
Through such a treatment of attributes, administra-
tion capabilities can be delegated from one subject to
another and as a consequence UCON 4 p¢ is improved
in three aspects. First, immutable attributes that
are currently considered as external to the model can
be incorporated and thereby treated as mutable at-
tributes. Second, the current arbitrary categorisation
of users (as modifiers of attributes), to system and ad-
ministrator can be removed. Attributes and objects
are only modifiable by those who possess administra-
tion capability over them. Third, the delegation of
administration over objects and properties that is not
currently expressible in UCON4p¢ is made possible.

Keywords: Access Control, Trust Management, Us-
age Control, Authorisation, Administration.

1 Introduction

The advent of the Internet and large scale Intranet
has led to the emergence of a plethora of new appli-
cations (e.g., resource sharing, electronic commerce,
health care systems) in which authorisation is signif-
icantly different from that of more traditional cen-
tralised or closed systems, from two main perspec-
tives: the absence of a central administrator and the
lack of prior knowledge held by resource providers and
access requesters about each other.

UCON is a new and emerging abstract' autho-
risation framework that attempts to combine fea-
tures from traditional access control, trust manage-
ment and digital rights management. The concept of
UCON was introduced by Park and Sandhu (Sandhu
& Park 2003, Park & Sandhu 2002b) and further re-
fined into a formal model of UCON sap¢ that specifi-
cally focuses on the authorisation, obligation and con-
dition aspects of access control (Park & Sandhu 2004).

At the heart of UCON4p¢ lies the concept of at-
tributes and the primary contribution of the model

Copyright (©2010, Australian Computer Society, Inc. This pa-
per appeared at the Australasian Information Security Confer-
ence (AISC), Brisbane, Australia. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 105, Colin
Boyd and Willy Susilo, Ed. Reproduction for academic, not-for
profit purposes permitted provided this text is included.

1Note that abstractness is a major design principle for UCON.
By abstract we mean it must be independent of any specific existing
language, policy or model.
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is the manipulation of attributes throughout an ac-
cess process. In this model, attributes are consid-
ered abstractly as the properties (e.g., role, classi-
fication, credit, clearance) of subjects or objects in
the model. They are also conceptually divided into
two categories, immutable and mutable. The former is
left out of the UCON apc model, as they are admin-
controlled, meaning only an administrator can modify
them. Mutable attributes are those whose value can
change throughout an access process, usually as a con-
sequence of subjects’ actions. To eliminate complexi-
ties such as who has a right to modify the attributes
and how rights are to be assigned and enforced, mu-
table attributes are considered to be modified by the
system (i.e., system-controlled), an abstraction for a
trusted process or user (Park & Sandhu 2004, Park
et al. 2004).

The need for a clear definition of an administra-
tion and attribute management model for UCON ¢
has been mentioned several times in the literature
(Park & Sandhu 20025, Sandhu & Park 2003, Park &
Sandhu 2004, Park et al. 2004, Zhang et al. 2004) but
left aside for future research. Park and Sandhu (Park
& Sandhu 2004), the originators of the UCON concept
suggest that “delegation of rights is among the crucial
issues that should be covered within UCON frame-
work. In addition, there should be a clear description
of administration issues. We believe further studies
on these issues will provide more comprehensive solu-
tion approaches for the area of usage control.”. This
need has also been noticed by others (Zhang et al.
2007, Luo et al. 2008, Wang & Wang 2007) and at-
tempts have been made to address it through anno-
tating the UCON 4pc model with ad-hoc delegation
or administration elements. These approaches and
their shortcomings will be discussed in more detail in
Section 3.

We argue that administration is a separate mat-
ter, orthogonal to UCON sp¢ itself. Administration
deals with the question of who is supposed to pro-
vide the required policies for an authorisation. We
refer to this as the Administrative Model. The lat-
ter determines who must be authorised/denied given
the relevant authorisation policies, which we refer to
as the Usage Model. We believe that in the con-
text of UCON 4 ¢, administration must be addressed
through the management of attributes. Therefore,
an administration model defines what attributes are,
where they come from and who can manipulate them.
Further, since objects have attributes, through the
administration of attributes, such an administrative
model will allow the administration of objects as well.
Hence, the connection between the administration
model and the UCON 4 pc model stems from the fact
that the former defines attributes and the latter em-
ploys them for an authorisation process.

This paper proposes a novel administrative model
for UCON spc, where the properties/rights of a sub-
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ject or an object are defined by attributes which are
formed through assertions made directly by a sub-
ject or indirectly by others to whom he/she delegated
the administration capability. A key contribution of
the proposed model is its introduction of a two layer
structure which comprises a peer model and autho-
riser model. The peer model provides an expressive
unrestricted environment where every subject may
state their beliefs about properties and rights of other
subjects/objects. Through this, attributes become
source centric. Initially the issuer of an attribute is
the sole administrator of the attribute, until they as-
sert otherwise. The implication of this is the ability
to identify who can modify or delegate properties and
rights. The authoriser model, sits on top of the peer
model and is responsible for determining whose as-
sertions are to be taken into account for an access
request. In order to make such an adjudication the
model depends on the system/application wide ad-
ministrative policy which we assume subjects operat-
ing within the model have consented to. We suggest
no specific policy but provide some examples of well
known policies such as owner-based, used in Digital
Rights Management (DRM) or privacy aware applica-
tions, and administrator-based, for traditional access
control systems.

Through such a formulation of the administration
problem we make the adequacy of trust management
techniques for the administration of UCONap¢c evi-
dent. In order to communicate our ideas more con-
cretely we use the syntax of the SecPal language
(Becker et al. 2007). We use some of the basic con-
structs that exist in almost any trust management
language to show its function in the proposed admin-
istrative model. However, the model is not defined or
limited by SecPal, since it is not part of the proposed
extensions. This is necessarily in keeping with the
abstract nature of UCONspc.

Our administrative framework specifically im-
proves UCON ¢ in three aspects. First, it lifts
the current assumption of a single administrator
who issues attributes and the authorisation poli-
cies.  Second, it removes the arbitrary division
of attributes into mutable (those that are system-
controlled) and immutable attributes (those that are
admin-controlled). Hence, all attributes are condi-
tionally mutable and can be treated within the cur-
rent UCON 4pc model. Consequently, it would allow
the construction of a model with either top-down or
bottom-up propagation of administration, in which,
administration capabilities over attributes and ob-
jects are delegatable and the administration root is
dynamically determined with respect to a specific ap-
plication policy. Such dynamism is actually one of
the strong advantages of the proposed model. Third,
the arbitrary categorization of users as modifiers of
attributes into system and administrator is removed.
There only exist subjects, who can modify the at-
tributes they administer or for which they have been
delegated administration capabilities.

The rest of this paper is organised as follows. Sec-
tion 2 outlines the main concepts of UCONspc, on
which our paper is based. This is followed by Section
3 that reviews related approaches to the administra-
tion problem. Section 4 introduces a motivating ex-
ample. The actual administration model is described
in Section 5 and this is followed by Section 6, where
we make concluding remarks.

2 UCONppc Components

The UCON4pc model (Park & Sandhu 2004) extends
traditional access control to address the problem of
authorisation not only at the time of access to a re-

source but also during its usage. The main compo-
nents of the model as shown in Figure 1, are the Sub-
jects (S) that wish to use their rights (R) over certain
Objects (O). Subjects and objects are endowed with
Attributes (A) that capture the properties of these
entities. Authorisation (AU) is a functional predi-
cate that evaluates usage requests based on the sub-
jects’ and objects’ attributes, the requested rights,
the policy model, and returns either yes or no. In
addition to authorisation there are two other decision
factors, oBligation (B)which is a functional predicate
that ensures certain obligation actions are performed
by the subject and Condition (C) predicates, where
environmental requirements that have to be satisfied
are checked as a part of the usage decision process.
The question of how the propositional value of these
predicates are determined is currently external to the
model.

Subject Attributes Object Attributes

Obgg)cts

Figure 1: UCONspc Model

Two innovations for UCON 4 ¢ are attribute mu-
tability and continuity. Different from other access
control models, subject or object attributes in this
model can not only be modified by the administra-
tor, but can also be changed as a side effect of a
subject’s usage of an object. However, there is a
special user called system who is assumed to observe
these actions and make proper updates. The con-
cept of continuity proposes that the system repeat-
edly checks the validity of subjects’ rights during the
access. When a right is revoked, the access will be
terminated on time. These two properties uniquely
identify UCONpc and are indispensable in an open
network environment.

3 Related Works

In UCONspc (Park & Sandhu 2004) attributes are
the central component of the model as access deci-
sions are based on the state of subjects’ and objects’
attributes, which may change and subsequently influ-
ence the usage control decision. Despite the impor-
tant role of attributes in usage control, UCONspc
does not address challenges regarding the manage-
ment of attributes, focusing instead on user authorisa-
tion issues. However, the need for an attribute man-
agement mechanism has been noted by UCON4pc
designers (Sandhu & Park 2003, Park & Sandhu
2002b, 2004).

In the original UCONpc papers of Park et al.
(Park & Sandhu 2002b, 2004), attributes are divided
into ‘admin-controlled’ and ‘system-controlled’. The
admin-controlled attributes are said to be immutable
in that they are only assigned to subjects and ob-
jects by administrator actions and cannot be modified
by the system automatically, whilst system-controlled
attributes can be updated as side effects of user’s us-
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age of objects. Park et al. (Park et al. 2004) fur-
ther refine admin-controlled attributes to be either
‘security-officer-controlled’ or ‘user-controlled’, where
the user could be either the subject possessing the
property, ‘self-controlled’, or some other user within
the model, ‘non-self-controlled’. They leave further
details on administration issues for future work. As
we will discuss in Section 5, such a syntactic classifi-
cation of attributes and users is rather arbitrary and
meaningless without being able to define attributes
and determine how and by whom they can be up-
dated. Furthermore, the above papers always imply
the need for a central administrator who assigns at-
tributes and rights to users. This is inconsistent with
one of the primary design goals of usage control, to
address open environments. The issues regarding del-
egation are also not considered.

In addition to the above mentioned papers there
are a number of other proposals that attempt to
provide an administration/delegation for UCON ¢
Zhang et al., (Zhang et al. 2007) proposed UCONp,
a delegation model for UCON 4p¢. Their view of del-
egation is limited to access level permissions, where a
user grants some of their own rights (e.g., read/write)
to another user. They introduce several entities
specifically for delegation purposes: ‘delegator’, ‘del-
egatee’, ‘delegation context’ and ‘permission’, as well
as attributes, referred to as ‘delegation attributes’.
The contribution of their proposal is to suggest the
importance of expressing the relationships between
subjects. However, the proposed extension arguably
violates the generalised and abstract nature of the
original UCON s pc model. Further, there is no clear
link between the proposed model and the UCON sp¢
model.

Luo et al. (Luo et al. 2008) attempt to integrate
UCON 2 pc with ideas from trust management to in-
troduce a distributed delegation model, referred to
as UTCDM. They use directed graphs as a repre-
sentation tool to express delegation relationships and
to provide a credential discovery algorithm. While
credential discovery is one of the main areas in trust
management, the link between UCON4p¢c and their
proposed mechanism is unclear. Many well studied
trust management and credential discovery frame-
works already exist (Blaze et al. 1998, Li et al. 2003)
that could be used to address the issues proposed
in this paper. However, UCONpc is meant to
be an abstract framework, thus their proposal ar-
guably violates the abstractness principle inherent in
UCONapc.

Wang et al (Wang & Wang 2007) use
UCON spc’s abstract concept of attribute as ‘cred-
ibility’ to express the trustworthiness of subjects who
attempt to access an object. From this perspective
their proposal is trivial as the concept of attribute
in UCON gpc is clearly abstract enough to express
trust, credibility, role, etc. They also attempt to es-
tablish that, by using attributes as certificates, one
can reduce certain complexities such as certificate re-
vocation and certificate discovery that exist in certifi-
cate based access control models. However, it is not
clear how their proposal would reduce such complexi-
ties. There are several theoretical and practical issues
that the paper fails to address, such as: who is able to
assign attributes to subjects regardless of what they
represent, and, how and by whom these attributes are
to be modified.

Originator Control (ORCON) is a proposal for
an access control policy in which recipients of in-
formation need to gain the originator’s approval for
the further re-dissemination of the information (Park
& Sandhu 2002a). They put emphasis on the im-
portance of adapting the originator control policy
within UCON as a means for it to go beyond tradi-
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tional access control, trust management models and
DRM. However, the paper leans toward implementa-
tion rather than an abstract theoretical work. They
describe several ways in which licenses and delega-
tion tickets could be used to control redistribution of
a resource. As we will describe in Section 5, explicit
description of ownership and owner-based control are
two examples of a system policy that an abstract
framework like UCON must be capable of modelling,
but it must not be limited only to this.

On a similar ground to our work, Firozabadi et al.
(Firozabadi et al. 2002) and Wood et al. (Wood &
Fernandez 1979) address the requirements of a de-
centralised administration/authorisation model and
distinguish between two kinds of delegations: dele-
gation of authority at management level and delega-
tion of permission at request level. The delegation
of authority allows an entity to hand off authorities
to another entity such that the receiver can express
authorisation policies on behalf of the sender. On
the other hand, permissions are privileges to exercise
the rights of a specific entity - their delegation al-
lows the receiving entity to access resources on behalf
of the other. Drawing this distinction allows them
to introduce constraints required for each category.
However, the main contribution of these proposals is
in discussing the distinction between the delegation
types rather than providing a formal language to ex-
press them. These works have inspired the main ideas
that underlie our proposal.

In the following sections we will introduce a gen-
eral administrative model that is policy agnostic and
therefore adheres to the abstraction level inherent in
UCON spc, while addressing its limitations in defin-
ing, issuing, delegating and dealing with the modifi-
cation of rights and properties.

4 Motivating Example

To clarify the problem that our administrative model
seeks to address, consider the following simple ex-
ample, taken from (Park & Sandhu 2004) which ad-
dresses ‘DRM pay-per-use’ by using UCONprea 1 2. In
this model, two attributes are assumed to exist:

e credit(s): subject’s credit (measurement unit is
money).

e value(o,r): object’s value (the amount of money
for a given right on object).

There are also two policies:
e allowed(s,o,r) < credit(s) > value(o,r).

o update(credit(s)): credit(s) = credit(s) -
value(o,r).

The policies are intuitively read as: to accept a
request the subject (requesting) must have enough
credit. In that case the subject’s credit is modified
by reducing the value of the object that is being re-
quested and access is granted.

Given the above example, there are three main
points that are assumed and left outside the
UCON 4 ¢ model.

1. Tt is not clear who determines the properties such
as subject’s credit and object’s value. Such prop-
erties (in UCON4pc term, attributes) belong to
a subject or an object.

2. It is not clear who determines the rights for a
subject on an object. In the above example, al-
lowed(s,o0,r).

2The subscript refers to the pre-authorisation with pre-update
policy - interested readers refer to the original paper.
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3. Although the modification of such properties is
at the core of UCON4p¢, policy governing mod-
ification of properties is not explicit. Therefore
it is not practical to determine who can modify
these properties. In the context of the above ex-
ample, it is not clear who can update the credit
property of a subject (i.e., update(credit(s)).

UCONpc simply assumes that update(credit(s))
is performed by system, an entity outside the model,
trusted to do so. By the same token, rights that spec-
ify the relationship between subjects and objects are
assumed to exist and the model does not care about
the origin of the rights.

It is important to appreciate that properties and
rights are subjective by nature. In the real world, at-
tributes and rights are acquired from the sources that
have the authority to provide them. For example, a
subject may acquire credit from a bank or a driving
license from the traffic authority; those dealing with
the subject may trust the bank to honour the pro-
vided credit or not. However, the only entity capable
of modifying a subject’s credit must be the bank or
those somehow appointed by the bank to do so. The
objective of the administrative model for UCON spc
is to address these issues.

5 Administrative Model (M)

Here we introduce a novel approach in representing
administrative functions. We conceptually divide the
UCONspc Administrative Model (M) into, the Peer
Model (Mp), that defines an unrestricted basis for es-
tablishing relationships between subjects and objects
through assertions, and the Authoriser Model (M 4),
that provides a means for selecting and honouring
some of the existing assertions with respect to an ad-
ministrative policy of the system that implements the
UCONABC model.

(L

Figure 2: Administrative Model (M)

The administrative model, shown in Figure 2, is
abstracted into four major components: Subjects (S)
that are inter-connected, Objects (O) that are admin-
istered, owned or used® by subjects, Assertions (A)
that specify the relationships between subjects and
objects, and finally the Administrative Policy (P), de-
noting system policy.

We use a specific name when we are addressing
an element of the finite set of S or O. For example
Alice, Bob,Carol € § or File € O. Further, we use
a lower-case letter (e.g., s) when we are addressing a
variable.

5.1 Peer Model (Mp):
Assertions

At the heart of the UCON4pc model is the concept
of attributes and at the center of Mp is the con-
cept of assertion shown in Figure 3. The relationship

Subjects, Objects,

3In this paper we consider “use” and “access” to be synonyms.

between assertions and attributes stems from the fact
that assertions in our model generate the attributes of
the UCON s gc model. Assertions are also used to ex-
press rights, conditions and obligations of UCON spc
as well.

We generalise an assertion to be a belief statement
expressed by a subject about the properTy (T) or the
Rights (R)* of another subject (including themselves)
or an object. An assertion could state various things
such as what is the subject’s role, age, credit balance,
clearance or object’s classification, value or trustwor-
thiness from the issuer’s perspective.

©

l/\é:' { é 1
Figure 3: Assertions A

In relation to expressing conditions and obligations
within Mp, we argue that both of these are objects
with properties under the control of a specific subject.
This is a different view from the former access con-
trol models, including UCON 4p¢ that consider these
to be a special (type) entity, other than a common
object and considers the subject modifying them to
be external to the model. Their approach results in
a simpler model as they do not need to deal with the
manipulation of these entities by users (subjects).

For example, in UCON4pc, local time is consid-
ered as a condition under the control of external sub-
ject, environment. However, in reality, the local time
is the property of an object, system clock, which is un-
der the control of a subject, root in a Unix operating
system. By a similar token, in UCON pc, a user’s
assent to a privacy policy by ticking a policy form
is considered as the discharge of an obligation. In
our model, the policy form could be considered as an
object with a property, filled, that could be assigned
values true or false by a subject (user).

In all the above cases an assertion states that its
issuer believes® that a subject or an object has a prop-
erty or a right. Through such a treatment we inherit
a subjective view, where properties and rights are al-
ways formed from their issuer’s perspective and are
always valid from that aspect. We refer to such claims
that a subject makes in an assertion as (subjective)
fact. The grammar of facts are shown in Table 1.

There are two types of assertion that could be
written over a fact: a direct assertion and an indi-
rect/delegation assertion. Direct assertions are the
basis of the model and take the form:

s says fact (if fact,...fact,)

Informally, a direct assertion states that the sub-
ject believes (says) a fact. The assertion may also be
conditional upon the existence of some other facts as-
serted by the issuer. In the above assertion s € S is
the issuer of the statement, says is a keyword, fact
encodes a specific fact based on the grammar of facts.

4Note that rights, permission or capability can be viewed as a
property; for example granting a right r to a subject can be viewed
as making an assertion that the subject has property r. However,
here for clarity and to be aligned with the UCONpc approach we
consider them to be separate.

5Note that in our paper, believe, assert, state are synonyms, all
mean a subject has made an assertion.
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e[s] =S
| seS
e[O] = 0
| 0eO
pred, = canRead[o € O]
predyy = hasCredit|—]
| hasClearance|—]
| .
fact = e[q predy)
| e[s) predyy
| 6[0] pred[t]

(
(
(
(
(

(

variables)
subject)

variables)
object)

user-defined (rights) predicates)

user-defined (property) predicates)

Table 1: The Grammar of Facts

The if is an optional keyword, fact,...fact, are facts
upon which the fact is conditional. The conditional
facts must already exist within the set of assertions
made by s, Assertion Context of s (ACs), in order to
say: s says fact.

Following is an example of three direct assertions
made by three subjects: Bank, Administrator and Al-
ice in an imaginary UCON model. They intuitively
mean Administrator believes that Bob has the clear-
ance level 1; Bank states (believes) that Bob has a
credit limit of $50, and Alice believes the object Book
has a value of $10 for reading purposes.

Admin says Bob hasClearancell] (1)
Bank says Bob hasCredit[50] (2)
Alice says Book hasValue[10,read] (3)

Direct assertions are less expressive as they are
unable to capture the dependency of a subject on an-
other in order to make an assertion that brings about
the propositional content of a fact. For example, only
using direct assertions, it is not possible for Alice to
depend on Administrator to determine the clearance
property for Bob by:

Alice says Bob hasClearance[1] if
Administrator says Bob hasClearance]1]

This is because the conditional facts in a direct
assertion must be deducible from the issuer’s asser-
tion context, in this case AC gjice. Expressing such a
dependency is the primary requirement in open en-
vironments, where subjects have limited knowledge
about the properties or the rights of others. This
need is addressed by delegation assertions that take
the following form and allow a subject to state its
willingness to believe certain types of facts asserted
by other subjects:

s says s’ cansay fact (if fact,.. .fact,)

The above delegation assertion introduces an extra
keyword cansay, which introduces the willingness
of the issuer for accepting (believing) the assertions
made by another subject s’ about the fact. The del-
egations have arbitrary but specified depth, where D
defines the possible depth of the delegation and takes
the values n € N...co where D = 0 means no dele-
gation and oo means an unbounded delegation. The
depth of D = 2 means that a subject (e.g., s) may del-
egate the assertion of a fact to another subject (e.g.,
s1) and allow s; to delegate to others but not allow
these others to delegate further.

(4)
(5)

Alice says Admin cansay, s hasClearance
Alice says Bank cansay, s hasCredit
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For example, given the direct assertions {1,2} and
delegation assertions {4,5}, one (i.e., Alice or any one
having access to assertions) can deduce:

Alice says Bob hasCredit[50]
Alice says Bob hasClearance[l]

(6)
(7)

As a result the assertion context of Alice AC jice
would consist of direct assertions {3,6,7}. Notice that
here we assumed subjects (e.g., Alice) are informed
about the assertions made by other subjects in the
model. The details of how such knowledge is shared
and complexities regarding chains of assertion are di-
rectly related to the application employing our model
and several approaches exist to address these issues
e.g., (Li et al. 2003, Blaze et al. 1998).

Notice that through the above treatment, subjects
within a UCON4gc model are enabled to make as-
sertions about properties and rights of other subjects
and objects within the model. Further, they can
delegate such assignments to other subjects. Here,
despite UCON pc’s approach where attributes be-
long to subjects or objects, and where it is not clear
who has specified the policy, properties and rights
only exist from the perspective of their issuers. This
does not necessarily mean that it is universally be-
lieved (by other subjects in the model) that the sub-
ject/object actually has the property/right in ques-
tion. This leads us to the question, how could the
UCON 4 pc model decide whose (subject) perspective
should be relied upon for making an authorisation de-
cision? This question is answered by the authoriser
model.

5.2 Authoriser Model (M 4): System policy,
Assertions

The peer model introduces a flexible anarchic model
where no authority is assumed. A subject may make
an assertion about itself, other subjects or objects and
these assertions could be honoured by others through
delegation. However, such an anarchic model is mean-
ingless if there are no means to determine whose as-
sertions are to be taken into account for a UCON4gc
usage control decision, which must ultimately involve
one or more subjects who act as the authority root—
whose set of assertions is denoted as ACRroot-

The concept of authority root is inherent in, and
the basis of, all the existing access control models.
However, it is usually assumed fixed and defined out-
side the model itself. For example, in most RBAC
models the authority root is a trusted central ad-
ministrator who is assumed to assign permissions to
roles and roles to users. Based on these assignments,
the model determines whether an access request is
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to be granted or denied. ORCON and privacy ori-
ented models consider the owner of the resource as
the authority root and make access control decisions
based on this assumption. Trust Management sys-
tems consider the authority root to be the principal
called local, who writes the local policies. Since these
models are based on predefined views about the root
of authority, none is general enough to model the oth-
ers.

To ensure the flexibility of our administrative
model we bring the concept of authority root into the
model and allow it to be explicitly defined through an
Administrative Policy. The authoriser is defined as a
function shown in Figure 4:

Authoriser

(Ma)

W

AC

pe P = — ACRoot

Figure 4: System View: Determining Authority Root

where P is a set of possible administrative poli-
cies. An administrative policy p € P precisely states
the rules necessary to determine which subject(s) are
to be considered as the authority root. The AC is
a set of all assertions made by subjects in Mp. In
other words, it is the universal set of assertion con-
texts. Given p and AC, M 4 determines the assertion
context of the authority root, denoted as AC groo:®.

Note that when more than one authority root is
specified by p, there is a potential for conflict between
their assertions. The nature of such conflicts depend
on the language used for expressing administrative
policies. Such a language could allow the expression
of hierarchies and would ideally provide mechanisms
for detecting inconsistencies or redundancies. Whilst
the discussion of such conflicts and their resolution is
important for the applicability of our proposal, the fo-
cus of this paper is on introducing an abstract admin-
istrative framework, free from any specific language
or enforcement mechanism. We therefore leave the
introduction of a language to express administrative
policies for future research. Here, we simply specify
administrative policies using the notations used for
expressing facts.

To illustrate the generality of our proposal, in the
following we will provide two examples that corre-
spond to two separate application settings employing
UCONsgc. In one an administrator is the root of
authority and in the other, owners of objects are the
authority roots. The former covers a majority of tra-
ditional access control models and the latter addresses
DRM, ORCON and privacy-aware systems.

5.2.1 Administrator-based Model

Let us consider an administrative policy for an or-
ganization’s database that is under the control of a
single administrator, Clare. Intuitively, the policy p
could be trivially written as the following statements:

s isRoot if s isAdministrator
Clare isAdministrator

Now, since Clare is considered as the root of au-
thority for the given application, she may enforce a
DAC policy through the following assertions, which
state, anyone who can read a directory may allow
others to read the files in that directory:

SNote that Root is simply an alias of the subject whom is to be
the authority root, not a distinguished subject.

Clare says s cansay ., s’ canReado] if s
canRead[d], o isElementOf][d]

Or in another instance, she may enforce a MAC
policy to ensure that the users are only allowed to
read the files for which their clearance dominates the
file’s classification:

Clare says s canRead[o] if s isElementof[S], o
isElementOf[O], level[s] > level[o]

Hence, given the administrative policy, M 4 deter-
mines the AC root, which in this case is the assertion
context of the administrator ACciare.

Note that although in the above example we as-
sumed a single administrator for the given applica-
tion, in reality, an application could have many co-
existing administrators and this could be reflected in
the administrative policy. For example, consider an
operating system, where the administrator (the root
user) has privilege over the system objects (e.g, sys-
tem directory, system files, printer, etc.) and the pri-
vate directories of other users on the system are under
their control - they can specify rules for sharing their
own resources.

5.2.2 Owner-Based Model

Let us now consider another scenario where there is a
data store through which subjects can share their doc-
uments with others. However, only the owner of the
resources can express access control rules for them. A
simple administrative policy for such an application
may identify a subject as the authority root if the doc-
ument carries the subject’s signature, and this could
also be simply expressed as:

s isRoot if s signedfo]

Again, assume that there is a subject, Alice who
would like to allow her friends, and their friends to
read the document, Book, she is sharing. To do so,
Alice states her authorisation rules for her book as
below:

Alice says s canRead[Book] if s isFriend (8)
Alice says s cansay ., y isFriend if s isFriend (9)
Alice says Rob isFriend (10)

Given the above assertions, Alice declares Rob as
her friend and through assertions {8,9} allows Rob’s
friends to read the book that Alice is sharing. Now,
if Rob says Mary isFriend, then Mary would also be
able to read Alice’s Book. Lets take this even further
and assume that Alice would like to allow others who
may not be friend to also read the book for a price.

Alice says s canRead[Book] if s
hasCredit[10], s isPaying[10] (11)

From the assertions {3, 5} we can see that Alice
has determined the value of the book and decided
to accept Bank’s assertions regarding the subject’s
credit balance. Using the assertions {11}, she further
ensures that the book can be read by anyone who has
enough credit and (Alice believes) is paying the price
of the book.

The above examples demonstrate how uncon-
trolled assertions in the peer model can be regulated
and managed based on the policy of an application
without restricting our administrative model to any
specific policy.
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6 Conclusion and Future Work

The contributions of this paper are three fold. First,
we introduced a novel administrative model based
on two layers of abstraction, capable of represent-
ing both centralised as well as distributed adminis-
trative requirements to address different application
domains. One layer introduces an anarchic environ-
ment where every subject, in addition to being an
access requester, can be an administrator and spec-
ify rights and properties for other subjects or objects.
Another layer introduces constraints based on appli-
cation requirements to identify who can actually ad-
minister and update rights or properties. In this as-
pect, we made the concept of authority root that is
inherent but external to the existing access control
models, explicit and internal. Through this, given an
application’s requirements, theoretically any number
of authority roots could be defined, whom can spec-
ify any policy type or delegate such tasks. Thus the
design delivers a desirable flexibility.

Second, we analysed the administrative problem
in UCON e and showed how it can be addressed
using existing trust management techniques, as a re-
sult, taking advantage of all the already developed
functionalities (e.g., certificate delegation, revocation,
etc.) that comes with them.

Finally, through concrete examples we showed how
our proposed administrative model can address the
specific problems identified within UCON4 g model.
Precisely, the administrator who was considered a
special entity external to the UCON4pc model can
now be any subject(s) within the model. An arbi-
trary division of attributes into mutable, modified by
subjects, and immutable, only to be modified by the
administrator, is no longer necessary, since all at-
tributes are made mutable. The arbitrary attribute
modifier system is removed; attributes are source cen-
tric and can only be updated through their issuer or
by those whom have been delegated relevant admin-
istrative authority over them.

We envisage the immediate future direction is to
adopt one of the existing trust management languages
to develop an administrative toolkit based on the
concepts introduced in this paper. The developed
framework is aimed towards a current application of
UCON g ¢ in collaborative environments, such as the
one proposed by Zhang et al., (Zhang et al. 2006).
Further, we would like to examine the potential con-
flicts that may arise due to assertions made by multi-
ple authority roots and introduce approaches to deal
with them.
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Abstract

Abuse of free Internet resources and services from
false account creation, to spam, to identity theft, ex-
cessive bandwidth usage, or even vote stuffing online
polls is a big problem. The Completely Automatic
Public Turing Test to tell Computers and Humans
Apart (CAPTCHA) controls access to resources but
automated systems are increasingly adept at over-
coming them. In this paper a method of access con-
trol is introduced as an extra layer of security on
top of existing CAPTCHA implementations. It uses
visual encryption to encrypt images, which are pre-
sented to clients like a CAPTCHA. It’s purpose is to
compress many sub-images into a small image format
that humans can decode visually but is hard for auto-
mated systems due to decrypting overhead, and hav-
ing to process more images to find the hidden image.
This paper introduces visual encryption as a viable
method to encrypt CAPTCHASs, and tests a proto-
type to measure how efficiently users can find them.
It also measures whether this method could impede a
real CAPTCHA breaker. Results show humans de-
tect images within 16-33 seconds, and deciphering
images is almost 100%. Estimates on CAPTCHA
breaking benchmarks show automated systems would
be slowed significantly, even assuming the image is
found and decoded. As sub-images increase, humans
can process the visually encrypted images faster than
automated systems can.

Keywords: Access Control, Authentication, Auto-
mated Attacks, CAPTCHA, Cryptography, Security,
Spamming, Visual Decryption, Visual Processing.

1 INTRODUCTION AND MOTIVATION

There are many free resources on the Internet that
malicious users wish to exploit. Email has seen much
abuse over the years, such that legislation in a number
of countries has been put in place to punish those that
grossly abuse such resources. This in itself has only
marginally stemmed the tide of unsolicited email that
floods email accounts every day. Most, if not all of
these attacks are automated by a computer, or even a
network of compromised systems that automatically
send unsolicited mail to millions of people worldwide.
Other similar services are also vulnerable, and mali-
cious users are quick to exploit any free service that is
available to them. Forums, Email services, and social
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networking sites are easy targets for spammers (Leyla
et al. 2009).

In the past, a weak form of authentication was to
register an account with the site whose resources the
person wished to use, but nowadays this process is
outdated, and easily automated by a computer. An
extra layer of security to overcome the limitations of
account registration was to integrate into the account
creation process a method that could authenticate the
unknown party over an unsecured connection as a hu-
man, and not a computer. This way the host could
be assured that an automated system was not trying
to abuse the service.

Currently one of the most popular methods used
to authenticate the existence of a human operator
over an unsecured connection is the CAPTCHA. The
CAPTCHA was first described by Luis von Ahn,
Manuel Blum and John Langford (von Ahn et al.
2004). Its main purpose is to prevent computers mas-
querading as human operators, and to prevent abuse
of publicly available services, illegal or otherwise, by
automated computer systems. The most common sit-
uations in which CAPTCHASs are used are during ac-
count creation, comment postings on social network-
ing sites or forums, and, to a lesser degree, file down-
loading. Malicious persons often try to hijack these
services. This usually results in the abuse of these ser-
vices by automated computer systems until the site
operator finds a way to stop them. Common abuses
include excessive bandwidth usage, Spam messages,
unwanted spidering of content, false accounts being
used illegally, theft of personal information, and sim-
ilar.

This paper introduces an already existing en-
cryption method that is generally useless as a
conventional encryption algorithm, and uses it in
such a way that it massively expands the search
space of an image while harnessing a human’s visual
systems to quickly and relatively easily decrypt
the encrypted CAPTCHA image. The encryption
process is fast, low in bandwidth to transmit, easy
to implement using browser scripting languages,
generally low in client side processing overhead, and
can be applied to varying degrees of complexity
to further hinder automated attacks. It can easily
encompass existing CAPTCHA methods or exist as
a standalone implementation. The process involves
taking an existing CAPTCHA image and encrypting
it into two sub-images. One of the two encrypted
images is hidden randomly in a larger sized image.
It also includes random noise, the noise is indistin-
guishable from the original encrypted image both for
humans and computers. Both sub-images are then
transmitted to the computer or person that must
solve the challenge. On the receiving end, a script-
able browser interface overlays the encrypted image
without noise, over the larger image which contains
the second encrypted image and noise. The person
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Figure 1: Outlines the process a CAPTCHA
would undergo to encrypt the image, and vi-
sually decrypt it.

Server Side Encryption

Encrypted Image 1 Encrypted Image 2

Large Image with
Encrypted Image 2 and
Random Noise

Noise
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\/
Client Side Decryption

Encrypted Image 1 is
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CAPTCHA
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must then find the encrypted CAPTCHA embedded
in the noise to recover the original CAPTCHA image.
To further highlight this, figure 1 outlines the process
a CAPTCHA undergoes on server side encryption
and client side decryption.

2 EXISTING APPROACHES

CAPTCHASs have encompassed a myriad of different
forms. Their variation is limited only by the cre-
ator’s imagination, which is indicative of the purpose,
and that is to be as intuitive as possible for humans,
but become as alien and unpredictable as possible for
a computer system. This whole paper could easily
be devoted to the types of CAPTCHAs that exist,
which some have in fact done to better understand
the flaws inherent in CAPTCHA design (Yan & Ah-
mad 2007, 2008b), so this paper will instead skim a
few recent and promising variations outside of tradi-
tional CAPTCHA designs.

Leaving the character based CAPTCHA alto-
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gether is a CAPTCHA based on an image’s orien-
tation (Gossweiler et al. 2009). A person is meant
to gauge the rotation of a picture that is presented
to them. This technique has the advantage that it
is language independent, does not require the entry
of text, and is more resistant to automated attacks.
The sample of participants for this study however was
small (16) and showed that even with a rotation er-
ror window of 16 degrees, it resulted in an eighty four
to ninety four percent success rate when one to three
rotation challenges were presented at a time (Goss-
weiler et al. 2009). The ability to thwart automated
systems is also dependent on the repository of images
created, though it is likely that randomised 3D scenes
could be generated to avoid attacks that build reposi-
tories of previous images in order to improve learning,
though this attack may be susceptible to image pro-
cessing that looks for straight lines and other basic
shapes to derive horizons, or find other patterns in
the placement of objects within the scene.

Differentiation between animals (Philippe 2008)
has also been used as a viable CAPTCHA, however
this has shown to be easily cracked due to the fact
that the features of dogs and cats could be learned by
computers (Philippe 2008). Audio based CAPTCHAs
for visually impaired persons (Jonathan et al. 2007),
are also seen as a much better alternative compared
to traditional CAPTCHAs (Jeffrey & Anna 2009).
Though audio CAPTCHAS take longer to solve, they
are much more accessible to visually disabled persons,
but the process of solving an audio CAPTCHA is dif-
ficult for human users, and error rates are higher for
a variety of reasons (Jeffrey & Anna 2009).

3D images that are generated on the fly at different
angles is also proposed as a viable CAPTCHA alter-
native (Ngo 2009). The CAPTCHA works by present-
ing the user with a number of 3D images at randomly
generated angles, the user is then asked to select the
closest variation of a set of three images presented
below the 3D image options presented. Whether this
CAPTCHA will resist cracking attempts will remain
to be seen. Though likely as uptake increases, so
will efforts be taken by spammers to find attacks that
cater to this different method.

Researchers have shown that most, if not all
current conventional CAPTCHAs can be easily
cracked with the right tools (Yan & Ahmad 2007,
2008b).  Spammers are already finding ways to
effectively overcome CAPTCHAs on even high
profile sites owned by Microsoft (Keizer 2008, Yan &
Ahmad 2008a, Philippe 2008, Prasad 2009), Google
(Prasad 2008), Yahoo! (Broersma 2008), as well as a
myriad of others that also use the same, or similar
CAPTCHA methods.

3 VISUALLY ENCRYPTING CAPTCHASs

Visual encryption is a process developed by Naor and
Shamir (Naor & Shamir 1995). The process takes
an image and encrypts it into k images, all of the
same size. All k images contain part of the informa-
tion of the original image and only by having all k
images can the original image be decrypted. Each
part as a standalone image can’t be decrypted in any
way due to the fact that the original pixel of the
image is randomly assigned to one of the k images,
with the other k-1 images receiving a corresponding
light or dark pixel depending on the colour of the
original pixel. When the k images are overlaid, the
corresponding pixels will emphasise the resulting im-
ages’ pixels when they are dark and cancel out in
others, resulting in a white pixel. A side effect of
encrypting using Naor and Shamir’s process is that
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the quality of the image degrades, particularly in re-
lation to pixel artifacts and contrast. This can how-
ever work to benefit the decryption process by fur-
ther complicating matters for automated systems and
CAPTCHA breaking software, while doing little to
disrupt a human that visually decrypts the image.
The noise inherent when the two images are overlaid
means that pixel counting, where the characters in
a CAPTCHA can be discerned simply by counting
the number of similarly colored pixels is also avoided.
This is because the random noise that is a side ef-
fect of encrypting the two images effectively changes
each character’s pixel count every time a CAPTCHA
is encrypted.

The process of encrypting images into k pieces
makes for very strong encryption, but lacks security
when the k pieces are transmitted. Any party can
intercept and decrypt the image, as long as all k im-
ages are found. Visual encryption on it’s own is not
very useful either. One simply needs to line up the k
images and the encrypted image is revealed. In the
method proposed in this paper, the use of two en-
crypted images makes it more resistant to decryption
because it forces the system to accept a minimum
processing overhead when decrypting the image. An-
other advantage is that the decrypted image is never
stored on the computer as an image file at any time.
Even when decrypted by the user, it is never stored
or made easily accesible to automated systems. Other
existing methods can be used to increase the quality
of the encrypted image (Lin & Tsai 2003) though for
this application it is not necessary. The visual en-
cryption process can be applied immediately to any
CAPTCHA implementation that uses an image file
as the basis of their authorisation system. Due to the
nature of the encryption, the total size of the images
being sent is much smaller compared to the number
of images that are created during decryption. This
makes the transmission of larger, more difficult chal-
lenges possible while keeping usage of bandwidth low.

The real power of the encryption process is that
a human can visually decode the image extremely
fast. The human visual system can detect patterns
and slight variations in pictures very quickly. This
means that a human can immediately tell the differ-
ence between an image that contains meaningful pat-
terns and an image filled with noise. This is coupled
with the fact that decryption on the computer is easy
to implement. The process does not require sophis-
ticated encryption or decryption programs to encode
or decode an image. All of this can be handled with
browser scripting languages such as JavaScript. The
encryption and decryption process is also very fast.
This makes it much more viable for server systems
that must generate and send hundreds or thousands
of CAPTCHASs within a short space of time.

By harnessing the power of the human visual sys-
tem and randomly hiding one of the images in a larger
image filled with noise, we present a challenge to the
human or computer. The human or computer must
then find the original image within the larger image
by overlaying the smaller encrypted image over the
larger one. The human or computer must then tra-
verse, pixel by pixel, row-wise and or column-wise,
through every variation in the larger image to find
the original encrypted image. For an automated com-
puter system, it must decrypt and somehow capture
the deciphered sub-image, run the image through a
CAPTCHA breaker, then decide whether the image
contains the CAPTCHA (if it decides incorrectly then
it has to start with a completely new challenge), or
disregard the image and move the overlay by one pixel
to the next sub-image. Humans are essentially put
on an even, or better level with a computer, since
humans can detect even slight variations in an im-

Figure 2: An original phpbb CAPTCHA (a),
an original Seed Peer CAPTCHA (b), and
the same image when it has been visually de-
crypted (c)

(a) Normal phpbb CAPTCHA

ELQZ MY

(b) Normal Seed Peer CAPTCHA

age much faster than a computer. It is very easy
for a human to sift through a hundred sub-images
in several seconds, find the variation as a sub-image
switches to the CAPTCHA, refine the location using
finer controls, process the characters within the deci-
phered CAPTCHA image, and enter the code.

3.1 The Downside of Visual Encryption and
Decryption

Using a CAPTCHA with visual decryption carries
with it a number of positives (as well as a few
negatives). Negatives include the fact that a hu-
man operator must concentrate to properly find the
CAPTCHA. Concentration on a seemingly trivial
and time-wasting task may lead to boredom or frus-
tration when trying to solve a visually encrypted
CAPTCHA. Another negative aspect is the fact that
decryption on the client side does involve a reasonable
amount of CPU overhead. On desktop machines this
is hardly noticeable but, netbooks, PDAs or mobile
phones may consume most, if not all resources when
a browser starts to rapidly decrypt the images. To
solve this a server could do the processing and en-
code a video, or send all the images en masse, but
this makes the approach less viable since an auto-
mated system has the server do a lot of the processing
work for them. This results in more demand for band-
width when transmitting images, and makes the sub-
images that are produced much more accessible for
automated systems. In the end, client side overhead
is a necessary evil in many ways since an automated
system is effectively forced to take on the overhead
processing if they wish to find the CAPTCHA.
Another negative aspect of using visual decryption
is that humans will find it difficult to navigate a large
search space if it is done manually. Before testing, it
was obvious that fine, pixel by pixel navigating could
not be done by mouse or through keystrokes, and that
realistic searching had to be fixed to one axis only.
The most effective way to expose a human user to ev-
ery image as quickly as possible was to automate the
overlay such that all a user needed to do was start or
stop the overlay moving. After the human had picked
up a slight variation in the images being presented,
then the user could use the mouse or keys to zero in on
the location of the CAPTCHA. In the tests done the
overlay was fixed on the x axis so it could only move
up or down. The overlay itself was the same width
as the large image. This helped avoid confusion and
gave the user more control, at the cost of reducing the
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search space that needed to be traversed. For testing
purposes this was a fair trade off, but it is hoped that
a much better user interface could be designed that
can vastly improve the usability for users, expand the
search space so that automated systems must process
more images, and reduce the search space for humans.

3.2 Where is the CAPTCHA Image?

Encrypting CAPTCHAs using visual encryption
means that the decrypted image is never stored as
a file anywhere. The spammer must decrypt ev-
ery sub-image and process each in order to find the
CAPTCHA. Simply decrypting the sub-images re-
sults in processing overhead in itself that further slows
down the processing of the CAPTCHA. The size of
the encrypted images that are sent are also not repre-
sentative of the images produced when the decrypted
sub-images are created. A large 300x350pixel image
combined with noise, and the smaller 300x50 pixel
overlay image has a combined size in bytes a little
over 11.5 KB as black and white png files. If all the
processed sub-images were created and sent it would
increase to nearly 400 KB. If this process were scaled
up or used to substitute a traditional CAPTCHA im-
plementation, and all sub-images were processed on
the server side then sent to the client, the image size
would significantly increase bandwidth usage, space
and processing. Instead, sending over the large en-
crypted image and overlay results in a significantly
smaller usage of bandwidth and very little processing.
This makes the concept of using visual encryption
much more appealing when it comes to implementa-
tion on a large scale. It also makes the encrypted con-
tents a little more secure and forces CPU processing
to be performed on the client side, which will further
hinder automated systems.

3.3 Noise, artifacts, degradation of quality,
not a bad thing after all

Another benefit of visual decryption is the fact that
noise, as a result of encryption, is introduced into the
image. This occurs because the encryption process re-
quires random noise to be seeded into the original en-
crypted images so that neither image on it’s own can
be deciphered. Artifacts are not all bad in the case of
CAPTCHAs. Artifact pixels further distort charac-
ters and actually make pixel counting attacks on these
CAPTCHAS more difficult, as well as further distort-
ing characters randomly each time to make optical
character recognition software more difficult to use.
The degradation of the image’s quality may not be a
bad thing since the random nature of the noise makes
the decrypted image less predictable in it’s structure
and readability. Another positive aspect is that even
if the same CAPTCHA were re-encrypted, the result-
ing noise and distortion will be completely different
each time.

The wuse of visual encryption also makes the
CAPTCHA much more resistant to man in the middle
attacks where the CAPTCHA is stolen from a site and
fed to another user on a spammer’s site. These sites
dupe unwitting users into validating CAPTCHAs for
them. Since there is only one valid image among hun-
dreds of sub-images, it means that conventional man
in the middle attacks become more difficult to exe-
cute. The only way to continue to utilise man in the
middle attacks, would be for the spammer to copy
the interface and decryption implementation. This
in itself complicates things for a malicious user that
wishes to steal CAPTCHASs and use on their own sites
because there are a number of ways in which an image
can be visually encrypted. A spammer would have
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to copy the decryption process verbatim in order to
properly decrypt the encrypted images.

4 METHOD AND TESTING

Two forms of testing were conducted to measure the
usefulness of visual decryption for human users, and
automated computer systems. The goal of human
testing was to measure how easy, and how long a user
would take to solve an encrypted CAPTCHA. The
testing of automated computers was to get a general
impression of how much longer the same tests per-
formed by humans would delay an automated system.
A browser client as shown in figure 3 was made to en-
crypt a set of nine CAPTCHA images using visual
encryption methods outlined previously.

4.1 Visual decryption testing for human par-
ticipants

The testing comprised three sets of speeds, 10fps,
15fps and 20 fps, and three different size categories,
the heights of the size categories were, small (150px),
medium (250px) and large (350px). The small image
was 300x150 pixels and consisted of 100 sub-images
being generated. The medium image was 300x250
pixels and consisted of 200 sub-images. The large im-
age was 300x350px and subsequently generated 300
sub-images. The size of the CAPTCHA’s encrypted
image was 300x50 pixels and was not changed over
any of the size categories. The CAPTCHASs were em-
bedded at specific positions in each of the different
size categories. In each size category, the CAPTCHAs
were placed at positions of approximately one third
to three quarters of the distance down from the top
of the large encrypted image. In a real application
the position of the CAPTCHA would be determined
at random. FEach test had the CAPTCHA placed
in a slightly different position to avoid users predict-
ing the position of the CAPTCHA, and given enough
variance so that the user would not know where the
CAPTCHA would be found. For each size category,
the placement of the CAPTCHA was no more that
30 pixels distant from each other, this ensured that
measuring the effect of using different frame rates did
not noticeably distort comparisons between the time
taken to find the CAPTCHA. The testing involved vi-
sually decrypting nine CAPTCHAs, and data on each
test was collected.

The testing program, as shown in figure 3 mea-
sured the time it took from viewing the CAPTCHA,
to entering the result into the program. It also
recorded whether the CAPTCHA that was entered
by the user was correct and what the CAPTCHA
was if they entered it incorrectly. Already existing
CAPTCHASs were taken from the site Seedpeer.com.
CAPTCHASs that contained an 1,J,D,Q,G or C were
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avoided since image degration while using visual en-
cryption made the characters too ambiguous. The
CAPTCHA images also had 5 pixels removed from
the edges to improve the definition of the characters
when it was encrypted.

The interface was designed initially so that the
user could use the mouse, or up and down arrow
keys to find the CAPTCHA. After consideration, the
mouse was deactivated because it interfered too much
with the overlay interface and had the potential to
skew data that measured the overlay speed. This
helped consolidate the reliability of speed measure-
ments but subsequently put an emphasis on finding
the CAPTCHA the first time, since the participant
was no longer able to jump to different positions in
the large image.

All participants that volunteered to test the inter-
face were experienced computer users of various back-
grounds, and familiar with CAPTCHAs and their
purpose. Most were postgraduate, or undergrad-
uate students. While testing, the participant was
given time to familiarise themselves with the inter-
face and then asked to visually decrypt each of the
nine CAPTCHASs under varying speeds and size cate-
gories. The speed variation was linked directly to the
animation of the overlay as it moved over the larger
encrypted image. The participant’s main method of
detecting the CAPTCHA was through the use of the
automated overlay. Once a variation in the images
was found, the participant could stop the overlay and
use the arrow keys to get finer control over the over-
lay position. The participant was told that the test
was being timed, and was asked to try and finish the
tests quickly.

A low end ASUS eeePC was used to conduct
the testing. To ensure a fast enough environment,
the net-book had to be over-clocked and the testing
browser had to be given higher processing priority to
ensure the animated overlay ran smoothly. On an
Intel Q8400 PC with 3 gigabytes of RAM, the test-
ing program used, at most, 4-7% of total CPU cycles.
The overhead of decrypting the images on the fly is
relatively low and would not generally impede nor-
mal activities on a modern PC, though this would
not necessarily be the case for an automated system
that attempted to process many CAPTCHASs at once.

A total of 14 participants took part in testing the
visual encryption prototype. All participants’ results
were used as part of the final results, none were dis-
carded except where all nine tasks weren’t completed.
The exception being one participant’s timing for task
one was incorrectly recorded so only task one’s re-
sult was disregarded and the rest of task one’s aver-
ages were recalculated based on only 13 participants.
Mean and median values were calculated, the median
values are preferred since it is less affected by large
outliers in the data that was recorded.

4.2 Visual decryption testing for automated
systems

To test the speed in which a CAPTCHA can be bro-
ken, a CAPTCHA breaking tool called “CAPTCHA
Breaker” was downloaded from the Internet. The
software is licensed as GPL-3.0 and written by Abram
Hindle. Tt comes with the ability to break phpbb, Pi-
rate Bay, Seed Peer and Digg CAPTCHAs. Phpbb
CAPTCHASs were seen as the more convenient since
it was the easiest to break, the CAPTCHA breaking
was reasonably good, and could also be used to make
conservative comparisons between automated and hu-
man testing. Using CAPTCHASs that were easy and
quick to break meant that the results would be biased
towards the CAPTCHA breaking software and not in
favour of visual encryption. If visual encryption were

to have a significant impact on automated systems,
then the impact would be from a conservative view-
point.

Due to the nature of the testing program’s browser
implementation, the extraction of decrypted sub-
images is a tedious and time consuming task. Most
of the testing application, including encryption was
implemented in JavaScript and extensively used
JavaScript’s new canvas object to perform the fine
graphical implementations needed. As yet there is
no easy method of extracting decrypted images from
the browser unless specially customised code is writ-
ten to automate print screen requests, or embedded
JavaScript code is used. Coupled with this is the
variant nature of CAPTCHAs and how CAPTCHA
breaking software is usually tweaked according to the
CAPTCHA methods used. To work around these
time consuming issues, estimates were extrapolated
from time measurements of the CAPTCHA breaking
software successfully breaking CAPTCHAs. Linux’s
time command was used to measure how long a single
CAPTCHA took to break.

A CAPTCHA was cracked several times and the
processing time averaged. This was done on an Intel
Q8400 PC with 3 gigabytes of RAM, while running
Kubuntu 9.04 with minimal background processing
and normal priority given to the CAPTCHA break-
ing software. The program took on average 0.153
seconds to successfully break a 320x50 pixel phpbb
CAPTCHA. The CAPTCHA is shown in figure 2a.
The image was taken from Google’s image indexing
search results and was not tampered with. The orig-
inal phpbb image is 320x50 pixels, whereas the visu-
ally decrypted Seed Peer image shown in figure 2c is
300x50 pixels. At this time the visually decrypted im-
age’s CAPTCHA breaking time couldn’t be measured
because the software had not been tweaked to accom-
modate a visually decrypted CAPTCHA. Therefore
it was decided the next best measure would be to use
the original phpbb image’s average processing time
as a benchmark since it was similar in size and also
visually similar.

It is likely that malicious users will at some stage
develop techniques to break a visually decrypted
CAPTCHA. As such, estimates have been made to
determine the processing time needed to process sub-
images from the beginning of the large image (top), to
the CAPTCHA locations that were used for testing
with participants. The CAPTCHA position’s approx-
imate location was determined in the small, medium
and large images used in tests with participants. This
average determined the number of sub-images that
needed to be decrypted and processed before the cor-
rect image could be found. Estimates were made
of automated systems processing all images with the
assumption that all sub-images had to be processed
first before the system could decide which image was
the decrypted CAPTCHA. Estimates were also made
assuming that the automated system could detect
the correct image immediately without having to de-
crypt and process all images, just like a human would.
These assumptions and measurements allow a direct
comparison with the results gathered from tests with
human users.

5 ANALYSIS OF RESULTS

The initial implementation used during testing shows
the practicality of the visually encrypted CAPTCHA.
It demonstrates that the implementation using exist-
ing programming languages and hardware is viable.
The implementation’s search space was restricted to
one axis, in this case the y axis, in order to help facil-
itate usability. This has the downside of also giving
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an automated system cues that also limit the search
space. On a 300 pixel by 350 pixel search space with
a 300 by 50 pixel overlay, it means that a maximum
of 300 sub-images must be individually processed in
order to find the properly deciphered image. The in-
crease in the number of images that must be pro-
cessed, and the increase in time associated with it is
a large improvement over existing CAPTCHA imple-
mentations. This can be made harder for comput-
ers in a number of ways by making the search space
larger, encoding conventional CAPTCHA questions
into the search space, or even seeding the encrypted
large image with false positives in order to throw off
automated systems. Another alternative is to span
the search space over more axes in order to make the
search space larger, but this also makes it more diffi-
cult for the human decrypter too. To take advantage
of more than one axis, better methods need to be
found to help humans disregard a large section of the
search space, while making the computer still analyse
the whole search space to find the answer.

Img Height /Speed 10fps 15fps 20fps
150px (100 sub-images)

Correct Detection 100% 100%  100%
Mean Time 26.2s 21.1 17.4s
Median Time 24.3s 18.8s 15.9s
250px (200 sub-images)

Correct Detection 92.8% 100% 100%
Mean Time 25.7s  20.2s  19.1s
Median Time 23.8s 19.3s 17.4s
350px (300 sub-images)

Correct Detection 100% 100%  100%
Mean Time 34.0s 29.3s 27.4s
Median Time 33.5s  27.4s  27.0s

Table 1: Results of testing with 14 partic-
ipants. Testing was conducted using small
(150px), medium (250px), and large (350px)
images at speeds of 10, 15, and 20fps. Times
show the mean and median time taken to find
and enter the CAPTCHA.

Total Sub-imgs Time Test Imgs Time
100 15.3s  81/100 12.3s
200 30.6s  123/200 18.8s
300 45.9s  266/300 40.6s

Table 2: Estimates of processing 100, 200,
and 300 320x50 pixel images using CAPTCHA
breaking software. Test Imgs shows estimated
processing if CAPTCHA were found in same
approximate location as participants experi-
enced during testing.

A comparison can be made between the aver-
age time taken by humans to decrypt and enter the
CAPTCHA code, and an automated system that
would need to run the CAPTCHA breaking software
on all sub-images in the search space in order to find
the image that yields the CAPTCHA. Table 2 shows
that compared to humans in table 1, an automated
system actually takes as long, or longer than a hu-
man to process 200 or 300 sub-images. It is highly
likely that these processing times will be higher since
the actual visually decrypted image couldn’t be used
to measure processing time due the the processing
software not being able to handle the visually de-
crypted CAPTCHA. The estimates also don’t take
into account the overhead of extracting every decoded
sub-image from the large encrypted image before the
CAPTCHA breaking software processes the image.
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The first two columns in table 2 make the assump-
tion that every sub-image will be processed by the
CAPTCHA breaking software, though it is likely that
an automated system would be tweaked to make con-
servative estimates about which sub-image is the right
sub-image, (for example based on the number of char-
acters detected) rather than process the entire set of
sub-images.

The mean and median values in table 1 show that
participants’ time taken on each task were fairly con-
sistent. The medians, which are more representative
of the typical time taken for each task show that users
solved the CAPTCHAs much faster as the overlay
speed increased. Table 2 shows that when 100 im-
ages are being processed, compared to a human, the
processing is faster on an automated system, but as
the number of images increase, the human partici-
pants actually become the better performers. This
is possibly due to the fact that a participant’s tim-
ing of the task also took into consideration the time
taken to type into the testing program the decrypted
code. This minimum amount of time does not in-
crease as more sub-images are needing to be pro-
cessed. This highlights the fact that humans can dis-
regard images faster than the automated system. A
CAPTCHA broken in 0.153 seconds means the au-
tomated system could break 6.5 CAPTCHASs every
second, whereas the number of images disregarded by
participants were 10, 15, and 20 images per second.
The correct detection row of each category in table 1
shows that nearly every CAPTCHA the participants
entered was correct. Even at 20 frames per second,
the participants could easily discriminate between a
CAPTCHA and non-CAPTCHA.

After the participant had noticed a difference in
image brightness, the overlay would be stopped. This
almost always required the user to reverse the move-
ment of the overlay using the arrow keys. In most
cases the participant only needed to move the over-
lay back 5-8 pixels to re-find the properly decrypted
image. Is was observed during testing that partici-
pants found it was no trouble to find and read the
decrypted images, even with distractions, or while
talking. Though some commented that they would
sometimes second guess themselves if the decrypted
image did not appear after a long period of time. This
sometimes happened when the image was positioned
near the bottom of the 300x350 pixel large image,
though this did not seem to impede their concentra-
tion.

5.1 Putting automated systems on the back
foot

The results in table 1 and 2 lead to two informed
conclusions, the first is that automated systems will
be significantly impeded, from a processing and sub-
sequently a time perspective. The impedance is
not trivial, any slowing down of automated attacks
through the use of visual decryption can have a sig-
nificant effect on the amount of free resources auto-
mated systems get access to. If a single CAPTCHA’s
time to be cracked can be increased from 0.153 of a
second to 15 or even 45 seconds as shown in table 2,
this will slow down an automated system’s efforts sig-
nificantly. Since humans can easily filter through 20
images per second with no trouble, this means larger
numbers of subimages will not necessarily impede hu-
mans as much as automated systems that can only
process only 6.5 images on a fairly fast system.

This brings us to the second conclusion. The
above impeding of automated systems is useless un-
less humans users can still get access via the visu-
ally decrypted CAPTCHA implementation. Table 1
shows that even when users are presented with the
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same challenges as the CAPTCHA breaking software,
the participants can on average detect the hidden
CAPTCHA very quickly. Even as the speed of the an-
imated overlay and number of sub-images increases,
the participants actually find the CAPTCHA with
very little chance of error. As the overlay speed in-
creased, the participants were still able to correctly
identify the decrypted CAPTCHA image, and be-
cause of the speed increase, in a shorter time. This is
a strong indicator that most people’s visual facilities
will be able to spot a quick variation between a valid
or invalid image while the overlay moves at 20fps, or
perhaps even higher.

This process isn’t without its drawbacks. The time
taken to find and visually decrypt the CAPTCHA
takes longer than conventional CAPTCHA imple-
mentations. It is hoped however that the interface
could be further optimised to improve speed. As ta-
ble 1 suggests, the percent of CAPTCHAs found at
20fps indicates that participants had no trouble find-
ing the CAPTCHA while the overlay moved at 20fps.
There is reason to believe therefore, that participants
could have still found the CAPTCHA at a higher fps,
hence reducing the time further.

5.2 Increasing the search space

The current implementation is a simple prototype
and shows that users can use visually decrypted
CAPTCHAs with little effort. It also shows that au-
tomated systems could be significantly slowed down
due to the generation of extra sub-images that must
be processed in order to find the original CAPTCHA
image. To further capitalise on this, the number of
sub-images can, in a number of ways, be increased
substantially. In the prototype shown in this paper,
the overlay is restricted to the y axis, but it is quite
conceivable that the overlay could traverse along the
X, y, and perhaps even the z axis. This is a double
edged sword though, because even though the num-
ber of sub-images are now squared, the user will still
have to search the entire search space to find the im-
age. For example, if a 300 pixel by 300 pixel image
that normally had 250 sub-images could be traversed
on the x and y axis with a 50 pixel by 50 pixel over-
lay, the number of 50x50 sub-images would be 90,000.
Restricting the number of axes searched along to only
the y axis would only produce 300 sub-images consist-
ing of 300x50 pixel overlays, so being able to exploit
more than one axis while still making it easy for hu-
man users to use would be very desirable.

The key to making traversal along more than one
axis viable is to limit the search space for a user,
while still keeping the search space as large as possible
for automated systems. Seeding the large encrypted
image with false positives and embedding into the
large image directions that humans can easily inter-
pret could be ways in which the human operator can
be guided, while still confounding the computer sys-
tem. Cues could take the form of arrows, embedded
textual, or verbal directions to guide the user along
the x,y search space to the location of the encrypted
CAPTCHA.

6 CONCLUSION

CAPTCHASs are becoming more of a hindrance than
a help to users, yet they are the only way to stop the
abuse of free resources on the Internet. CAPTCHAs
are generally easy to break these days but there is
no useful alternative to prevent automated systems
from accessing free resources. This paper has in-
troduced the concept of visual encryption as an ex-
tra layer of complication that can encrypt existing

CAPTCHAs. Visual encryption can impede conven-
tional CAPTCHA breakers by hiding the real image
inside a larger one which can be reliably found by
humans yet also be hard to find for automated sys-
tems. Tests of this approach have found that humans
can easily find and decode the image with near 100%
accuracy. Human participants found and entered the
CAPTCHA in 16-33 seconds, depending on the size of
the image being searched and the speed at which the
overlay moves to decrypt images for the user. Esti-
mates of automated systems find that given the same
position of the CAPTCHA that was used to test hu-
man participants, automated processing would take
as long or longer than humans to decode and pro-
cess. For images consisting of 100 sub-images the
automated system performed better but as the num-
ber of images increased to 200 and 300, the auto-
mated system’s processing time estimates took longer
than a human doing the same tests on average. This
demonstrates that visual encryption does not signifi-
cantly impede human users and can significantly slow
down conventional CAPTCHA breakers, even when
the CAPTCHA is successfully found.

7 FUTURE WORK

The kinds of visual encryption implementations that
can be used to make CAPTCHASs more secure has
only really scratched the surface. The implementa-
tions of visual encryption and visual decryption could
take many different forms and visual encryption is not
just restricted to black and white implementations.
Grey scale, as well as color visual encryption could be
used. The testing conducted has still not not found
a ceiling for reliable detection of image variations as
the animated overlay moves. The fastest at 20fps still
resulted in the fastest detection times, to find out
just how fast the overlay can move without partici-
pants missing the image would be useful to know. At
this point we may be under utilising brain cycles that
could instead be used for faster image detection.

There are also approaches that could be tried to
reduce the search space for humans while expanding
the search space for automated systems. This proba-
bly holds the most promise as far as impeding auto-
mated systems while at the same time making it more
difficult for malicious users to program around. The
introduction of false positives, expanding the search
space along more than one axis, using human under-
standable cues, encrypting the CAPTCHA question
into the large encrypted image itself, or perhaps even
leveraging the latent visual encryption abilities to en-
crypt images in a variety of ways could be of great
benefit.
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Abstract

Understanding the complex dynamic and uncertain
characteristics of organisational employees who per-
form authorised or unauthorised information security
activities is deemed to be a very important and chal-
lenging task. This paper presents a conceptual frame-
work for classifying and organising the characteristics
of organisational subjects involved in these informa-
tion security practices. Our framework expands the
traditional Human Behaviour and the Social Environ-
ment perspectives used in social work by identifying
how knowledge, skills and individual preferences work
to influence individual and group practices with re-
spect to information security management. The clas-
sification of concepts and characteristics in the frame-
work arises from a review of recent literature and is
underpinned by theoretical models that explain these
concepts and characteristics. Further, based upon
an exploratory study of three case organisations in
Saudi Arabia involving extensive interviews with se-
nior managers, department managers, IT managers,
information security officers, and IT staff; this arti-
cle describes observed information security practices
and identifies several factors which appear to be par-
ticularly important in influencing information secu-
rity behaviour. These factors include values asso-
ciated with national and organisational culture and
how they manifest in practice, and activities related
to information security management.

Keywords: information security management, con-
ceptual framework, information security culture, in-
formation security behaviour and compliance.

1 Introduction

Studies have shown that non-technical issues are at
least as important as technical issues in safeguard-
ing an organisation’s sensitive information (Dhillon
and Torkzadeh, 2006; Siponen and Oinas-Kukkonen,
2007). The importance of non-technical issues re-
lated to security management, however, has been de-
emphasised in many studies by virtue of their quan-
titative nature (Siponen and Oinas-Kukkonen, 2007).

Copyright (©2010, Australian Computer Society, Inc. This pa-
per appeared at the Australasian Information Security Confer-
ence (AISC), Brisbane, Australia. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 105, Colin
Boyd and Willy Susilo , Ed. Reproduction for academic, not-
for profit purposes permitted provided this text is included.

As aresult, little attention has been paid to the role of
human factors (e.g. individual choice and behaviour)
or to organisational factors such as national and or-
ganisational culture, environment, and levels of in-
formation security awareness, and how these factors
relate to attitudes about information security and its
management. However, studies have shown that these
factors are crucial to successfully of safeguarding or-
ganisational information assets and that user input
is imperative in addressing information security man-
agerrﬁent strategies or issues (Vroom and von Solms,
2004).

There is general consensus that the purpose of infor-
mation systems security is to ensure business conti-
nuity and minimise damage by preventing and /or
minimising the business impact of security incidents.
Dhillon et al. (2007) argue that “computer crime com-
mitted by internal employees is essentially a rational
act” that may result from internal or external factors
(e.g personal factors, work situation and available op-
portunities). These authors assert that behavioural
security holds the key to successful information sys-
tem security management (Dhillon et al., 2007).

Information security compromised by organisational
insiders (employees and other stakeholders who have
physical and/or logical access to organisational as-
sets) can pose an enormous threat to an organisation’s
information systems. The risk posed to data by in-
siders needs to be closely monitored and managed.
This risk can takes two forms. The first form of risk
is that posed by malicious insiders who deliberately
leak sensitive data for personal financial gain or other
criminal purposes. The second form of risk is from in-
siders who unintentionally exposure data. Both these
forms can result from carelessness or attempts to work
around security measures. Information security man-
agement theorists assert that the behaviour of users
needs to be directed and monitored to ensure com-
pliance with security requirements (Vroom and von
Solms, 2004; Dhillon et al., 2007; von Solms and von
Solms, 2004). This view suggests that the success of
an information security program depends on users’
behaviour related to information security. Therefore,
we contend that a better understanding of the char-
acteristics of users’ information security behaviours,
will assist in assessing, improving and auditing indi-
vidual information security behaviours, particularly
in dynamic security environments.

Fishbein and Ajzen (1975) present the theory of rea-
soned action (TRA). TRA seeks to explain that an
individual’s behaviour or action is determined by his
or her intention to perform such behaviour. Thus,
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TRA considers that behaviour is determined by in-
tention - which is in turn influenced by the individ-
ual’s attitude towards performing that behaviour, and
subjective norms (social pressures to perform the be-
haviour). The theory of reasoned action and its exten-
sion the Theory of Planned Behaviour (TPB) (Ajzen,
1985) have been applied in several studies relating
to information security issues. More specifically, in
risk perception, and security-related behaviour, both
theories suggest that “ease of use” is an important
factor affecting human behaviours. Siponen (2000)
finds that the issues associated with “ease of use” of
security solutions (e.g. techniques and adherence to
procedures) has not been well addressed in the se-
curity literature. He suggests that a qualitative re-
search approach would be appropriate to investigate
this topic.

Earlier research has suggested several factors are cru-
cial to information security policy adherence and user
awareness. For example, Straub et al. (1993) applied
the deterrence argument that information security ac-
tions will deter users from committing unauthorised
acts. The deterrence argument has also been applied
to improving the quality of information security poli-
cies (von Solms and von Solms, 2004), promoting se-
curity awareness (Straub and Nance, 1990), develop-
ing structures of responsibility (Dhillon et al., 2007)
and protecting assets by motivation (Workman et al.,
2008). Each of these studies provides important in-
sights into specific issues relating to users adherence
with security policies. To some extent, these stud-
ies all draw on the theory of reasoned action (TRA)
and the theory of planned behaviour (TPB) (Fishbein
and Ajzen, 1975; Ajzen, 1985), to understand and test
constructs related to individuals’ information security
behaviours.

However, most of these studies, have paid little at-
tention to the influence of national and /or organi-
sational culture on employees attitudes, beliefs, and
behaviours, or to the interactions between the indi-
viduals and their context. These interactions, may
also contribute to an individual’s beliefs and values
about information security and its management.

2 The Analytic Framework

While there are some normative models for informa-
tion security behaviour which are reported to work for
one or two firms, there is little in the way of general
guidance. The research reported here thus represents
a preliminary attempt to identify a descriptive mea-
sure of information security related behaviours that
are applicable for different types of organisations.

Classification theory suggests that classifying per-
ceptions is crucial to human survival and adapta-
tion, and attempts to explain the nature of concepts
categories/ classes) and why humans classify things
Smith and Medin, 1981; Parsons, 1996). Stanton
et al. (2005) suggest that it is important to have a
systematic view of end users security behaviour to fa-
cilitate accurate auditing and assessment of this be-
haviour. Therefore a classification that emphasises
the characteristics of the organisational subjects who
may perform authorised or unauthorised actions is
proposed as helpful to understanding individual in-
formation security behaviour. Such a classification
may serve two purposes for an organisation. Firstly,
categorising a phenomenon makes systematic studies
possible, and secondly, classification may assist organ-
isations prioritise their information security efforts.

48

The term “knowing-doing gap” refers to people who
have knowledge but do not take action or behaviour
consistent with that knowledge (Pfeffer and Sutton,
2000). Workman et al. (2008) used this concept
to investigate people’s security behaviour referring
to “people who have been trained but then do not
use their new knowledge or skills as management ex-
pects”. Following this analogy, we propose other pos-
sible patterns of an individual’s behaviour with re-
spect to information security practices. We choose
to call these patterns modes (where mode means a
“manner or way of acting, doing, or being; method or
form”) (Webster’s New World Dictionary).

Based on an individual’s acknowledgment of the se-
curity rules and possession of the essential skills for
performing certain actions, we identify four modes to
categorise individual security behaviours: Knowing-
Doing mode, Knowing-Not doing mode, Not knowing-
Doing mode and Not knowing-Not doing mode. Table
1 summarises the four modes. Figure 1 depicts these
modes and their inter-relationships. The arrow lines
connecting each mode represent the dynamic move-
ment of each mode, which draws influences from indi-
vidual’s skills, knowledge and values based on change
across the internal and external environment. Each
mode is defined, theoretically justified and supported
with relevant example/s as follows.

Practices

Mode(2) <€—> Mode(1)
Knowledge
Skills

Mode(3) ~€—>» Mode(4)

>( Outcomes

Figure 1: Information Security Behaviour Modes

Mode(1): Not Knowing-Not Doing In this
mode, which falls into the upper right corner of the
model of information security behaviour modes, the
subject does Not Know the organisation’s require-
ments for information security of behaviour and does
not have security knowledge. As a result, they are Not
Doing the right behaviour (violation of the security
rules for behaviour - and security is compromised).

An example is a user who is not aware of the existence
of organisational information security policies; he/she
cannot be expected to follow them. Regardless of the
presence of the necessary resources and the motiva-
tion to succeed, he/she can still fail to comply be-
cause they lack the knowledge of requirements/rules.
An employee who has just joined the organisation or
a manger who just been promoted to a new position
may belong to this mode. This mode is a type of cog-
nitive failure. Cognitive failures include issues such
as: misunderstanding the security policy, missing an
update of the policy, and poor decision-making.

Mode(2): Not Knowing-Doing: This second
mode falls into the upper left corner of the model.
The subject does Not Know the information security
requirements/rules of behaviour and does not have se-
curity knowledge but is nevertheless Doing the right
security behaviour (following the rules - security is
not compromised).
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Table 1: Information Security Behaviour Modes

Modes of individuals’ behaviour

Description

Example of related information se-
curity behaviour

Mode(1):

Mode(2):

Mode(3):

Mode(4):

Not Knowing-Not Doing

Not Knowing-Doing

Knowing-Not Doing

Knowing-Doing

In this mode the subject does Not Know
the organisation’s requirements for infor-
mation security of behaviour and does
not have security knowledge. As a re-
sult, they are Not Doing the right be-
haviour (violation of the security rules
for behaviour - and security is compro-
mised).

The subject does Not Know the in-
formation security requirements/rules of
behaviour and does not have security
knowledge but is nevertheless Doing the
right security behaviour (following the
rules - security is not compromised).

The the subject Knows the rules of be-
haviour and has the required knowledge
and skills, but is Not Doing the right
behaviour (violation of the rules of be-
haviour - security is compromised).

In this mode the subject Knows the
rules of behaviour and has the knowl-
edge/skills and they are Doing the right
behaviour (following the rules - security
is not compromised).

-Information security policy is not in
place or is not properly communicated to
the user:

-sharing passwords

-downloading internet software

-visiting harm web contents.

-Although there is no means provided to
the users but they are voluntarily:
-reporting valuations.

-sharing related information and knowl-
edge

-Even though there was a policy at place
and well communicated, users intention-
ally violating the related rules.

-users using shortcuts to accomplish risky
task.

-users ignoring related procedures and
rules.

-Information security at place and well
communicated and users are abiding by
the rules.

A subject who is not aware of organisation infor-
mation security policies, but asks supervisors or co-
workers before taking certain actions, is an exam-
ple of this mode. Some people may exercise more
caution than others when they are uncertain how to
act. This prudent behaviour demonstrates the con-
ventional economic concept of being risk averse. The
concept of risk being averse suggests that, when fac-
ing choices with the same outcomes, subjects tend
to choose the less-risky one (Friedman and Savage,
1948). To some extent, this mode is also traceable
to the self-regulatory model, which identifies rule-
following as ”originating within an individual’s intrin-
sic disire to follow organisational rules” (Tyler et al.,
2007).

Mode(3): Knowing-Not Doing: In this third
mode, which takes the lower left corner of the model,
the subject Knows the rules of behaviour and has the
required knowledge and skills, but is Not Doing the
right behaviour (violation of the rules of behaviour -
security is compromised).

Given their knowledge, skills and sometimes author-
ity over others, it seems reasonable to expect that
employees will comply with the requirements/rules.
However, this is sometimes not the case. An exam-
ple of this mode is a person who has been trained
but then does not use his new knowledge or skills
as management expects (Workman et al., 2008) or a
top manager or IT staff member who takes advan-
tage of his position to compromise the rules (Dhillon,
2001). This mode suggests that while knowledge and
skills are a key contributor to users behavioural out-
put they are not the only ones. Theories of cognitive
psychology explain why people may irrationally be-
have. One explanation is that a person’s set of beliefs,
or culture, may influence their actions. This suggests
that if a person has a tendency to perform an autho-
rised act and this tendency needs to be influenced, one
has to focus on changing their primary belief system

(Dhillon, 2001). In this regard, Dhillon suggests that
exposing employees to information about the conse-
quences of their action may produce a change in their
behaviour.

Mode(4): Knowing- Doing: In this mode, which
takes the lower right corner of the model, the sub-
ject Knows the rules of behaviour and has the knowl-
edge/skills and they are Doing the right behaviour
(following the rules - security is not compromised).

This mode is based on the assumption that employ-
ees are rational actors who will comply with require-
ments because they have the necessary knowledge and
skills. This mode is based on the view that people fol-
low rules as a function of cost-benefit analyses (Stout
et al., 2001). As in the case of mode 2, mode 4 is also
linked to the self-regulatory model.

While mode 4 appears to be the “perfect mode” for
management to target, there are at least two reasons
why it is risky to rely on this mode alone. The first
reason is that the information system security disci-
pline is rapidly evolving as is the threat environment,
and the required level of knowledge and skills. Yet,
Mode 4 assumes that actors are able to keep their
knowledge and skills current. This has always been a
major challenging and costly task. The second reason
is that it is not enough to secure the system by rely-
ing on those subjects who have the knowledge/skills
and are Doing the right behaviours. Mode 4 requires
the same level of planning, monitoring and managing
as the previous modes. Furthermore an employee’s
behaviour may change from one mode to another, de-
pending on their organisational role, the state of tech-
nology development, and the status and availability
of security training.
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3 Method

This article presents the findings from three ex-
ploratory case studies conducted in organisations in
Saudi Arabia. Three methods were used to col-
lect qualitative case data: semi-structured interviews,
field notes and document analysis. For the purposes
of this study, efforts were made to select diverse case
organisations to allow for different of business, or-
ganisational size and approaches to information sys-
tems security management. The organisations se-
lected for the study are Case A - a private organi-
sation in the over 5000 employees category, Case B -
represent participants from public organisations and
Case C - a non-profit organisation which employs ap-
proximately 3,600 people, organisations in Saudi Ara-
bia. The research was conducted in three phases over
three years (January 2007-December 2009). This pa-
per presents the preliminary result of this study. The
first phase involved gathering data on the case organi-
sations information security management approaches
and practices to establish a baseline for later research.
The sources of data for the interviews were senior
managers, information security managers, functional
managers, I'T specialists, and IT users in each of the
case study organisations.

In total, 13 interviews were conducted in case A, 16
in case B and 11 in case C with a further 7 interviews
being carried out with Saudi PhD students who hold
a related IT position in their work. Each interview
lasted on average one and a half hours. The interview
data was supplemented by a range of documentary ev-
idence. This evidence was acquired from sources such
as field notes, annual reports, organisational charts,
official policy statements, and corporate Web sites.

4 Analysis and Findings

In all three cases, participants were asked to identify
three main causes of security incidents as well as the
obstacles to achieving improved information security
compliance in their organisation. The interview data
from the three cases revealed that behavioural issues
associated with users’ security compliance behaviour
were the most common concern. These issues include
password sharing, using shortcuts, downloading in-
ternet software, surfing potentially harmful content,
ignoring relevant procedures, not sharing information
and knowledge relevant to information security prac-
tices, not reporting security violations, and not en-
forcing security-related rules.

The first main cause of security incident was cited as
users’ errors and non-compliance. One IT manager
pointed out that user error was the main cause of
many of the information security incidents.

“all of the analyses we conducted on the
various aspects of security incidents have
identified careless and wviolation of policy
rules as the main causes of accidents.”

The second cause identified in all three cases may
arise from first and was identified as attacks from
viruses and malicious software. In Cases A and C,
the third factor identified was hardware failure, while
in Case B the third factor was system administrator
errors and non-compliance. This variation may re-
flect that both Cases A and C had issues relating to

50

budget constraints. In other words, these case organ-
isations cannot afford to implement effective security
mechanisms and procedures to protect themselves or
they have other more important budgetary priorities.
Another possible explanation is that both Cases were
lacking information security staff or their current staff
did not have the required level of skills. Whereas in
Case B the issue seems to be more related to IT staff
not following the right procedures and using shortcuts
rather than lacking the required skills.

In terms of the obstacles to achieving improved secu-
rity compliance, the cross-case analysis presented in
Table 2 indicates that the participants in Case B and
C saw the lack of clear direction in security procedures
and roles as the major obstacle. In Case A, the lack
of awareness and training programs was identified as
the first obstacle, while the lack of clear direction in
security procedures and roles came as a second. This
is followed by the lack of motivation programs as the
third obstacle in all three cases.

The variation between the cases appears to indicate
existence and implementation of an organisation-wide
information security policy in Case A. Whereas in
both cases B and C information security procedures
and rules were embedded in other organisational po-
lices. Nevertheless, in Case A, participants identified
“lack of awareness” as the second obstacle which in-
dicates that that communicating the information se-
curity policy to the users is an issue of concern of
Case A. Table 2 shows the main causes of security in-
cidents and obstacles to achieving improved security
compliance in the three cases.

Table 2: The main causes of security incidents and
obstacles to achieving improved security compliance
in the three cases

The main causes of secu- The obstacles to achiev-
rity incidents ing improved security
compliance

Case A 1)The users’ errors and 1)Lack of awareness and
non-compliance. training programs.
2)Viruses and malicious 2)Lack of clear direc-
software. tion in security proce-
3)The hardware failure. dures and roles.

3)The lack of motivation
programs.

Case B 1)The users’ errors and 1)Lack of clear direc-
non-compliance. tion in security proce-
2)Viruses and malicious dures and roles.
software. 2)Lack of awareness and
3)The system adminis- training programs.
trator’s errors or non- 3)The lack of motivation
compliance. programs.

Case C  1)The users’ errors and 1)Lack of clear direc-

non-compliance.
2)Viruses and malicious
software.

3)The hardware failure.

tion in security proce-
dures and roles.

2)Lack of awareness and
training programs.
3)The lack of motivation
programs.

In order to build in-depth inferences from the case
studies, further data analysis was conducted to visu-
alise and identify patterns and relationships between
individuals’ information security related behaviours.
The aim was to determine whether or not the con-
ceptual model (illustrated in figure 1) and four modes
comprehensively describe individuals’ information se-
curity behaviours that occur in the course of conduct-
ing their daily work.

The results presented in Table 3 seem to suggest
the plausibility of the four modes, for Cases A, B,
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and C. While there were similarities in terms of all
four modes of information security behaviour being
present in the three cases, variations were found in
the behaviours related to each of the modes. Based
on our findings from three case studies we placed each
case on a grid chart (see Figure 2), as red, green and
blue circles representing Case A, Case B and Case
C respectively. The case study findings are reported
below through an exploration of the framework’s four
modes as follows.

Case A

Knowing Not Knowing

Not Doing

Figure 2: Information Security Behaviour Modes at
the three cases

Mode(1):Not Knowing-Not Doing mode:

In Cases B and C, individuals were not aware of their
organisations’ information security policies; hence,
they could not be expected to act to follow them. As
noted earlier, regardless of having the necessary re-
sources and the motivation to do so, if an individual
lacks knowledge of the requirements or rules he/she
may not exhibit appropriate information security be-
haviours. This is a type of of cognitive failure that
also includes issues such as misunderstanding the se-
curity policy or missing an update of the policy. In
Cases B and C there was no evidence to show that
unified and / or clearly articulated information secu-
rity policies had been communicated to users. The
lack of understanding about policy appeared to be
the main contributor to most of the non-compliance
issues reported by Case B and C.

For instance, respondents from both Cases B and C
raised the importance of organisational policies to the
development of information security ( e.g. policy that
seeks to standardize managerial procedure). It also
appeared that the lack of clarity about what kind of
procedures needed to be followed and enforced con-
tributed to the lack of information security compli-
ance in Case Organisation C.

One IT staff member explained:

“mostly individuals are taken for granted
to do the right thing [following information
security rules and procedures] but, unfortu-
nately, individuals in most cases doing the
wrong things”

Managers from different departments also supported
IT staff views that the absence of clear information

security procedures and directions had contributed
considerably to information security system incidents.
All the interviewees in Case C, indicated that they
were not familiar with the information security pol-
icy, although the IT manager made the following ob-
servation:

“It [the information security related pro-
cedures] has provided us with some guidance
in different cases,initially. Now whether all
departments would have followed and en-
forced them is another question”

Mode(2): Not Knowing-Doing mode:

The data collected from the case the interviews
showed that most of the participants in three Cases
were risk averse which although they do not know
predisposes them to act conservatively. This aver-
sion was mainly attributed to the belief that taking
risks could affect their organisation’s information as-
sets. In Case A, and to a some extent, in Case B, a
combination of self-consciousness as a member of the
organisation and a willingness to abide by the organ-
isation’s rules indicated two aspects of both Case’s
organisational cultures. The first aspect was a sen-
sitivity to losing information, knowing that they will
be questioned about. The other was the hope for a
reward, through the KPIs systems, as well as group
bonus schemes, which were linked to organisational
performance in the case of case A.

In a similar vein, all participants pointed out that
cultural values can influence employees’ information
security related behaviours. For example one partic-
ipant noted:

“certain cultural values could make peo-
ple do the right thing but other values may
not”

One can infer from the last part of this statement that
certain individual cultural values may have a posi-
tive or negative influence on employees’ security be-
haviour. Most of the case data appears to support
this claim, for instance respondents indicated that
there is a cultural influence on individuals’ security-
related behaviour which poses challenges, although
managers may overcome these challenges by extended
exposure to managerial activities such as training
and/or awareness. However, some respondents did
not see all personal cultural values as having a nega-
tive influence, especially in the context of individual
security related behaviour. One manager summarised
his thoughts:

“There are different components of the
personal culture. Some of these values are
good in promoting good behaviour”

He went on to illustrate his point using an example
showing that some cultural values are useful in posi-
tively influencing individual security behaviour:

1

m some cases religion values dictate
where one is going. These religion values
may hold one from visiting prohibited sites
which usually have some viruses or spywares
that could cause security related problems.”
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Table 3: Modes of individuals’ behaviour of information security culture in the three Cases

Modes Case A

Case B

Case C

Some IT staff were not shar-
ing related information and
knowledge because they were
not aware of the right mech-
anism.

Mode(1)Not knowing-Not doing

Mode(2) Not knowing-Doing Voluntary sharing culture of
information and knowledge
related to information secu-

rity between IT staffs.

Mode(3)Knowing-Not doing Although users aware of
the information security
procedures, some  users
intentionally conducting a

non-compliance behaviours,

example, using shortcuts,
downloading internet soft-
ware.

Mode(4)Knowing-Doing
fit in this mode.

Most of employees were not
aware of the information se-
curity policy and there was
no clear instructions pro-
vided for them by IT depart-
ment.

As in public organisation,
employees rely on the man-
agers to solve work issues,
most of non-compliance
behaviour were prevented.
Some national culture val-
ues prevented users from
visiting illegal web contents
and sharing between tech-
nical staffs takes informal
approach.

Employees were ignoring re-
lated procedures by down-
loading internet software,
and some employees may
have a tendency to not re-
port colleagues’ violations
for the sake of saving the
group’s image.

Most of the employees were
not aware of the information
security policy and there was
no clear instructions pro-
vided for them by IT de-
partment. Individuals’ non-
compliance behaviour was
seen as a result of the lack
of existence and clarity of re-
lated rules and consequences
of taking information secu-
rity risks.

Sharing information and
knowledge between tech-
nical staffs takes informal
approach and some cul-
ture values dictated users
actions.

Users were using shortcuts,
downloading internet soft-
ware, and some function
managers may have a ten-
dency to not enforce the
rules to discipline their sub-
ordinates for a sympathy or
protection concerns.

The level of information security culture indicted that majority of members in all cases

This data indicates that some cultural values may
impact on an individuals security-related behaviour
and ultimately influence information security culture
in a positive way.

This last point can be further examined by under-
standing aspects of the relationship between man-
agers and employees. As is common for national
cultures that score high on Hofstede’s (1984) Power
Distance dimension such as Saudi Arabia, executives
and managers at upper-levels are sought out for ad-
vice and guidance (Hofstede, 1984). In a high Power
Distance culture, employees usually rely on managers
to solve work issues, because managers often attain
the role of problem-solver. The impact of the Power
Distance dimension is reflected in some of the infor-
mation security managers’ comments:

“ When they [employees] face problem
they come to me and I do my best..”

“We direct them [employees].”

In these cultures IT staff report issues to the IT Man-
ager, who provides guidance and directives, which are
then actioned by the IT department staff. As one IT
staff member commented:

“We follow the organisation’s procedures
by getting the decision from high manage-
ment.”

These comments suggest that people may lack the
experience to resolve problems since managers deal
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with issues in the absence of explicit procedures. Un-
der these conditions, undesirable employee informa-
tion security behaviour and actions may be minimised
as most activities have to be approved by immediate
managers or work supervisors.

Although negatively affected by the lack of sharing
and motivation mechanisms, some employees have
adopted informal means for sharing information and
knowledge related to information security systems.
Members of Case A, for example, meet after work
and the conversation usually turns to something that
happened during their work hours. Whenever the
group are together they discuss issues and problems
encounter in their daily work. As one participant ex-
plained:

7 Yes, we discuss some [ISM]issues in our
lunch brakes or at the informal meetings.
It is a good opportunity to ask for opinions
or share some experience with colleagues....
Not only with IT people but with others as
well, such as HR people..”

Mode(3):Knowing-Not Doing mode:

The data revealed that there was careless risk tak-
ing by individuals who used shortcuts, downloaded
internet software, and surfed harmful internet con-
tent. These practices, as noted, varied between the
three cases. In Cases B and C these behaviours can
be mostly attributed, to the lack of and poor clar-
ity about the rules and consequences of taking in-
formation security risks. Whereas in Case A, the
data indicated intentional incidents relating to non-
compliant behaviour. For example, Case A’s Intranet
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sites are updated regularly with security information,
and employees are encouraged to access these sites
on a regular basis. However, there was a percep-
tion that many of the organisation’s members did
not take these routine information security awareness
programs seriously. One participant commented on
security warning e-mails:

“the IT department sends a lot of warn-
ing e-mails related to security issues...almost
every day...but I'm sure not every one takes
them seriously.”

Another participant admitted that:

“Because some people do mnot have
enough time they delete warning e-mails
without even bothering to look at them...”

Mode(4):Knowing-Doing mode:

The level of information security culture in all three
cases indicted that majority of information security
related behaviours fit into this mode. Data showed
that members in all three cases believed that the
organisation’s dependence on information systems is
“very high and security is an integral part of this
equation”. Most participants indicated that there was
a certain level of comfort with the progress that their
IT department was making in information security re-
lated areas. For example, in all cases, the data showed
that top management commitment to information se-
curity was exemplified by allocating the necessary re-
sources and adopting technical solutions to enhance
information security programs.

The influence of national culture traits (for example,
Hofstede’s Power Distance dimension) may be seen in
the practices associated with this mode. Saudi Ara-
bia is a high Power Distance society, and data from
all three cases indicated that individuals intended to
follow the expectations of management and they are
more likely to approve actions that they perceive to
be supported by functional managers and work super-
visors. These traits appear to be having a substantial
influence on individuals’ information security related
behaviour in all three case studies.

Furthermore, the data indicated that a combination
of self-consciousness as a member of the organisation
and a willingness to abide by the organisation’s rules
was present in the organisational culture of the three
cases. The sensitivity of losing information, knowing
that they will be questioned about and the hope for
rewards for reporting security incidents were also key
factors in individuals’ compliance with information
security requirements.

However, as previously discussed, we should expect
organisations’ actors to keep their knowledge and
skills current and it is not enough to secure the sys-
tem by addressing the concern of those who have the
knowledge/skills to do the right things alone. Organ-
isations are going through a rapid and costly change
as they seek to adjust and perform in the changing
environment (e.g. new regulations, new technology
and new threats). Therefore, mode 4 requires the
same level of planning, monitoring and managing as
the previous modes. An employee’s behaviour may
alter from one mode to another, depending on the
organisational role the subject happens to be in, the
state of technology deployment, and the relevance and
availability of the suitable training.

5 Discussion and Next Steps

The findings supported the proposed model of the
four modes of information security behaviour. A
number of factors appeared to be interrelated. These
inter-related factors included organisational cultural
values manifest in practices and activities related to
information security management, and factors related
to the national culture, particularly the influence of
power-distance on individual. The most important
factors identified in this study were top management
commitment, the level of training and IT skills, se-
curity awareness programs, organisational IT struc-
tures, the appointment of information security man-
agers, type of motivation system utilised, existence of
information security policy, and adoption of informa-
tion security standards. Other factors were related
to the influence of national culture on values in de-
cision making, compliance, risk taking, sharing cul-
ture, collaboration, enforcement, reporting, and com-
munication. Hence, these findings are consistent with
the view that an individual actor’s decision to comply
with security requirements is not only a function of
the their knowledge and skills or the perceived cost-
benefit of the behaviour as described in economic the-
ories, but also, a function of the factors arising from
the users’ psychology and the social setting in which
the actor is situated. Therefore it is crucial to under-
stand how aspects of organisational and national cul-
ture inform employees’ practices in order to achieve a
high level of information security culture.

The complexity inherent in contemporary organisa-
tions suggests that organisations will have individuals
who do not share a view of information security, and
yet are expected to participate in the information se-
curity culture of that organisation. These disparate
views may be attributed to the different assumptions,
attitudes and values towards the information system
implementation and use processes held by each of em-
ployee. Variation may also be related to, rapid tech-
nological advances bringing about an increase in the
range of tools used for conducting unauthorised be-
haviours. Another noteworthy point, is that most em-
ployees assume the security of their organisation is not
their responsibility and that only IT staff are respon-
sible. Therefore, it is important to understand, what
underlying principle values, beliefs and assumptions
drive users behaviour. This is further complicated by
the rate of change in the information systems environ-
ment with respect to security threats, which makes
it unwise to assume that individual knowledge/skills
will be current and that individual behaviour will re-
main as expected.

The challenge is now to determine the parts of an
organisation’s environment that facilitate and enable
sustainable approaches to information security adher-
ence. This is a complex issue with no easy answers.
One aspect emphasised in the literature is the notion
of creating a security culture, which is emerging as
a goal for governments and corporations in their at-
tempts to safeguard their information assets. We con-
tend that a culture that encourages ethical conduct
and commitment to compliance with information se-
curity requirements is a desirable organisational at-
tribute. Many researchers have addressed the impor-
tance and the need for an information security culture
in organisations (Chia et al., 2002; Ruighaver et al.,
2007; Schlienger and Teufel, 2002, 2003; Zakaria and
Gani, 2003; Zakaria, 2004). They all suggest that or-
ganisations must take affirmative steps to create an
environment where security is ”everyone’s responsi-
bility” and doing the right thing is the norm.
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These observations provide a basis for us to propose
“the information security culture mode”. In this mode
organisations would work towards developing an in-
formation security culture where all employees adhere
to its information security policy and rules even when
no one is around and when their behaviour is not
being monitored. Practices in mode 5 would also in-
clude cooperative information security, such as taking
action against acts that would jeopardise the informa-
tion security system for example, reporting unautho-
rised acts, and sharing security-related information
and knowledge through the appropriate formal and
informal channels.

In order to achieve the mode of information security
culture, two things will need to occur. Firstly, the en-
vironmental factors that influence behaviour and en-
courage or inhibit individual employees and managers
from doing the right thing, even when they know what
the policy says, should be identified. Secondly, an ef-
fective management strategy that handles both inter-
nal and external factors critical to information secu-
rity should be implemented.

This paper provides some insights but, clearly, ad-
ditional investigations are required. Hence, we pro-
pose that a multi-methodological approach will be re-
quired to capture the richness of the information se-
curity management systems (ISMS) implementation
processes in developing countries and the influence of
both organisational and national culture values on in-
formation security culture development. More specif-
ically, this second phase will explore information se-
curity management related activities within organi-
sations in the Saudi Arabia context and how individ-
ual manager and employee personal values may af-
fect the transition towards an information security
culture. The study will use an integrated frame-
work that incorporating information security culture
into existing cultural models. Further, the study will
adopt change management as an effective manage-
ment strategy that manages both internal and exter-
nal changes.

6 Conclusion

Based on evidence from three exploratory case stud-
ies, we populated a framework of information secu-
rity practices that could contribute to information se-
curity management by identifying behaviours related
to four modes of information security practice. The
aim was to classify individual information security be-
haviours in organisations to ensure the development
of high quality information security cultures. The in-
formation security modes described in this paper pro-
vide a sound basis that can be used to evaluate in-
dividual organisational members’ behaviour and the
adequateness of existing security measures.

Although this approach does not deliver completely
new measures, it leads to a more consistent set of se-
curity parameters which aim to protect against indi-
viduals non-compliant behaviour. The main strength
of our approach is that it takes into account the com-
plexity of human behaviour and their corresponding
actions.

We conclude this paper with three remarks. First,
although individual knowledge and skills are impor-
tant, they alone are not enough to assure a positive
contribution towards information security culture re-
liant on employee behaviours. Second, a person’s set
of beliefs, or personal culture, plays a major role in
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influencing their personal attitude towards their se-
curity behaviour. Hence, understanding their under-
ling beliefs is crucial in the process of behavioural
change. Third, the influence of technology, social en-
vironment, regulation and self-interest all contribute
to employees security-related behaviours. As a re-
sult members of an organisation will could exhibit
behaviours from different modes at different points in
time. This continuous movement makes it hard to
secure an organisation’s information system by ad-
dressing a single mode in isolation. Hence, future re-
search efforts should concentrate on investigations of
these factors. The research findings and the model
described in this paper may serve as resources for
further investigating the human, (organisational and
individual) aspects of effective information security
systems.
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Abstract

We consider a new form of authenticated key
exchange which we call multi-factor password-
authenticated key exchange, where session establish-
ment depends on successful authentication of multiple
short secrets that are complementary in nature, such
as a long-term password and a one-time response, al-
lowing the client and server to be mutually assured of
each other’s identity without directly disclosing pri-
vate information to the other party.

Multi-factor authentication can provide an en-
hanced level of assurance in higher-security scenarios
such as online banking, virtual private network access,
and physical access because a multi-factor protocol is
designed to remain secure even if all but one of the
factors has been compromised.

We introduce a security model for multi-factor
password-authenticated key exchange protocols, pro-
pose an efficient and secure protocol called MFPAK,
and provide a security argument to show that our pro-
tocol is secure in this model. Our security model is an
extension of the Bellare-Pointcheval-Rogaway secu-
rity model for password-authenticated key exchange
and accommodates an arbitrary number of symmetric
and asymmetric authentication factors.

Keywords: multi-factor authentication, passwords,
key exchange, cryptographic protocols

1 Introduction

Phishing and spyware are two of the major security
problems on the Internet today. Phishing, or server
impersonation, occurs when a malicious server con-
vinces a user to reveal sensitive personal informa-
tion, such as a username and password, to a mali-
cious server instead of the real server. Additionally,
many users’ computers are compromised with spy-
ware, which can record users’ keystrokes (and thus
passwords) and transmit this information to a mali-
cious party. These attacks are possible not because
of the break of any cryptographic protocol but be-
cause of externalities such as social engineering and
software bugs.

In theory, these attacks can be addressed in part
by using trusted cryptographic devices that can store
private keys and perform cryptographic operations,
but such devices are difficult to deploy and use. Years
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per appeared at the Australasian Information Security Confer-
ence (AISC), Brisbane, Australia. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 105, Colin
Boyd and Willy Susilo, Ed. Reproduction for academic, not-for
profit purposes permitted provided this text is included.

56

of experience have shown that passwords are a much
more popular and easy-to-use form of authentication,
but are more susceptible to phishing and spyware at-
tacks. In this work, we focus on the use of passwords
for authentication, since they are easier for users to
use and carry between computers than long private
keys.

Phishing can be combated by protocols that pro-
vide strong, easy-to-use server-to-client authentica-
tion. Password-authenticated key exchange (PAKE)
can make server-to-client authentication easier and
resistant to offline dictionary attacks, and addition-
ally provides a secure key for encryption.

Spyware is more difficult to defend against. If
a user’s computer is compromised by passive spy-
ware that records keystrokes and occasionally trans-
mits this information to an attacker’s server, then the
use of one-time passwords may be effective, since a
previously used one-time password can not be used
again. Active spyware — that frequently communi-
cates with the attacker’s server and actively alters
the user’s computer — is nearly impossible to defend
against without additional trusted hardware.

To reduce the damage caused by compromising an
authentication factor, many organizations with high
security requirements — such as financial institutions,
governments, and corporate virtual private networks
(VPNs) — are deploying multi-factor authentication,
which depends on a variety of attributes, or factors.
The factors could include: a long-term password, a
set of one-time passwords, a private key, or a biomet-
ric. To be effective in practice, factors should have
different, complementary natures of compromise. For
example, one-time passwords cannot all be compro-
mised unless one obtains the sheet of paper listing
all the one-time passwords or the device generating
the one-time passwords, whereas a biometric read by
a trusted device (such as a secure fingerprint reader)
should not be able to be reproduced without the pres-
ence of the person in question (or at least their finger).

Contributions. Our goal is to design a framework
for multi-factor authentication protocols that pro-
vides flexibility in the number and nature of factors.
Protocols secure in this framework should provide
strong mutual authentication, convey the authenti-
cation secrets in a secure manner, and remain secure
even if all but one of the authentication factors is
compromised. The authentication secrets can be low-
entropy secrets, such as passwords. Using multiple
low-entropy secrets can allow for passwords that may
have different modes of compromise, such as a mem-
orized long-term password and a one-time password
generated from a hardware device or transmitted over
a mobile phone text message.

First, we define a security model which is an exten-
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sion of the Bellare-Pointcheval-Rogaway model (Bel-
lare et al. 2000) for PAKE. Our model allows for an
arbitrary number of authentication factors, which can
be either symmetric or asymmetric. Our security def-
inition formalizes the notion that a multi-factor pro-
tocol should remain secure even if all but one of the
factors has been compromised.

Next, we present an efficient multi-factor proto-
col that is secure in this model under standard cryp-
tographic assumptions in the random oracle model.
Our protocol combines facets of the PAK protocol
(MacKenzie 2002) for symmetric factors and the
PAK-Z+ protocol (Gentry et al. 2005) for asymmet-
ric factors. We discuss how many different types of
factors — long-term passwords, one-time passwords,
biometrics, and even private keys — can be used in
our protocol.

Our work differs from previous work in PAKE
because it uses multiple authentication factors and
maintains security even if some are compromised.
Others have considered some aspects of multi-factor
authentication, but these have either used at least
one factor that is a long cryptographic secret (Yang
et al. 2006, Park & Park 2004, Yoon & Yoo 2006,
Pointcheval & Zimmer 2008), or have not pro-
vided strong server-to-client authentication resistant
to man-in-the-middle attacks.

Outline. The rest of our paper proceeds as follows.
In Section 2, we describe the security model for multi-
factor PAKE. In Section 3, we present our protocol
MFPAK and discuss its efficiency; we show through
a formal analysis that the MFPAK protocol is secure
and discuss how various types of factors can be used.
Section 4 concludes the paper with what we believe
are interesting directions for future research.  Ap-
pendix A presents the one of the cases for our security
proof for the MFPAK protocol; the rest appear in the
full version of the paper (Stebila et al. 2009).

1.1 Related work

Password-authenticated key exchange was first intro-
duced by Bellovin and Merritt in 1992 (Bellovin &
Merritt 1992) as the encrypted key exchange (EKE)
protocol, in which the client and server shared the
plaintext password and exchanged encrypted infor-
mation to allow them to derive a shared session key.
A later variant by Bellovin and Merritt, Augmented
EKE (A-EKE) (Bellovin & Merritt 1993), removed the
requirement that the server have the plaintext pass-
word, instead having a (non-trivial) one-way trans-
formation of the password, which alone is not suffi-
cient to impersonate the user. The former is called
a symmetric password-based protocol, because both
client and server share the same plaintext password
(or a trivial transformation of it), whereas the latter
is called asymmetric. The dominant model for the
security of PAKE protocols was proposed by Bellare,
Pointcheval, and Rogaway (Bellare et al. 2000) and
extended by Gentry, MacKenzie, and Ramzan (Gen-
try et al. 2005) to accommodate asymmetric proto-
cols.

Many PAKE protocols have been developed, in-
cluding PAK (Boyko et al. 2000, MacKenzie 2002) and
PAK-Z+ (Gentry et al. 2005) which are relevant to
our construction. Although universally composable
constructions are attractive to consider when com-
bining primitives, the existing work on universally
composable PAKE (Canetti et al. 2005) is only sym-
metric, not asymmetric, and thus unsuitable for our
approach.

A number of two-factor authentication schemes
have been proposed that rely on a short password
and a long cryptographic secret (Park & Park 2004,
Yang et al. 2006, Yoon & Yoo 2006). Pointcheval and

Zimmer (Pointcheval & Zimmer 2008) presented a
multi-factor authentication scheme using a password,
a long cryptographic secret, and biometric data; their
scheme has a formal security argument in a variant of
the BPR model that shares some features with ours.

There are also non-cryptographic approaches to
multi-factor authentication, but these do not provide
as strong protection for the authentication factors.
In a multi-channel system, the second factor is de-
livered over a separate channel (for example, via an
SMS text message on a mobile phone), which the user
then inputs into their web browser along side their
password. In a multi-layer system, software installed
on the server evaluates additional attributes such as
an HTTP cookie, IP address, and browser identifica-
tion string to heuristically analyze whether the user
is likely to be authentic. Some multi-layer systems
try to offer additional reassurance to the user of the
server’s identity by presenting the user with a cus-
tomized image or string. While these multi-channel
and multi-layer approaches can offer some increased
assurance, they can be defeated by non-cryptographic
means such as sophisticated man-in-the-middle at-
tacks and spyware, and have been shown to be easily
ignored by users (Schecter et al. 2007).

2 Security for multi-factor protocols

In a multi-factor PAKE protocol, multiple authen-
tication secrets of complementary natures, such as
a long-term password and a one-time password, are
used. We support two general types of authentication
factors: symmetric and asymmetric.

The authentication secrets must be used in a way
that the client can convince the server that it knows
all the authentication secrets, and that the server can
convince the client that it knows all the authenti-
cation secrets: this provides mutual authentication.
However, the protocol must be carefully designed to
not reveal any information about the authentication
secrets to a passive or even active adversary.

Secure communications often involve both authen-
tication and encryption so, in addition to providing
authentication, we want protocols that establish an
ephemeral shared secret key between client and server
that can be used, for example, for bulk encryption.

Informal security criteria. The general security
criteria we use for multi-factor PAKE is that the pro-
tocol should remain secure even if all but one authen-
tication factor is known to an adversary. We identify
four security properties such a protocol should have:

1. Strong multi-factor server-to-client authentica-
tion: without knowledge of all of the authentica-
tion factors, a server cannot successfully convince
a client of its identity.

2. Strong multi-factor client-to-server authentica-
tion: without knowledge of all of the authentica-
tion factors, a client cannot successfully convince
a server of its identity.

3. Authentication secrets protected: no useful in-
formation about the authentication secrets is re-
vealed during the authentication process.

4. Secure session key establishment: at the end
of the protocol, an honest client and an honest
server end up with a secure shared session key
suitable for bulk encryption if and only if the
mutual authentication is successful; otherwise no
session is established.

2.1 Security model

We define a model for the security of multi-factor
PAKE that allows one to argue that a protocol is se-
cure by giving upper bounds on the probability that
an adversary can break server-to-client or client-to-
server authentication, or determine the session key
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established; the authentication secrets are protected
from offline dictionary attacks as well.

This model is an extension of the model for PAKE
proposed by Bellare, Pointcheval, and Rogaway (Bel-
lare et al. 2000) and modified by Gentry, MacKenzie,
and Ramzan (Gentry et al. 2005). The model allows
for an arbitrary number of authentication factors, and
each factor can be either symmetric or asymmetric.

Participants. In this model, each interacting party
is either a client or a server, is identified by a unique
fixed length string, and the identifier is a member
of either the set Clients or Servers, respectively, with
Parties = Clients U Servers.

Each authentication factor can be one of two types:
symmetric or asymmetric. Suppose there are n fac-
tors; let I denote the indices of symmetric factors and
I, denote the indices of asymmetric factors. For each
client-server pair (C, S) € Clients x Servers, n authen-
tication factors exist. The fth authentication factor
pwé’ g is chosen uniformly at random from the set

Passwords’ and is stored by the client. For symmetric
factors, the server also stores pWec,S? for asymmet-

ric factors, the server stores a verifier pWe g, which

is some non-trivial transformation of pwf g. (The

notion of “non-trivial transformation” will be clear
in the freshness definition below, but intuitively the
transformation should be such that compromise of the
verifier alone should not be sufficient to impersonate
the user without performing a dictionary attack.)

Execution of the protocol. During execution, a
party may have multiple instances of the protocol run-
ning. Each instance ¢ of a party U € Parties is treated
as an oracle denoted by ITY.

In a protocol, there is a sequence of messages,
called flows, starting with a flow from the client in-
stance, responded to by a server instance, and so on.
After some number of flows, an instance may accept,
at which point it hold a session key sk, partner id pid,
and session id sid. Subsequently, it may terminate.
Two instances HZ»C and HJS are said to be partnered if
they both accept, hold (pid, sid, sk) and (pid’, sid’, sk’),
respectively, with pid = S, pid’ = C, sid = sid’, and
sk = sk’, and no other instance accepts with session
id equal to sid. Alternatively, an instance may reject
at any point in time, meaning it is no longer accepted
or terminated.

Queries allowed. The protocol is determined by
how participants respond to inputs from the environ-
ment, and the environment is considered to be con-
trolled by the adversary, which is formally a proba-
bilistic algorithm that issues queries to a challenger
which simulates parties’ oracle instances. For a pro-
tocol P, the queries that the adversary can issue are
defined as follows (where clear by the setting, we may
omit the subscript P):

e Executep(C,i,S,j): Causes client instance II§
and server instance Hf to faithfully execute pro-
tocol P and returns the resulting transcript.

e Sendp(U,i, M): Sends message M to user in-
stance T1Y, which faithfully performs the appro-
priate portion of protocol P based on its current
state and the message M, updates its state as
appropriate, and returns any resulting messages.

o Testp(U,i): If user instance IIY has accepted,
then the following happens: the challenger
chooses b € {0,1}; if b = 1, then return the ses-
sion key of ITY, otherwise return a random string
of the same length as the session key. This query
may only be asked once.
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e RevealSKp(U,i): If user instance IIY has ac-
cepted, then returns session key sk held by IIV.

e RevealFactorp(C, S,¢): Returns the fth factor
pwéc’ g held by client C' with server S.

e RevealFactorVp(S,C,¢): If ¢ is an asymmetric
factor: returns the ¢th factor’s verifier piwé g held
by server S with client C.

The RevealFactor and RevealFactorV queries model
the adversary learning the authentication secrets,
which corresponds to weak corruption in the Bellare-
Pointcheval-Rogaway model. We do not allow the ad-

versary to modify stored authentication secrets (also
called strong corruption).

Definition 2.1 (Freshness) An instance 1Y with
partner id U’ is fresh in the fth factor (with forward-
secrecy) if and only if none of the following events
occur:

1. a RevealSK(U, %) query occurs;

2. a RevealSK(U’, j) query occurs, where H;-]/ is the
partner instance of 11V, if it exists;

3. if U € Clients: RevealFactor(U,U’,¢) (and/or
RevealFactorV(U', U, ¢) if the (th factor is asym-
metric) occurs before the Test query, and
Send(U, i, M) occurs for some string M ;

4. if U € Servers: RevealFactor(U’, U, ¥{) occurs be-
fore the Test query, and Send(U, i, M) occurs for
some string M .

This notion of freshness accommodates the idea that
an instance should remain fresh even if all but one
of the authentication factors has been fully compro-
mised. If an instance is fresh in all of its factors, then
it is also fresh in the original notion of freshness for
PAKE.

Adversary’s goals. For session key security, the
goal of an adversary is to guess the bit b used in the
Test query of an instance that is fresh in at least one
of its factors; this corresponds to the ability of an ad-
versary to distinguish the session key from a random
string of the same length. Let Succi®™(A) be the
event that the adversary A makes a single Test query
to some fresh in the (th factor instance IV that has
accepted and A eventually outputs a bit b/, where
b = b and b is the randomly selected bit in the Test
query. The ake-f¢ advantage of A attacking P is de-

fined to be Advis®(A) = 2Pr (Succ*})ke'fe(A)) —1.

We can define similar notions for client-to-server,
server-to-client, and mutual authentication. For the
security experiments involving authentication, the

Test query is prohibited. We define Adv{>*(A) to be
the probability that a server instance H]S with partner

id C terminates without having a partner oracle be-
fore the RevealFactor query in point 4 of the definition

of freshness in the ¢th factor. We define Advi2<(A)

to be the probability that a client instance ch with
partner id S terminates without having a partner or-
acle before the Revealx queries in point 3 of the defini-
tion of freshness in the /th factor. Finally, we define
AdviEE T (4) = max{Adv§Z T (A), AdviZ T (A)}.

We overload the Adv (and corresponding Pr(Succ))
notation: Adv (£, gse, Gex Gro) = max 4{Adv’ (A)},
where the maximum is taken over all adversaries run-
ning in time at most ¢, making at most qse and gex
queries of type Sendp and Executep, respectively, and
at most ¢, random oracle queries.

Definition 2.2 (Secure multi-factor protocol)
Let k be a security parameter. A protocol P is
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a secure multi-factor password authenticated key
agreement protocol if there exists a negligible (in k)
e and small constants dy, £ € {1,...,n}, such that,
for all polynomially-bounded adversaries A,

deq.
=< 1/‘ +€ b)

| Passwords®
-y if the Lth factor is symmetric,
Adve}j ¢ (A) S 6( ((1_bfo)(Ise+bfo(1ro)
|[Passwords?| te,
if the Lth factor is asymmetric,

and the corresponding bound applies for Advia*(A),

where, for asymmetric factors £, b, = 1 if A makes
a RevealFactorV (-, -, ) query and 0 otherwise.

Intuitively, this notion of security says that any
polynomially-bounded adversary can only do negli-
gibly better than doing an online dictionary attack at
any unknown factors and can gain no advantage by
doing an offline dictionary attack. Ideally, d, would
be 1, indicating the adversary can only rule out one
password with each online guess; however, a protocol
can still be secure as long as d, is small compared to

|Passwords"|.

Since an instance that is fresh in all of its factors
is also fresh in the original ake notion of PAKE, we
have that

Advie(A) < min {AdvETT(A4))
Le{1,...,n}

By providing bounds for each factor, we can pro-
vide greater granularity in relating the security of
factors to their risks of compromise. For example,
lower entropy factors (represented by smaller values

of |Passwords’|) may be physically distributed and se-
cured in different ways than higher entropy factors, or
may be used for a shorter period of time. This con-
trasts with the approach of (Pointcheval & Zimmer
2008), in which there is a single notion of freshness
and a single bound over all factors.

2.2 Using one-time passwords

The model presented in Section 2.1 uses long-term
authentication secrets that do not change over time.
However, multi-factor authentication may include a
factor that varies, such as a one-time password. Such
a factor may be the response to a challenge, or may
vary with time. The benefit of a one-time password
is that the compromise of a single one-time password
should not affect the security for a different one-time
password. One-time passwords offer some protection
against passive spyware, as previously compromised
one-time passwords are useless.

Although at first glance it may seem impracti-
cal for a user to store a large number of passwords,
this is actually quite practical and is already being
done in the real world: for example, some Euro-
pean banks issue paper lists of one-time passwords
to users (Nordea Bank 2009), and corporations issue
hardware devices for pseudorandomly generating one-
time passwords for virtual private network (VPN) ac-
cess (RSA Security Inc. 2009) or electronic commerce
(Blizzard Entertainment 2009). Even though a user
may be carrying as much data as in a cryptographic
key, one-time passwords offer usability benefits: car-
rying a cryptographic key requires a hardware inter-
face or carefully managed private key files, whereas
one-time passwords can be easily entered in only a
few keystrokes.

Abdalla et al. (Abdalla et al. 2005) present a
protocol for the use of one-time passwords in an au-
thenticated key exchange protocol but do not alter

the security model from the standard BPR setting.
Paterson and Stebila (Paterson & Stebila 2009) do
present an alteration to the BPR security model that
accommodates the compromise of previous (and fu-
ture) one-time passwords and we apply their ideas to
allow for symmetric factors using one-time passwords
as follows.

Adjusting the model. We can alter the security
definition of a multi-factor protocol to allow a sym-
metric factor that corresponds to a one-time pass-
word by applying the ideas of Paterson and Stebila
(Paterson & Stebila 2009). Let ¢ be the index of a
symmetric factor for which we wish to use one-time

passwords. Let Indices’ be the set of indices of one-

time passwords, and let ch € Indices’. When a party
is activated, they are activated with the index of the
one-time password to use for that instance; a party

can only be activated once for each ch € Indices’. Let
{PWE g.cn} be the set of one-time passwords between
C and S, indexed by ch; each such password is cho-

sen uniformly at random from Passwords’. We add an
additional parameter ch to the RevealFactor query:

e RevealFactorp(C, S, ch, £): Returns the ¢th factor
pwé’ geh held by client C' with server S for one-
time password indexed by ch.

The definition of freshness in the ¢th factor of IV is
adjusted as well, replacing points 3 and 4 in Defini-
tion 2.1 with:

3. if U € Clients: RevealFactor(U,U’, ch, ) occurs
before the Test query, and Send(U, i, M) occurs
for some string M, where ch is the index of the
one-time password with which TIY was activated;

4. if U € Servers: RevealFactor(U’, U, ch, ¢) occurs
before the Test query, and Send(U, i, M) occurs
for some string M, where ch is the index of the
one-time password with which IIY was activated.

The definitions of authentication are adjusted analo-
gously as well.

Paterson and Stebila go on to show that any se-
cure PAKE protocol can be used in the natural way to
build to a secure one-time PAKE protocol, by using
the one-time password in place of the password. This
holds even when the one-time passwords are pseudo-
randomly generated or time-dependent. This means
that our MFPAK protocol in the next section can eas-
ily accommodate one-time passwords as authentica-
tion factors.

3 MFPAK: a  multi-factor  password-
authenticated key exchange protocol

MFPAK is the first PAKE protocol that uses multiple
low-entropy authentication factors. It allows for an
arbitrary number of factors which can be asymmetric
or symmetric, and these factors can be independently
changed as users need to change their passwords. Our
approach is much more efficient, in terms of number
of expensive operations, than the naive approach of
combining existing PAKE protocols as black boxes:
we add no expensive operations for each additional
symmetric factor, and only one additional expensive
operation (signature generation/verification) for each
party for each asymmetric factor.

3.1 Design ideas

We designed MFPAK by considering two existing one-
factor protocols as our building blocks: the asymmet-
ric password protocol PAK-Z+ for asymmetric fac-
tors, and the symmetric password protocol PAK for
symmetric factors. These two protocols are simi-
lar in structure which allows us to gain some effi-
ciency improvements. All factors are tightly inte-
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grated into the authentication and key exchange pro-
cesses. The underlying session key agreement comes
from a hashed Diffie-Hellman construction. Authen-
tication for asymmetric factors is done using a digital
signature scheme, while for symmetric factors it is
done using hash functions.

Shielded ephemeral key. One of the main efficiency
and security gains in the MFPAK protocol comes in
the first flow from the client to the server. In this flow,
the client shields its ephemeral public key by multi-
plying it by (the hash of) each factor. The client is
made to commit to those values, thereby preventing
a malicious client from making an offline dictionary
attack later on. Moreover, the server must use the
same values to unshield the client’s ephemeral public
key or Diffie-Hellman key agreement will fail, thereby
committing the server to its choice of values. By do-
ing this multiple shielding operation, the client and
server achieve mutual authentication, the client saves
expensive operations compared to running multiple
protocols separately, and the authentication secrets
are protected.

Digital signature for asymmetric factors. Authen-
tication for asymmetric factors comes from using a
digital signature scheme, where the (short) authen-
tication secret is used to shield the digital signature
private key which is stored on the server. During
the login stage of the protocol, the server returns the
shielded private key, which the client can unwrap only
if she knows the correct password. The client uses the
private key to perform a signing operation which the
server verifies using the public key. This allows for
asymmetry: the compromise of the server’s database
is not enough to impersonate the client to the server
without a dictionary attack. This technique, as used
in PAK-Z+ (Gentry et al. 2005), is an instantiation
of the generic technique proposed by Gentry et al.
(Gentry et al. 2006) for asymmetric password-based
authentication. It is important to note that the dig-
ital signature scheme is not used in its normal sense
with published or certified public keys, but simply as
a convenient asymmetric construction.

Hash function for symmetric factors. The hash of
a symmetric factor is stored on the server. The server
proves its knowledge of a symmetric factor by hashing
it with the session key; the client does the same.

3.2 Protocol specification

The MFPAK protocol, like many other protocols, con-
tains two stages: a user registration stage, completed
once per client-server pair, and a login stage, com-
pleted each time a user attempts to login. For conve-
nience in presentation of the login stage, we assume
there is at least one symmetric factor and one asym-
metric factor; however, the protocol can be altered in
the natural way to deal with exclusively symmetric
or exclusively asymmetric factors. The number and
type of factors are fixed and publicly known.
Ingredients and notation. Let k be a cryptographic
security parameter. The notation z € Z denotes an
element z selected uniformly at random from a set
Z. Angle brackets (-} denote a list, and -||- denotes
concatenation. The protocol operates over a finite
cycle group G of order ¢, generated by g, for which
the Computational Diffie-Hellman (CDH) assumption
holds. The function Acceptable(-) tests whether an el-
ement is in G (or, for efficiency reasons, a group con-
taining G; see (MacKenzie 2002, §4)). It makes use of
a number of random hash functions based on random
oracles (Bellare & Rogaway 1993): H; maps {0,1}*
to group elements (such as (Coron & Icart 2009) for
hashing into elliptic curve groups), while all other
hash functions H; map {0,1}* to {0, 1}". We also em-
ploy a signature scheme S = (Gen, Sign, Verify) that
is existentially unforgeable under chosen message at-
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tacks (Goldwasser et al. 1988). Let (v, V) «— Gen(1%),
where v is a private key and V is the correspond-

ing public key. Recall that pwecv g denotes client C’s

password for server S for the /th factor, and piwé’ g
denotes the corresponding value held by the server,
which may be equal to pwé, g for symmetric factors

and is some non-trivial transformation of pwéc g for

asymmetric factors.

The user registration stage of MFPAK is given in
Figure 1. This stage should be completed over a pri-
vate, authentic channel. The user registration stage
can be altered in the obvious way to have authentica-
tion secrets chosen by the server and supplied to the
client, if necessary.

The login stage of MFPAK is given in Figure 2.
This stage can be completed over a public, untrusted
channel. A client C initiates the login stage with a
server S.

3.3 Nature of the factors

The MFPAK protocol can accommodate a wide vari-
ety of authentication secrets using either symmetric
or asymmetric factors, as we note below. Our ap-
proach offers improved functionality compared with
the nave way of combining multiple authentication
secrets by simply concatenating them into one long
string: with concatenation, one cannot easily com-
bine passwords that change over time (symmetric fac-
tors) with long-term passwords (asymmetric factors)
because the server does not store the plaintext pass-
word.

Long-term passwords. Long-term passwords are
best accommodated as an asymmetric factor, but can
be treated asymmetrically as well. Since long-term
passwords do not change frequently (or at all), we
should reduce the damage that can be caused by com-
promise of the server database containing data for
these factors. Although we can never prevent dic-
tionary attacks against the server’s database, we can
raise the amount of work an attacker needs to do by
using asymmetric factors.

One-time passwords. One-time passwords are usu-
ally best accommodated as symmetric factors. Asym-
metric factors could be used, but the costs for asym-
metric factors may not be worth it for one-time pass-
words. It may be more efficient to generate one-
time passwords from a seed using a challenge-response
mechanism or a time-dependent generator. For fac-
tors that employ a challenge-response mechanism, an
initial message from the server to the client convey-
ing the challenge can be added to the beginning of
the login stage of the protocol.

Cryptographic keys. Although our primary moti-
vation has been the use of short strings as authentica-
tion secrets so users can easily carry their authentica-
tion secrets between computers, there is nothing pre-
venting a password-based protocol from using high-
entropy secrets (that is, cryptographically large keys)
as opposed to low-entropy secrets. We can directly
use a cryptographic key as pwé g in either the sym-
metric or asymmetric case. In the asymmetric case, it
would be possible to further streamline the protocol
by having the user store the private key v, from the
digital signature scheme, and adjust the remainder of
the protocol as follows: set pwéy g < vg; in the regis-
tration stage, the server stores piwgcys — (74, 7'[17 Va);
in the login stage, the server omits steps 15 and 16
for this factor and the client omits steps 22-25 for
this factor. We recommend, however, that situations
using exclusively cryptographically large keys should
consider traditional authenticated key exchange pro-
tocols as the security models (Canetti & Krawczyk
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MFPAK User Registration
Client C' Server S
for e {1,...,n}k:
1. store pw‘é s €ER Passwords’
2. T[(_Hl(C7S7€7pWZCS)
for ¢ € I,:
3. (ve, Vo) <—r Gen(1F)
4. vy «— Ha(C, S, ¢, PWZC,s) ® vy
5. vy «— H3(£,vg)
6 CAre}y AV {vp o Avy'}
for ¢ € Is:
7. store piwéys — (T4, T[l)
for ¢ € I,:
8. store pWé’S — (TZ,Te_l, Vi, vy, vy)

Figure 1: The user registration stage of the MFPAK protocol.

2001, LaMacchia et al. 2007) are stronger and offer re-
sistance to ephemeral key leakage in addition to static
key leakage.

Biometrics. Pointcheval and Zimmer (Pointcheval
& Zimmer 2008) describe in detail the use of biomet-
ric templates in an authenticated key exchange pro-
tocol. They use secure sketches and fuzzy extractors
to safely see if two biometric templates match.

An alternative approach is to use fuzzy vaults,
which were introduced by Juels and Sudan (Juels &
Sudan 2002). They allow a secret to be embedded in a
vault which is locked by a set of fuzzy values, such as
the minutiae of a fingerprint. Fuzzy vaults could for
example be used in a multi-factor protocol as follows:
the user receives the fuzzy vault, uses her biometric to
unlock the vault, and then uses the embedded secret
value as another factor in the multi-factor protocol.

Because of the privacy issues surrounding biomet-
rics, we are not suggesting that biometrics naively
be used in our construction immediately, as there are
numerous issues to consider. For example, should the
fuzzy vault be transmitted unencrypted or encrypted
under the session key derived from the other factors?
Should the secret embedded in the vault contain error
correcting information, as suggested in (Juels & Su-
dan 2002), or not? (We think not, as error correcting
information allows an offline “dictionary” attacker to
detect whether it has the right input, whereas lack of
error correction information would ideally mean the
attacker needs to do an online “dictionary” attack.)
The use of biometrics in authenticated key exchange
merits further study.

3.4 Efficiency

In many e-commerce and online banking situations,
the performance-limiting factor is the number of con-
nections a server can handle, and this is in turn lim-
ited by the number of expensive operations required
by the cryptographic protocol. MFPAK can increase
security without a substantial additional computa-
tional burden on the server.

Figure 3 compares the number of expensive op-
erations (group exponentiations and signature gener-
ation / verification) performed by a naive combina-
tion of PAK and PAK-Z+ versus the MFPAK proto-
col. MFPAK has a fixed overhead of two group expo-
nentiations each on client and server side. For each
symmetric factor, there are no additional expensive
operations (only multiplications and hashes, not ex-
ponentiations); for each asymmetric factor, there is
one additional expensive operation on each side (sig-
nature generation by the client, signature verification
by the server). This makes MFPAK much more ef-
ficient, in terms of number of expensive operations,
than if one were to make a multi-factor scheme sim-

ply by running PAK and PAK-Z+ in parallel indepen-
dently.

3.5 Security analysis

The main idea of the security argument is that, if one
factor, say the £*th factor, remains uncompromised,
then the difficulty of breaking MFPAK is related to
the difficulty of breaking the corresponding one of ei-
ther PAK (for a symmetric factor) or PAK-Z+ (for an
asymmetric factor), each which is in turn related to
solving the Computational Diffie-Hellman problem.

For both symmetric and asymmetric factors, we
describe a procedure (specified by a modifier M)
to transform an adversary A against MFPAK with
the £*th factor uncompromised into an adversary A*
against the corresponding one of the two underly-
ing protocols (PAK and PAK-Z+, respectively). The
transformations are such that, if the oracle instance
in MFPAK against which the Test query is directed
is fresh in the £*th factor, then the corresponding or-
acle instance is also fresh in the corresponding at-
tack on PAK (resp., PAK-Z+). This is possible be-
cause of the design of the MFPAK protocol: it essen-
tially runs both PAK and PAK-Z+ together while still
capturing the security of each independently. This
design characteristic allows the relatively straightfor-
ward (although lengthy) security argument.

Our formal argument proceeds by considering four
cases, two corresponding to an asymmetric factor be-
ing uncompromised and two corresponding a symmet-
ric factor being uncompromised. The cases are:

1. Asymmetric factor uncompromised, U* €
Clients: no RevealFactoryepak (U, U™*, £*) or
RevealFactorVepak (U™, U*, £*) query.

2. Asymmetric factor uncompromised, U* €
Servers: no RevealFactormepax (U™, U*, £*) query.

3. Symmetric factor uncompromised, U* € Clients:
no RevealFactoryepak (U*, U™, £*) query.

4. Symmetric factor uncompromised, U* € Servers:
no RevealFactoryepak (U™, U*, £*) query.

These four cases are combined probabilistically to
give the overall result. The details are provided in
Appendix A. Throughout, we assume passwords are
uniformly distributed. The resulting security state-
ment is as follows:

Theorem 3.1 Let k be a security parameter. Let G
be a finite cyclic group generated by g and let S be a
signature scheme. Let A be an adversary that runs
in time polynomial in k, and makes at most qse and
Qex queries of type Send and Execute, respectively, and
at most gy, queries to the random oracle. If ¢ is an
asymmetric factor, then let bee = 1 if A makes a
RevealFactorV (-, -, ¢) query to a server, and 0 other-
wise. Then MFPAK is a secure multi-factor PAKE
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MFPAK Login
Client C' Server S
1. T ER Lq
2. X — g*
for £ € {1,...,n}:
3. ¢ — H1(C, S, ¢, pWZC,S)
4. m—X- Tl ™
5. _&m |
6. reject if —=Acceptable(m)
7. Y €ER Lq
8. Y — g¥
for £ € Is:
9. lookup <T£,TZ_1> — pWé’S
for £ € I,:
10. lookup (Tg,T[l, Vi, vp,vy)) — piwzcys
11 X —=m-T[{—, Tz_l
12. o — XV
13. sid — (C, S, m,Y)
14. k «— Hy(sid,o,71,...,7n)
for £ € Iy:
15. ay < Hs(sid, 0, £, 1)
16. ag — a, ® v
. Y.k, {ae}.{v'}
18. o «<Y~*
19.  sid — (C,S,m,Y)
20. reject if k # Hy(sid, o, 71,...,7n)
21. kK < Hg(sid,0,71,...,Tn)
for £ € I,:
22. a% — Hs(sid, 0, ¢, 70)
23. vy —a, ®ag
24. vg — Ha(C, S, L, pwe g 0) D vy
25. reject if v}/ # Hz (£, ve)
26. s¢ « Sign,,, (sid)
27. klﬂ{sé}
28. reject if k' # He(sid, o, 71,...,7n)
for £ € I,:
29. reject if —Verifyy, (sid, s¢)
30. sk« Hy(sid,o,71,...,7n) sk «— Hy(sid, 0, 71,...,Tn)
Figure 2: The login stage of the MFPAK protocol.
Operation PAK & PAK-Z+ MFPAK
Client Server Client Server
exponentiations oI+ 2[1]  2[Is] + 2[14] 2 2
signature generation |1 0 [Tl 0
signature verification 0 [1a] 0 [1a]
total 2|+ 3[I.] 2|Is|+3/Ia] | 2+ 1] 2+ |1a]

Figure 3: Comparison of expensive operations for combined PAK & PAK-Z+ and MFPAK.

protocol, with

166((1_bco)(I5e+bcoqro)
|Passwords? | te,
AdvEke=tl ( 4y < if the (th factor is symmetric,
vmrpak (A) < 40gs ¢
|Passwords’| ?

if the Lth factor is asymmetric,

where € is a negligible function of k, and § = |Clients|-

|Servers|; a similar bound exists for Adviasii (A).

As with any formal security argument, a proof of
security does not imply security against all forms of
attack. A protocol may be vulnerable to attack meth-
ods not described by the security model. Nonetheless,
a security proof is valuable as a heuristic that the pro-
tocol is resistant to at least some types of attacks.

4 Conclusion and future work

We have presented a security model for multi-factor
password-authenticated key exchange protocols that
can accommodate an arbitrary number of factors. We
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have provided a security argument showing that our
new protocol, MFPAK, is secure in this model. Our
multi-factor authentication protocol offers enhanced
authentication protection through the use of comple-
mentary factors, such as a long-term password and
a one-time challenge/response. The construction is
quite efficient in terms of the number of operations
per factor; for example, a two-factor version of our
protocol using a long-term password and one-time
challenge /response has the same efficiency as the one-
factor protocol PAK-Z+. The protocol remains secure
even if all but one of the authentication factors is fully
known to an adversary. Our multi-factor protocol is
resistant to man-in-the-middle and impersonation at-
tacks, providing enhanced authentication in the face
of more complex threats like phishing.

Other recent work in the field of PAKE protocols
has focused on protocols where the sequence of flows
fits existing network protocols such as SSL/TLS. An
open question is to design a provably secure multi-
factor PAKE protocol with support for asymmetric
factors that fits within the message flow of SSL/TLS.

Additionally, multi-factor protocols supporting an
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arbitrary number of factors could be designed where
some factors are optional and the number of factors
used corresponds to differing levels of access depend-
ing on the application situation: one factor could be
used for read-only access, two factors for small-value
transactions, and three factors for large-value trans-
actions.

An interesting future direction would be to fur-
ther investigate the use of biometric information in
a multi-factor authenticated key exchange protocol.
We have outlined some ideas involving fuzzy vaults,
but consideration of the privacy and security require-
ments requires further research.
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A Security analysis

This section contains the details of the security anal-
ysis supporting Theorem 3.1.

It is helpful to be able to refer to the action of
a party upon receipt of a message. We use the no-
tation CLIENTACTIONip and SERVERACTIONip to
refer to the portion of the protocol P performed
by the client or server, respectively, after the ith
flow. Thus, MFPAK as described in Figure 2 spec-
ifies CLIENTACTIONOMEpaK, SERVERACTION]\EPAK,
CLIENTACTION2MEpAK, and SERVERACTION3MEPAK

A.1 Ingredients

Computational Diffie-Hellman assumption.
MFPAK operates over a finite cycle group G for which
the Computational Diffie-Hellman (CDH) assump-
tion holds. Let G be a finite cyclic group of or-
der ¢, let g be a generator of G, and let e be
the time it takes to perform an exponentiation in
G. Let Acceptable : G — {true,false} such that

Acceptable(z) = true if and only if z € G, where G is
a specified abelian group which has G as a subgroup.
For two values X and Y, define DH(X,Y) = XV, if
Acceptable(X) and Y = ¢¥, or DH(X,Y) = Y*, if
Acceptable(Y') and X = g*. Let A be a probabilis-
tic algorithm with input (G, g, X,Y’) that outputs a
subset of G, and define

AV (A) = Pr (DH(X,Y) € A(G, g, X. ) :
(xvy) €R quX = gm,Y = gy)

Let AdeGdE (t,n) = maxA{AdeG({g (A)} where the
maximum is taken over all algorithms running in time
t and outputting a subset of size at most n. The CDH

assumption is that, for any probabilistic polynomial
cdh

time algorithm A, Adv¢; ;(A) is negligible.

Random hash functions. MFPAK makes use of a
number of random hash functions based on random
oracles (Bellare & Rogaway 1993). A random hash
function H : {0,1}* — {0,1}* is constructed by se-
lecting each bit of H(z) uniformly at random and
independently for every x € {0,1}*. We make use
of a number of independent random hash functions
H,, Hs, ..., which can be constructed from a single
random hash function H by setting Hy(z) = H({||x).
Constructing a hash function that outputs elements
of a group instead of {0,1}* is also possible and ef-
ficient, and in fact all of the hash functions used in
MFPAK are into the group G.

Signature scheme. MFPAK makes use of a sig-
nature scheme S = (Gen, Sign, Verify) that is exis-
tentially unforgeable under chosen message attacks
(Goldwasser et al. 1988). Let (v,V) «— Gen(1"),
where v is a private key and V is the correspond-
ing public key. Let tgen be the runtime of Gen(1%),
and tsg be the runtime of Sign and Verify. A forger
F is given a public key V and must forge signa-
tures; it can query an oracle that returns Sign,(m)
for any messages m of its choice. It succeeds if it can
output a forgery (m,o) such that Verify, (m,o) =
true, where m was not queried to the signing or-
acle.  Let Succg ™™ (F) = Pr(F succeeds), and
Succg ™ (t, gsign) = maxz {Succg ™ (F)} where
the maximum is taken over all forgers running in
time ¢ and making at most gsign queries to the sign-
ing oracle. A signature scheme S is existentially un-
forgeable under chosen message attacks (eu-cma) if,
for any probabilistic polynomial time algorithm F,

Succy ™ (F) is negligible.
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A.2 Case 1: Attacking a client instance,
asymmetric factor uncompromised

This case addresses impersonation of the server when
the instance being attacked is a client instance and
the uncompromised ¢£*th factor is asymmetric.

The modifier M first uniformly at random guesses
U* g Clients and U’* €g Servers as its guess of who
the adversary A will end up attacking. If the attacker
ends up attacking the pair of users the modifier has
guessed, then we will show how to transform the at-
tack into an attack on PAK-Z+.

Let GuessCS be the event that the modifier M
correctly guesses U* and U’*. Then

Pr(GuessCS) = Pr((U* correct) A (U™ correct)) (1)

1
> ) 2
~ |Clients| - |Servers| @
For this case, we assume that
no RevealFactorpmepak (U*, U™, £*) or

RevealFactorViepak (U'*,U*,£*) query is issued
against M:  this case models server imper-
sonation in the /£*th factor, which is why no
RevealFactorVivepak (U™, U*, £*) query is allowed.
Furthermore, no RevealFactorpmepax (U*, U™, €*) is
allowed because an adversary can easily recover the

verifier piwf]*’U,* from the secret pwt. ;. and one

interaction with U'*.
The modifier M does the following to convert an
MFPAK adversary A into a PAK-Z+ adversary A*.

Password preparation. For each (C,S,¢) €
Clients x Servers x {1,...,n}\ {(U*, U™, £*)}, M sets

pwé 5 €R Passwords’ and constructs the correspond-
ing piwé’ g. Of all the authentication secrets, only

pwg{*’U,* and pwg*)U,* remain unknown to M at this
point. Compute the corresponding 7y, for £ # £*, and
set m— [, tex TE

Instantiation of PAK-Z+ simulator. We instan-
tiate the PAK-Z+ simulator Spak-zy+ with the
following random oracles: H}(C,S, pwaS) =
H;(C, 8,0 pwg g) for i =1,2; Hy(v) := H3(l*,v);

HZ((C’,S,m,Y),mT_l)

=Hs((C,S,m -m, Y)Y, 0,T1,..., Ty Tn)
lleera,ee- Hs((C, S,m -7, Y), 0,4, 70)

H§(<C7 S7 m7 Y>70-7 7_71) :: H5(<C7 S7m
m,Y),0,0* 7); and Hi((C,S,m,Y) 0,77t =
H:({C,S,m - 7, Y), 0,71,y Tyeney o).t These

‘starred’ functions are independent random oracles
if the corresponding unstarred functions are. The
above construction is possible since {7;}¢ze+ and 7
are fixed and known to M because of the guesses
made at the beginning of this case. By using a
concatenation of random oracles, the PAK system
computes the values we need in M’s handling of
Execute and Send queries.

Further, Spak-z+ is instantiated with the following
signature scheme (Gen, Sign*, Verify™):

Sign’ ((C, S,m, Y)) = Sign,((C, S,m - 7, Y))

Verify}, ((C, S,m,Y), s) := Verify,, ((C, S,m - 7,Y), s).
Since the transformation that sends (C,S,m,Y)
(C,S,m -, Y) is just a permutation, it follows that

(Gen, Sign*, Verify™) is an eu-cma signature scheme
whenever (Gen, Sign, Verify) is.

INote that we do not need to instantiate H{ because this oracle
is not used by PAK-Z+.
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M’s handling of A’s queries. The modifier M per-
forms the following modifications to the queries of A.
The main goal is for M to simulate all queries except
for ones that are related to the U* and U’* guessed
at the beginning of the case: these queries are passed
to the underlying PAK-Z+ simulator Spak-z+-

RevealFactor(C, S, ¢):
1. If (C, S, £) £ (U*, U™, £*):
Return PWZC, 5
2. If (C,S,0) = (U*, U™, £%):
Reject; if this query occurs, then M'’s guess of
U* and U™ at the beginning of this case was
incorrect.

RevealFactorV(S, C, ¢):
1. If (C, S, €) £ (U*, U™, *):
Return piwgc’s.
2. If (C,S,0) = (U*, U™, £*):
Reject; if this query occurs, then M'’s guess of
U* and U™ at the beginning of this case was
incorrect.
Test(U, 4):
1. fU=U"
Send a Testpak-z+ (U, i) query to PAK-Z+4 simu-
lator Spak-z+ and return the result to A.
2. fU #£ U™
Reject; if this query occurs, then M’s guess of
U* at the beginning of this case was incorrect.
RevealSK(U, i):
1. HU=U*or U =U"
Send a RevealSKpak-z4+ (U, ) query to PAK-Z+
simulator Spak-z+ and return the result to A.
2. Otherwise:
Return sk for instance HZU.
Execute(C, 4,5, j):
1. If (C,8) £ (U*,U"™):
M performs Executemppak (C, i, S, j) with all the
values it has and returns the transcript.
2. If (C,S) = (U*,U"™):
M will use the PAK-Z+ simulator Spak-z+ to
obtain a transcript for this query.

(a) Send an Executepak-z+(C,i,S,7) query to
Spak-z+ and receive (C,m, Y, k a,v",s).
Set m «— m - 7.

Set k' € range(Hg).

Extract k as the first component of k.
Extract {aj}ecr, o0+ from the remaining
|I.] — 1 components of k.

Compute {a¢}ocr, ote+-

)
)
)
)
)
) Set ap — a.
)
)
)
)
(

Set vy, «—v".

Compute {s¢}rer, o0+

Set sy« «— s.

Return (C, 1, Y, k, {ac}, {v/'}, K {se}) t

If M is not a valid protocol message in a meaning-
ful sequence, then reject as would be done in MFPAK.

1. If M = (“start”, S) and (U, S) # (U*,U"™):
Perform CLIENTACTIONOyepak and return
(U, m).

2. If M = (“start”, S) and (U, S) = (U*,U"™):

(a) Send a Sendpak-z4(U,i, M) query to
SpAK z+ and receive (U, m).

(b) Set m «—m -

(¢) Return (U, ).

3. f M =(C,m) and (C,U) # (U*,U"™):

Perform SERVERACTIONImppak and return

<Ya k, {(lg}, {UZ/ >

4. IfM (C m) and (C U) = (U*U"™):

Set m «—m-m .
( Send a Sendpak-z+ (U, 4, (C,m)) query to
Spak-z+ and receive (Y, k,a,v")
Extract k as the first component of k.
Extract {aj}ecr, e2e+ from the remaining
|7,| — 1 components of k.

)
)
g Compute {a¢}rcr, o0+
)
)

(c
(d
(
(

e
f) Set ag* — a
(g) Set vjh «—v”
(h) Return (C’,m,Y,IAf, {ac}, {v/'}).
5. If M = (Y,k{ac},{v/}) and (U,U") #

(U*,U"™), where U’ is the partner of U:

Perform CLIENTACTION2mepak  and  return
(K, {s¢})-
6. If M = (Y,k,{a},{v)}) and (U,U') =

(U*,U"™), where U’ is the partner of U:
(a) Verify {vy}rer, o0+
(b) Set &' — klleer, ee- ap-
(c) Send a  Sendpak-z4 (U, i, (Y, k,ap,vj.))
query to Spak-z+ and receive (s).

(d) Set k' € range(Hg) and store.
(e) Compute {s¢}rer, o0+

(f) Set spx « s.

(g) Return (k', {s}).

7. I M = (K',{s¢}) and (U’,
U’ is the partner of U:
Perform SERVERACTION3MEPAK-

8. If M = (K {s¢}) and (U',U) = (U*,U"), where
U’ is the partner of U:

(a) Reject if k" is not the same as the k' gener-
ated in Case 6 above.
(b) Verify {s¢}rer, o0+
(c) Send a Sendpak-z+(U, %, (s¢=)) query to
SPAK-Z+-
Differences from MFPAK simulator. We must now
analyze the differences between a true MFPAK simu-
lator and the view presented to the MFPAK adversary
A by the modifier M.

First we note that the distributions of generated
passwords exactly match the MFPAK specifications.
Furthermore, all the generated passwords exactly
match the PAK-Z+ specifications.

Next, we note that M’s handling of A’s queries
precisely matches what an MFPAK simulator would
do except in a small number of cases. The mes-
sages received from and forwarded from the use of
the PAK-Z+ simulator Spak-z+ can by inspection be
seen to match what the MFPAK simulator would do
because Spak-z+ is using the specially constructed
random oracles H}. The differences between M and
what a true MFPAK simulator would do are as follows:

U) # (U*,U"™), where

e RevealFactor(C,S,¢) when (C,S,¢) =
(U, U™, %), RevealFactorV(S,C,¢)  when
(C’ S, 6) = (U*, U™, ¢*), and Test(U,i) when

The modlﬁer M rejects here, while a true
MFPAK simulator should not. If M correctly
guessed U* and U’* at the beginning of this
case, then none of these queries would occur,
for if one did then the instance in which a Test
query is directed to HZU would not be fresh in
the £*th factor.

e Execute(C,i,S5,5) when (C,S) = (U*,U™),
Send(U,i, M) when M = (Y,k,a,v”) and
(U,U") = (U*,U"™), where U’ is the partner
of U, and Send(U,i, M) when M = (k’,s) and
(U,U") = (U™,U*), where U’ is the partner of
U:

65



CRPIT Volume 105 - Information Security 2010

The modifier M generated a random value &’
for this instance instead of generating k/ =
Hg(sid,0,71,...,7,). Since Hg is a random or-
acle, this substitution is distinguishable by the
adversary A if and only if A queries Hg on the
arguments sid, o, 71,...,7,. But if that occurs,
then A must know 74«. These are the same in-
puts to the H oracle used to compute the ses-
sion key in the PAK-Z+ simulation Spak-z4, so
the same adversary could distinguish the output
of Testpak-z+ (U™, 1) received from Spak-z+. The
latter event corresponds to the event Succ%ﬁ‘f(_z T
and so the substitution is distinguishable with
probability at most Pr(Succipy-z: (A)).

Let Dist |GuessCS be the event that the simulation
M is distinguishable from a real MFPAK simulator
from A’s perspective given that the modifier correctly
guessed U* and U™ at the beginning of this case.
Then Pr(Dist;|GuessCS) < 3Pr(Succ‘E>§?<_z+(A)) by
the argument above.

Result for case 1. Let U* € Clients, U'™* € Servers
and let E; be the event that neither

RevealFactormepax (U™, U™, £%) nor
RevealFactorVuepak (U™, U™, £*) occurs. The in-
stance involving U*, U’ in Spak-z+ is fresh if and
only if the corresponding instance in M is fresh in
the £*th factor. Thus, if event E; occurs and event
GuessCS occurs, then, whenever A wins against M,
A* wins against Spak-z4+, except with probability at
most Pr(Dist;|GuessCS). Therefore,

Pr (Succzj\l,‘f'fé(t, Gses Gex> Gro) |E1, GuessCS)
<Pr (SUCCgl/ﬁ(_er (t/7 Gses Qex Q:o)) ,

where Q:o < n(Qro + 2 + 6¢ex + 4(]se>7 t <t+ n(Qro +
l)texp + Qex(gtexp + ‘Lz'tsig) + QSe(2ntexp + |Ia|tsig)a and
z = min{gse + Gex, |Clients| - |Servers|}. Moreover,

’Pr (Succf\‘,,kFe,;ffK (t, gse, Gex; Gro) |E1, GuessCS)

—Pr (Succjl\lff_fé(t, Gses Jex> Gro) |E1, GuessCS) ’
< Pr(Dist; |GuessCS) .

Combining these two expressions yields the following
result:

Lemma A.1 Let U* € Clients, U'* € Servers, and
suppose that neither

RevealFactormepak (U™, U™, £*) nor
RevealFactorVpepak (U, U*, £*)  occurs (which is
event Ey ). Then

Pr (Succﬁ%.?ﬁ&i(t, Gse, Gexs Gro) | E1 GuessCS)
< 4Pr (SUCC%IX?—ZJr (t/a Jses Gexs (#o)) )

where Q:o < n(Qro + 2 + 6qex + 4QSe); t<t+ n(Qro +
1)texp + qex(3texp + |Ia|tsig) + QSe(Qntexp + |Ia|tsig)> and
z = min{¢se + ¢ex, |Clients| - |Servers|}, and a similar

: s2c-fe
bound exists for Advyirpak -

A.3 Remaining cases

The remaining cases are as follows:
2. Asymmetric factor uncompromised, U* €
Servers: no RevealFactoryepak (U™, U™, £*) query.
3. Symmetric factor uncompromised, U* € Clients:
no RevealFactormepak (U*, U™, £*) query.
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4. Symmetric factor uncompromised, U* € Servers:
no RevealFactormepak (U™, U™, £*) query.

The proofs for each of these cases proceed in an
analogous manner. For case 2, the modifier simulates
an MFPAK system to the adversary using an underly-
ing PAK-Z+ system and assuring that the underlying
system remains fresh. For cases 3 and 4, the modifier
simulates an MFPAK system to the adversary using an
underlying PAK system and assuring that it remains
fresh.

The details for these three cases appear in the full
version of the paper (Stebila et al. 2009).

A.4 Overall result

By combining cases 1 and 2, we can obtain a result for
instances that are fresh in the £*th factor when that
factor is asymmetric, and by combining cases 3 and 4
we can obtain a result for instances that are fresh in
the £*th factor when that factor is symmetric.

For the ake-f¢ advantage for an asymmetric factor,
we have

Pr (Succ‘f\‘ﬂk,?;fAZK(t,qse, ex q,o)) < |Clients| - |Servers|
-8 Pr (Succpar-z+ (', Gses Gexs Gro)) 5

where ¢ < t 4+ n(gro + L)texp + Gex(3texp + |1altsi) +
Gse(3texp + [ Laltsig)s Gro < 1(Gro + 2 + 6gex + 5gse), and
z = max{gse + gex, |Clients| - |Servers|}.

For the ake-f¢ advantage for a symmetric factor,
we have

Pr (SuccﬁﬂkfﬁfAZK(t,qse, ex q,o)) < |Clients| - |Servers|
-2Pr (SUCCPAK (t//a Gse) Gex qig)) )

where qnié < (20 + 1+ 42 + 6qex + 5gse), ' <t +
Z|Ia ‘tGen + (qro + ]-)texp + Qex(3texp + |Ia Itsig) +QSe(3texp +
|1.|tsig), and z = max{¢se + gex, |Clients| - |Servers|}.

In each case, a similar bound applies for Advii2ixy.

Substituting the security statements for PAK
(MacKenzie 2002, Thm. 6.9) and PAK-Z4 (Gentry
et al. 2005, Thm. 5.1) and simplifying the expres-
sions, we obtain the following theorem describing the
security of MFPAK:

Theorem A.2 Let G be a finite cyclic group gener-
ated by g and let S be a signature scheme with secu-
rity parameter k. Let A be an adversary that runs
in time t and makes at most gse and qex queries of
type Send and Execute, respectively, and at most gy
queries to the random oracle. Let beo = 1 if A makes
a RevealFactorV(-, -, ) query to a server, and 0 other-
wise. Then MFPAK is a secure multi-factor password-
authenticated key exchange protocol, with

166((1_bco)QSe+bco(Iro)

|Passwords? | te
Adyakete (A) < if the Lth factor is symmetric,
VMFPAK > 4 4 o
|Passwords? | ’

if the Lth factor is asymmetric,

where € = 8q5eAdeGd§ ', q?)+ 6gseSuccs (', gse) +

s(qseﬂ“)l(g"’Jrq“Jrqe*) and § = |Clients|-|Servers|, fort’ =

t+ (2lLa] +8(qf6 + algse + [ Talgex) ) texps dro = 12(2410 +
4z 4 6qex + 5gse), and z = max{gse + Gex, |Clients| -
|Servers|}; a similar bound exists for Adviitag (A).
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Abstract

To date, most applications of algebraic analysis and
attacks on stream ciphers are on those based on lin-
ear feedback shift registers (LFSRs). In this paper, we
extend algebraic analysis to non-LFSR based stream
ciphers. Specifically, we perform an algebraic analysis
on the RC4 family of stream ciphers, an example of
stream ciphers based on dynamic tables, and inves-
tigate its implications to potential algebraic attacks
on the cipher. This is, to our knowledge, the first pa-
per that evaluates the security of RC4 against alge-
braic attacks through providing a full set of equations
that describe the complex word manipulations in the
system. For an arbitrary word size, we derive alge-
braic representations for the three main operations
used in RC4, namely state extraction, word addition
and state permutation. Equations relating the inter-
nal states and keystream of RC4 are then obtained
from each component of the cipher based on these al-
gebraic representations, and analysed in terms of their
contributions to the security of RC4 against algebraic
attacks. Interestingly, it is shown that each of the
three main operations contained in the components
has its own unique algebraic properties, and when
their respective equations are combined, the resulting
system becomes infeasible to solve. This results in a
high level of security being achieved by RC4 against
algebraic attacks. On the other hand, the removal of
an operation from the cipher could compromise this
security. Experiments on reduced versions of RC4
have been performed, which confirms the validity of
our algebraic analysis and the conclusion that the full
RC4 stream cipher seems to be immune to algebraic
attacks at present.

1 Introduction

Algebraic attacks on stream ciphers, introduced by
Courtois & Meier (2003) and Courtois (2004), are at-
tacks in which the keystream is used to construct a
system of multivariate polynomial equations with the
keys or initial states of the stream ciphers as variables.
Solving the system of equations amounts to recover-
ing the keys or initial states. This method of attack
was initially applied to block ciphers and public key
cryptosystems (Courtois 2001, Courtois & Pieprzyk
2002). Algebraic analysis has been demonstrated at
times to be a very useful tool for stream ciphers based
on linear feedback shift registers (LFSRs). Several
well known LFSR-based stream ciphers have fallen to

Copyright (©2010, Australian Computer Society, Inc. This pa-
per appeared at the Australasian Information Security Con-
ference (AISC2010), Brisbane, Australia. Conferences in Re-
search and Practice in Information Technology (CRPIT), Vol.
103, Colin Boyd and Willy Susilo, Ed. Reproduction for aca-
demic, not-for profit purposes permitted provided this text is
included.

algebraic attacks (Al-Hinai et al. 2006, Armknecht &
Krause 2003, Cho & Pieprzyk 2004, Courtois 2004,
2003, Courtois & Meier 2003, Wong et al. 2006). It is
therefore appropriate to extend algebraic analysis to
other well-known ciphers that are not based on LF-
SRs, in order to evaluate the possibility of successful
algebraic attacks on them. This is the primary aim
of this paper.

In this paper, we perform an algebraic analysis
of the RC4 family of stream ciphers (Schneier 1996),
which is a word-based stream cipher based on dy-
namic tables. We show how valid algebraic relations
among the internal states of the cipher are obtained,
in order to form a full system of equations describing
the cipher. We then investigate the equations and
evaluate the resistance of RC4 to algebraic attacks.
To the best of our knowledge, this is the first paper
on a full algebraic analysis of RC4. The types and
number of equations generated from the cipher are
discussed, and can be used as a guide for the level
of security of RC4 against algebraic attacks, both at
present and for future reference, as solution meth-
ods for large equation systems may become more ef-
ficient over time. The methods of analysis and re-
sults presented here could also be extended to RC4
variants, such as RC4A (Paul & Preneel 2004) and
VMPC (Zoltak 2004).

To date, RC4 remains a widely used stream cipher
in network and wireless applications, as well as in
many commercial products. It is a word-based stream
cipher, whose simple and elegant design by Rivest
in 1987 had been kept secret until 1994. After the
specification of the RC4 was revealed, the cipher be-
came the target for cryptanalysis. The first published
cryptanalysis of RC4 was by Goli¢ (1997), followed by
a number of interesting ones (Knudsen et al. 1998,
Fluhrer & McGrew 2000, Mantin & Shamir 2001,
Paul & Preneel 2003, 2004). Weaknesses identified in
the RC4 cipher have motivated the proposal of several
strengthened versions of RC4, such as RC4A (Paul
& Preneel 2004). Other researchers were inspired
by the design of the cipher and proposed stream ci-
phers based on the design of RC4 such as the 32 and
64-bit RC4 (Gong et al. 2005) and VMPC (Zoltak
2004). However, distinguishing attacks have since
been shown to be effective on both the original and
strengthened proposals of RC4 and on new RC4 vari-
ants (Maximov 2005, Tsunoo et al. 2005). Cryptanal-
ysis of RC4 remains an active topic with recent devel-
opments in improved state and key recovery attacks
(Biham & Carmeli 2008, Maximov & Khovratovich
2008, Basu et al. 2009).

In order to provide an algebraic analysis of the
RC4 stream cipher, we first show how algebraic re-
lationships can be obtained for the operations within
the cipher. The three main operations used in RC4,
namely word addition, state extraction and state per-
mutation will be analysed. Algebraic representations
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for each of these three operations will be derived, and
some of their properties will be discussed. Then, we
convert these operations into valid expressions relat-
ing the internal states and keystream, and construct
a system of polynomial equations from them. The
solution of the system would amount to the recovery
of the initial states. We analyse how each of the op-
erations contribute to the number of equations gener-
ated, their respective degrees and form. We arrive at
an observation that these three main operations con-
tributes uniquely to the system of equations derived
from the RC4 stream cipher, which give a high level
of resistance to algebraic attacks only when combined
into one cipher.

The paper is organised as follows. Section 2 pro-
vides a description of RC4. In section 3, we show how
algebraic relations for the operations involved in RC4
can be obtained. In section 4, we construct equations
that relate the initial states to the keystream for RC4.
Section 5 provides a summary and analysis of the re-
sults, which are then used to determine the security
of RC4 against algebraic attacks. Section 6 gives an
account on actual attempts of algebraic attacks on
the cipher using the methods presented. Section 7
concludes the paper.

2 Description of RC4

The RC4 family of stream ciphers is a word-based
stream cipher, which has a very large internal state
space compared to the key size. For a word size of n
bits, it consists of a permutation table of 2" words and
two pointers ¢, j of one word each. The total internal
state space of RC4 is therefore of size log,(27!(27)?)
bits. For the common implementation with n = §,
this is approximately 1700 bits. Two algorithms gov-
ern the RC4 stream cipher, namely the key scheduling
algorithm (KSA) and the pseudo-random generation
algorithm (PRGA). In the KSA, a secret key & is used
to load and mix the internal states .S; of the regis-
ter S, resulting in S having some permutation of the
2™ possible n-bit words. The PRGA then proceeds
to generate keystream using the states obtained from
the KSA. The KSA and PRGA for RC4 are shown in
Figure 1. The operations described in the pseudocode
are wordwise and the keystream output is denoted by
z.

KSA(k)
fori=0to2" -1
Si — 1
j<0
fori=0to2" —1
j<—7+5;+k; mod?2"
Swap(SZaS])
return S

PRGA(S)
10
Jj0
loop
i+—1i+1 mod 2"
j—j+5; mod 2"
Z Ssi+sj
output z

Figure 1: The KSA of RC4 (top), The PRNG of RC4
(bottom).

During the KSA, the identity permutation
(0,1,...,2" — 1) is loaded into the register S. The
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secret key k is then used to initialize S to a random
permutation by shuffling the words in S according to
the KSA. Once the KSA is complete, the cipher is
ready for keystream generation. The PRGA is used
to produce pseudo-random keystream words derived
from the permutations in S. Each iteration of the
PRGA loop produces one output word z, which con-
stitutes n bits of keystream. In this paper, we con-
sider the cipher from the start of the PRGA, to arrive
at an initial state recovery algebraic analysis and at-
tack, where the initial state is the permutation in S
at that time.

3 Algebraic Analysis of RC4

The RC4 stream cipher of word size n uses one regis-
ter S of length 2™ — 1 with an n-bit word representing
each state of S. Commonly, RC4 is used with n = 8.
However, we will present an algebraic analysis that is
applicable for arbitrary n. Before key initialisation,
the states of S are set such that

S=(0,1,...,2" —1).

The cipher then initialises according to the KSA,
which depends on the key &k used. After the KSA, the
register S arrives at its intitial state S°, such that
SO = (J:(),xh ce ,Z‘Qn_l),
where x; are n-bit words represented as elements in
Z,/2™Z. Throughout this paper, we utilise the canoni-
cal isomorphism between the residue class ring Z/2"Z
representing integers modulo 2" and the product ring
5 representing the bit strings of those integers, so
that all equations describing RC4 are generated as
polynomials with coefficients in Fo, with the word
variables in Z/2"Z also split into bit variables in Fs.
From here onwards, for u € Z/2"Z and 0 < b <n-—1,
let ugy € Fo be the b-th least significant bit (LSB)
of u € Z/2"Z, and u = (u(gy, u(1),-- -, Umn-1)) € Fy
be the binary vector representing u. Additionally, to
denote the b-th least significant bit of a state k of
register S, we use the notation Sy, (). While the ring
Z/2™Z or the extension field Fon are possible candi-
dates for this algebraic analysis, we have chosen not to
use them due to their associated cumbersome repre-
sentations and manipulations, compared to the much
simpler arithmetic in Fy. In addition, there exists
some technical difficulties for using these structures,
as will be explained in the successive sections. We

now derive the algebraic expressions of operations in-
volved in RCA4.

3.1 State Extraction

The value of one state S; in the register S at position
1 is at times needed. As i is considered unknown, it
is not possible to simply represent it as S; in an alge-
braic analysis. Instead, we must derive an algebraic
expression that extracts the correct word in S for any
possible value of i. This state extraction operation
is algebraically equivalent to evaluating the piecewise
expression

So, 1=0

S, i=1

i
i on
SQn_l, 1=2 71,

where S and 7 can be unknown. This expression can
be split into n independent expressions, one for each
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bit S; ;) of S;, where 0 < b < 1. Each of these ex-

pressions is dependent on all bits i), (1), -, i(n-1)
of 4, such that

SO,(b)v i= (Oa 07 .- 70)

NROT i=(0,0,...,1)
Si0) = , 0<b<n-1

S?"—l,(b)7 i= (151771)

Since the variables are in 5, the piecewise expression
for each bit can then be arranged analogously as a
boolean expression and written as

2" -1 n—1
Sigy =Y <5u,<b> 1 Gy +uey + 1)> :

u=0 b=0

Here, the expression in the brackets is one when ¢ = u
and zero otherwise, resulting in the correct bits of .S;
being evaluated. If we instead use the residue class
ring Z/2"Z to describe state extraction operation, it
is not possible to convert the piecewise expression into
a single algebraic expression, since we are not able
to find a function that gives a nonzero value for the
correct index ¢ and give zeros for the other indices.
Therefore, this operation has prevented us from using
word-based algebraic analysis in Z/2"Z. The above
expression is ordered by S, with polynomials in i) as
coefficients. This can be rewritten to order by degrees
of monomials in i) with Sy as coefficients as

2" -1 [n—1
S(b):Z He(f)<ZSk(b)<
e=0 f=0

He (i) + 1) +1>>>

Consider a bit position S; ;) throughout the entire

register. Due to the fact that S is a permutation of its
initial states, the values of that position must contain
an equal number of zeros and ones, which means that

21
> Siw =0,
k=0

Therefore, the expressions for state extraction can be
reduced to

0<b<n-—1.

2" -2 2" —1
Si,(b) = Z H Z€<f) (Z Sk,(b) <
e=0 k=1

He (i) + 1) +1>>>

This removes the degree n+1 terms in the expression,
and we are left with expressions of maximum degree
n for the state extraction of S;. For example, with
n = 2 the expression is
Si(b) = 1(0)4(1)50,(6) T 4(0)(1)S1,(b)

T 4(0) (1) S2,(6) + 1(0)7(1)53,(b)

+(0)50,() + (0)93,(0)

+ i) 51,0 1+ i1)93,) + 3,0)

= 1(0)S0,(b) + %(0)S3,(b)

+ i) S1,0) T i) 93,0) + 53,0
since Sp + 51 + S2 + 53 = 0. The expression for .S; ;)
is therefore of degree 2.

3.2 Word Addition

The addition operation in RC4 is defined as word ad-
dition modulo 2", which we denote as +9», as op-
posed to +, which is understood as addition modulo
2 throughout this paper, unless otherwise indicated.
To obtain the equivalent operations using bit values
in [Fo, we use the additive group isomorphism between
Z/2"7Z and F% induced by addition on the binary dig-
its of integers modulo 2". Let u,v,w € Z/2"Z such
that
U +2on UV = W.

The equivalent addition over the binary digits in Iy
is defined as

ut+v= (U(o),U(l), R ,U(n,l))
+ (v(0), V()5 - -+ V(n—1))
= (w(o), ’LU(l), R ,w(n,l))
= W’

where w;) satisfies

b—1 b—1
wey =Y (U(W(k) IT (e + Um))
k=0

l=k+1

+ Uw) + V), 0<b<n-—1.

With this definition, we obtain have the additive
group isomorphism

W) = (u+2n v)() = Up) + Vp)-

This amounts to degree n + 1 expressions in the bit
variables for addition. It can be seen that these ex-
pressions are independent of n. If we were to obtain
the algebraic expressions for word addition in the ex-
tension field Fs», we would have to extract the in-
dividual carry bits using, for example, trace maps.
This procedure is quite complex and will most likely
yield high degree equations. Therefore, we have de-
cided against using Fon for this algebraic analysis.
The first few expressions in increasing bit significance
are as follows.

W(o) = U(0) t Y(0);
W(1) = U(0)V(0) T U(1) + V(1)
W(2) = U(1)U(0)Y(0) t V(1)%(0)Y(0);
+umva) +u@e) + @),
W(3) = U(1)U(2)U(0)V(0) T U(1)V(2)U(0)V(0);
+ U(2) (1) U(0)V(0) T V(1)V(2)%(0)Y(0)>
T u)ue)va) +u)va)ve),
+ w2)V(2) + U(3) + V(3)-

3.3 State Permutation

Swapping states 4,7 in S can be algebraically de-
scribed as the action of a permutation matrix M on
S. Given i, j, the entries m, s of M are constructed
as follows.

e A diagonal entry m, , is set if i = j or both 7 # r
and j # r,

e An off-diagonal entry m, . is set if {4, j} = {r, s}.

Using the above rules, the appropriate boolean func-
tion used by each entry m,. s of M in the bits i(;), j)
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could be created, in a similar way as the state extrac-
tion operation. The diagonal entries can be expressed
as

n—1
My = H(()ﬂ p)+1)+ <1+H ) +7¢ )+1)>
b=0
n—1
x (1 + [[ G + 7w + 1))
b=0
n—1 n—1
+ H(i(b) —‘rj(b) + 1) <1 + H(’i(b) + e+ 1)>
b=0 b=0
n—1
X (1 + H(j(b) + 7@y + 1)> )
b=0
The off-diagonal entries can be expressed as
n—1 n—1
mes = [[ G +re + 1D [[Ge + 50 +1)
b=0 b=0
n—1 n—1
+ [T Gw + 50+ TGy + 7@y + 1) = mar
b=0 b=0

The resulting matrix M is always symmetric. For
example, the permutation matrix with n = 2 is

mp,0 ™Mo,1 Mo,2 ™M0,3

M = mop,1 Mia Mi2 M13
mg2 Mi2 M22 M23 |’
mo,3 M13 M22 M33

with entries

mo,0 = t(0)i(1) + J(0)J)
+ i) T i) + o) tiw T 1
mo,1 = Lo)in)J) T i) I0)Ja) T i)t T i0)da)
+iwdo) i) +i0) + o)
mi,1 = o)) T J0)Ja) i) + o) + 1
= 1(0)4(1)J(0) T L0)J0)I1) T L)) T i)
+iwdo) i) i) i),
mi2 = i0)i(1)Jo) T i)in)Ia) +i0)J©)J)
i) +i0)iw T iwio)
oyt I tia) +ia + 1
mo,3 = 1(0)i(1)J0) + L0)inI) T i0)I0)J0)
Ti1)J0)I@) T o)) T I0)J0):
mi3 = 40)4(1)J(0) T E(0)7(0)J (1)
ma2,3 = i0)i1)J 1) +41)J(©0)J (1)
m3,3 = i0)i(1) +J)ia) + 1.

3
I

mo o =

The entries of M have maximum degree n+ 1. In the
following section, we will show how these algebraic
representations can be used to describe RC4 in an
algebraic attack.

4 Equation Generation

In this section, we present techniques of equation gen-
eration for RC4. By introducing variables at each step
of the algorithm, we can keep the equations generated
to be of relatively low degrees, which could reduce so-
lution time of the final system of equations. Where
possible, we also show low degree multiples of the
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equations generated, which could be used to blmphfy
the system further (Courtois 2003). Let S?,i', % be
the values of S,i,j respectively at the end of clock
t, where t > 0. We then have S°,4°, j° representing
the initial states of 5,14, j respectively. The relations
among these internal states of RC4 and the keystream
can then be expressed as follows.

it =i 4o 1 (pointer increment),

jt =71 490 SI71 (pointer addition),

St _ Stfl (
(

state permuation),

=St Sttan St keystream generation).

Each operation shown above will be algebraically
analysed below.

4.1 Pointer Increment

In the first step, ¢ is incremented by one. This addi-
tion is represented by

ifo) = i) + 1,

b—1
-t _ t—1 t—1
ity =ity + [T i

k=0

1<b<n-1.

Since it is known that i{© = 0, the values of it are
actually known for all ¢ > 0. Therefore, no equations
are needed to describe this step.

4.2 Pointer Addition

The contents of S; are then extracted, which gives
on_
Siv) = Z (St () H iy + ke + 1))
0<b<n-1.

From the analysis in section 3.1, this can be expressed

as
i,(k) (

n—1
H e(g) (i) +1) + 1) )) .
g=0

The addition for j is then given as follows.

2" -1 [n—1 2" —1
sto- 3 (1144 (X

e=0 f=0

3oy = J(o) + i)

b—1 b—1
. 4—1 t—1
iy = (J(m Stay IT Gt + Sf,(lﬂ)
k=0 I1=k+1
il Sy, 1<b<n—1

This gives n equations of maximum degree n with n
variables representing jo), j(1),- - -, J(n—1) introduced
at each clock. It is possible to move all terms to the
left hand side and multiply the resulting expression

by (i) + D(S{ Ly, + 1) to obtain

Gony + DS oy + DG+ Siw +i) =0.

This would yield equations of maximum degree 3 for
the this word addition operation.
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4.3 State Permutation

The new pointers i, j* are then used for state permu-
tation in register S. Similar to the derivation before,
the diagonal entries of the permutation matrix M are
given by

n—1 n—1
m, = H(ifbﬁjfb)*l)*(l + [T Gk +rt) + 1)>

b=0
n—1
X (1 + [T Gy + o) + 1))
b=0
n—1 n—1
+ [ Glyy + 36y + 1) <1 + [ Glyy + 7y + 1))

b=0 b=0

n—1

b=0

The off-diagonal entries are given by

n—1 n—1

my = H (i{py + (5 + 1) H(jfb) + 50 +1)
b=0 b=0
n—1 n—1
b=0 b=0

It can be observed that multiplying each entry m, s
of the permutation matrix M by

n—1 n—1
= (z z) (zm) +zs@).
b=0 b=0

b=0

gives a low degree multiple of the original expression
of the entry, which is of maximum degree 3. In order
to incorporate o into our equations, we can relabel
and multiply each entry of M to obtain the degree
3 expressions om,. 5. The number of equations intro-
duced as a result would be 2771(2" — 1), since M is
symmetric. An additional 2™ — 1 linear expressions
are required for the row sums of the matrix i.e. the
new states of register S. This method would be quite
uneconomical for an algebraic attack. Alternatively,
let

mo,o0 mo,1 mo,2n—1
mo,1 min miyon—1
M = i ,
mo,2n—1 Mi2n—1 -+ Man_12n_1
t t . t
So. o So,(n-1)
t t t
gt — 1,(0) 1,(1) 1,(n—1)
t t t
52"71,(0) 52n71,(1) 52"71,(7171)

The permutation action can then be described as the
multiplication

St = MS‘ L.
Hence, we have

2" —1
Sf,(b) = Z mb,kS,t;(Il)), 0<i<2™—1,
k=0

where the m,, , are the matrix entries of M. An ex-
amination into the equations generated reveals that
the equations can be simplified. Since i¢ is known, the

off- dlagonal ones can only appear at rows 7' and col-
umn i* in M, which means that the other off-diagonal
entries of M are known to be zero. In particular, for
each bit 0 < b <n —1, we have

2n—1
gt — Zmkai(}, r=4t
o R=0 t—1
mb’iSiIb) + mb’TSri(b), r # i.

These equations are of degree n+ 1. When r = i, the
expression S’ ®) is of the form

n 2" —1

=11t >_ Sty ta=a,
k=0

b=0

t
Sr,(b)

where a is of degree n — 1. As discussed in Section
3.1, the first term is zero, and we equations are then of
degree n—1. Overall, the state permutation operation
results in n2™ equations of maximum degree n+1 with
n2™ variables representing values in the permutation
matrices M introduced at each clock. When r # i, it
is possible to move all terms to the left hand side and
obtain the equation

t—1 t—1 t—1
(S7.) + 0,65 () + 0,8, 7)) (i ) + Sy +1) = 0.
This gives equations of degree 3. This alternative ap-
proach avoids relabelling of matrix entries, at the cost
of having more high degree equations in the system.

4.4 Keystream Generation

Finally, state extraction is used twice to obtain a
keystream word at each clock. Let r! be the index
of the state from which the keystream output is to be
taken. Then,

2" 1 n—1
Ty = Sty T Shm = D <5k,(b> [1GG, +k<b>)>
k=0 b=0
2" —1

+ Z <Sk b)H ](b + k) )

The keystream z! is then given by extracting state rt
of register S. Thus,

2" —1 n—1
Zfb) = St b) = Z <5k,(b) H(rfb) + u(b))> )

k=0 b=0

This amounts to 2n equatlons of degree n with n vari-
ables representing T(o)» T(1) . (n 1 introduced at

t

each clock, since z' is assumed to be known.

4.5 Additional Equations

As discussed in Section 3.1, each bit position of the
register S must sum to zero, that is,

2" —1

Z Sk, ) = 0,
k=0

This provides n additional linear equations at each
clock with no extra variables introduced.

0<b<n-1.
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Operation e v | dy ds
Pointer Increment for ¢ 0 0 0 0
Pointer Addition for j n n 3 n
State Permutation n2" [ n2" | 3 | n+1
Keystream Generation | 2n | 2n | n n
Additional Equations n 0 1 1

Table 1: Summary of Equations Generated for RCA4.
For each clock, e is the number of equations gener-
ated, v is the number of variables introduced to the
system, and dy,ds are the maximum degrees of the
equations with and without introducing low degree
multiples, respectively.

5 Discussion

Based on the results from the previous sections, the
number of equations generated at each clock for each
operation is summarised in Table 1. From these re-
sults, we present an analysis of the RC4 cipher against
algebraic attacks.

5.1 RC4 as an Algebraic Cipher

From the cipher description, one would normally ex-
pect the high nonlinearity of RC4 to arise from the
state permutation operation. However, if low degree
multiples are taken into account, it has been shown
from the above analysis that the high nonlinearity is
caused by state extraction, since there seems to be no
low degree equations that can describe the operation
in terms of the internal states. The state permuta-
tion, on the other hand, makes a primary contribution
to the number of equations generated from the cipher.
This is because it is the only operation that affects ev-
ery state of the register, rather than just certain words
or bits in the cipher. Not apparent from Table 1 is
the important role of word addition with its effect of
the carry bits. This operation relates all bits in each
word of the internal states, and yields a system of
equations that cannot be separated into smaller ones.
If word addition is not present, the system could be
split into n independent ones for each bit position,
which can be solved independently. This can dra-
matically reduce the time complexity of an algebraic
attack. It is quite interesting to see that each of the
three main operations involved in the RC4 stream ci-
pher has its own role in providing the overall security
of the cipher when realised from an algebraic point
of view, particularly since algebraic attacks had not
yet appeared in their current form at the time when
RC4 was designed. Together, the three operations in
RC4 yield a strong algebraic system, and forms the
basis of the resistance of the cipher against algebraic
attacks.

5.2 Implications for RC4-Like Ciphers

Similar observations would be expected to arise if the
same method of algebraic analysis is used on RC4
variants such as RC4A (Paul & Preneel 2004) and
VMPC (Zoltak 2004), due to the similarities of their
components. We also note that the algebraic prop-
erties of the three operations discussed above could
form a sound set of design criteria for potential ci-
phers of this type. Specifically, in order to provide
resistance to algebraic attacks, the cipher should con-
tain components whose operations consist of some
that translate to a large number of equations, some
to equations of high degree, and some to equations
that would make the whole system inseparable. An
important point to note from the algebraic analysis of
RC4 is that these algebraic properties need not come
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from the same component. This is useful because
components that satisfy more properties may contain
operations that are more complicated and hence less
efficient. Security against algebraic attacks need not
be sacrificed for efficiency if careful tradeoffs are made
between the number of components and their alge-
braic properties.

5.3 Algebraic Attacks on RC4

From the equation analysis, we obtain n2" + 3n equa-
tions in n2"™ + 3n variables at each clock of the ci-
pher. With a register size of 2™ words, there are n2"
additional initial state variables, but there are also
n(2" +1) additional equations. Since each clock gives
n bits of output, we require keystream from at least
2™ clocks before a unique solution could be obtained.
In fact, if no low degree multiples are used, we only re-
quire this amount of clocks to generate an overdefined
system with a unique solution. In total, there would
be 2" (n2™ +3n) equations in 2" (n2" +3n+n(2" +1))
variables. For the common 8-bit RC4 cipher, this
gives a system of 534536 equations of maximum de-
gree 9 in 532480 variables. These equations are very
sparse, as each variable is only related to those at
the immediately preceding, current, and immediately
succeeding clocks. If low degree multiples are used,
the numbers of equations and variables may rise if
dependencies are found among the equations. More
information and experimental results on solving equa-
tions without low degree multiples will be presented
in Section 6.

The purpose of this paper is not to propose an al-
gebraic attack, but to consider the impact of applying
algebraic analysis techniques to non-algebraically ori-
ented stream ciphers. As such, we do not provide a
measure of the absolute or relative effectiveness of an
algebraic attack against the RC4 stream cipher and
its variants. Therefore, no comparisons are drawn
against existing attacks, and we do not claim any ad-
vantages or disadvantages of this method over any
existing ones. Sound complexity analyses on alge-
braic attacks are often difficult to reach due to their
reliance on algorithms for solving large sparse multi-
variate systems of equations of varying forms, which
in turn belongs to an area whose theory is yet to
be fully developed and documented. Nevertheless,
recent progress suggests that by implementing spe-
cialised routines to target equations generated from
particular ciphers, one can improve the efficiency of
equation solution greatly. These include the use of
Grobner basis (Courtois & Patarin 2003) and the
Boolean Satisfiability (SAT) (Courtois & Bard 2007)
algorithms. As the research on algebraic attacks pro-
gresses it is quite reasonable to believe that equation
solution techniques will continue to improve in the
foreseeable future. Therefore, it is important to dis-
cuss methods of generating systems of equations to
describe ciphers, so that the feasibility of solution to
these system and in turn the security of these respec-
tive ciphers can be constantly monitored into the fu-
ture.

6 Experiments

Actual equation generation and solution attempts
were made to verify the validity of the analysis and
the feasibility of a successful attack on RC4. Ta-
ble 2 shows the number of equations and variables
that would be generated for the cipher with different
word sizes. Our experiments were carried out using
Magma 2.14 (Bosma et al. 1997) running on one 64-
bit 1.6GHz Itanium 2 processor core on an SGI Altix
4700 supercomputer with 198 GB of shared memory.



Proc. 8th Australasian Information Security Conference (AISC 2010), Brisbane, Australia

Number of | Number of | Maximum
" | Variables Equations Degree
2 64 74 3
3 288 315 4
4 1280 1348 5
5 5760 5925 6
6 26112 26502 7
7 118272 119175 8
8 532480 534536 9

Table 2: Summary of Equations Generated for RC4

The full sets of equations for 2 < n < 3 have been
successfully generated without low degree multiples,
and their structures are in agreement with the anal-
ysis presented in Section 4. Using its Grobner bases
package in Fo, equations for n = 2 could be efficiently
solved using 4 bits of keystream generated from a ran-
domly chosen initial state. After more than 200 so-
lution trials with keystream generated from random
initial states, all of them returned a unique solution
between 5.0 and 5.3 seconds. However, a few solu-
tion trials have been run with equations generated
for n = 3, and were not successful after 48 hours of
computation time each. Further investigation would
be required to determine if it is infeasible to com-
pute a solution using Groébner basis techniques, or
that the long computation time is caused by software
restrictions. Nevertheless, based on the results of the
experiment, we are quite confident in concluding that
the full version of RC4 with n = 8 is most likely im-
mune from algebraic attacks. This is based on the fact
that methods for solving polynomial equations, such
as Grobner bases techniques, have time complexity
exponential in the maximum degree of the equations
(Becker & Weispfenning 1993). From our analysis in
Section 4 and Table 2, it can be observed that the
maximum degree of equations of RC4 rises linearly
with the word size, so the time complexity would be-
come infeasibly large very quickly.

7 Conclusion

This paper presents the first algebraic analysis of a
non-LFSR based stream cipher, the RC4 family of
stream ciphers. A method was shown for obtain-
ing relationships between the internal states and the
keystream of the word-based stream cipher. The state
extraction, word addition, and state permutation op-
erations were represented in terms of algebraic rela-
tions. These were used to form systems of equations
describing the full keystream generation stage of the
cipher. From these equations, we observed that hav-
ing state extractions yields a system of high degree,
having word addition makes the equation system in-
separable, and state permutation is the main source
of equations. Together, these operations constitute
a strong systems of equations, in the sense that it
would be infeasible to solve using currently known
techniques. However, if any of these components are
compromised, the strength of the system and in turn
the security of RC4 against algebraic attacks would
likely be reduced. It is interesting to arrive at this ob-
servation, given that the design of RC4 predates the
introduction of algebraic attacks. Finally, our exper-
imental results with reduced versions of RC4 suggest
that the full RC4 is most likely immune from alge-
braic attacks at present. Further investigation into
the cryptographic properties of RC4 is warranted for
potential improvements on this first attempt at an
algebraic analysis of the cipher. The findings of the
algebraic properties of word-based operations in this
paper could also be used as a reference for the design

of future ciphers that make use of similar components.
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Abstract

We show how to construct a certificateless key agree-
ment protocol from the certificateless key encapsula-
tion mechanism introduced by Lippold et al. (2009q)
in ICISC 2009 using the Boyd et al. (2008) proto-
col from ACISP 2008. We introduce the Canetti-
Krawczyk (CK) model for certificateless cryptogra-
phy, give security notions for Type I and Type II ad-
versaries in the CK model, and highlight the differ-
ences to the existing e2CK model discussed by Lip-
pold et al. (2009b). The resulting CK model is more
relaxed thus giving more power to the adversary than
the original CK model.

Keywords: key agreement, key exchange, key encap-
sulation mechanism, certificateless, standard model,
Diffie-Hellman

1 Introduction

CERTIFICATELESS ENCRYPTION introduced by Al-
Riyami & Paterson (2003) is a variant of identity
based encryption that limits the key escrow capabili-
ties of the key generation centre (KGC), which are in-
herent in identity based encryption Boneh & Franklin
(2003). Dent (2008) published a survey of more than
twenty certificateless encryption schemes that focuses
on the different security models and the efficiency of
the respective schemes. In certificateless cryptogra-
phy schemes, there are three secrets per party:

1. The key issued by the key generation centre
(Dent (2008) calls it “partial private key”). We
assume in the following that this key is ID-based,
although it does not necessarily have to be ID-
based.

2. The user generated private key x;p (Dent calls
it “secret value”).

3. The ephemeral value chosen randomly for each
protocol run.

KEY AGREEMENT SCHEMES provide an efficient
means for two parties to communicate over an ad-
versarial controlled channel. An overview of almost
twenty identity based key agreement protocols has
been compiled by Chen et al. (2007); they also pro-
vide security proofs for two of the surveyed proto-
cols. Many ID-based schemes guarantee full privacy

*Research funded by the Australian Research Council through
Discovery Project DP0666065
Copyright (©2010, Australian Computer Society, Inc. This pa-
per appeared at the Australasian Information Security Con-
ference (AISC2010), Brisbane, Australia. Conferences in Re-
search and Practice in Information Technology (CRPIT), Vol.
105, Colin Boyd and Willy Susilo, Ed. Reproduction for aca-
demic, not-for profit purposes permitted provided this text is
included.

for both parties as long as the key generation cen-
tre (KGC) does not learn any of the ephemeral se-
crets used in computing the session key. But as
Krawczyk (2005) points out, the leakage of ephemeral
keys should not be neglected as they are usually pre-
computed and not stored in secure memory. In the
context of identity based key agreement protocols,
this means that as soon as the ephemeral key of either
party leaks, a malicious KGC is able to compute the
session key.

AN OVERVIEW OF CURRENT CERTIFICATELESS
KEY AGREEMENT SCHEMES has been compiled by
Swanson (2008). Certificateless key agreement
schemes attempt to provide full privacy even if the
ephemeral secrets of the parties leak to the key gen-
eration centre or if the key generation centre actively
interferes with the messages that are exchanged (e.g.
does a man-in-the-middle attack). The first certifi-
cateless key agreement scheme with a proof of security
was recently published by Lippold et al. (20095) in the
random oracle model (ROM). Lippold et al. (2009b)
describe why it is hard to construct and prove cer-
tificateless key agreement schemes. The scheme they
propose is computationally very expensive and in the
random oracle model. They leave the construction of
an efficient protocol and the construction of a stan-
dard model secure protocol as open questions. In this
paper, we would like to answer these two open prob-
lems. In ACISP 2008, Boyd et al. (2008) showed how
to construct identity based (ID) and public key based
(PK) authenticated key agreement (AKE) from key
encapsulation mechanisms (KEM) secure in the re-
spective model. In this paper, we extend the model
to certificateless key encapsulation mechanisms (CL-
KEM) and show how to construct an efficient CL-
AKE secure in the standard model from the CL-KEM
scheme in the standard model recently published by
Lippold et al. (2009a).

THE SECURITY MODEL in this paper is a new de-
velopment of the e?CK security model defined by
Lippold et al. (2009b) and the Canetti & Krawczyk
(2001) security model. We extend the Canetti and
Krawcyk (CK) model in Section 3 on page 3 to al-
low partial corruption of the long term secrets. We
provide a meaningful merge between the e?CK and
the CK models for certificateless encryption that is
strong enough to realistically model an adversary
against the protocol and is at the same time flexible
enough to allow a simple construction of a certificate-
less key agreement protocol in the standard model.
The model is more relaxed due to the fact that we
also allow partial corruption of parties. A certificate-
less key agreement protocol in this model is secure
even if one party is fully corrupted and one party is
partially corrupted. Additionally, we define the no-
tion of weak Type I and weak Type II CK adversaries
for certificateless key agreement. Type I adversaries
model an outsider adversary that does not know the
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master secret key of the KGC; Type II adversaries
model insider adversaries that possess the master se-
cret key of the KGC. These definitions correspond to
the weak Type I and weak Type II adversary def-
initions for certificateless encryption given by Dent
(2008).

THE MAIN CONTRIBUTIONS of this paper are:

e First efficient provably secure protocol for certifi-
cateless key exchange in the standard model.

e New enhanced security model for certificateless
key exchange based on the well-known Canetti-
Krawczyk model, giving more power to the ad-
versary.

e New definition of weak Type I and weak Type
II certificateless adversaries in the Canetti-
Krawczyk model.

2 Definitions

Def. 1 Min-entropy Gennaro et al. (2004)
Let x be a probability distribution over A. The min-
entropy of x is the value

min-ent(x) = min

T€A:Pry [x];ﬁ()(_ 10g2 (P;(I‘[aj])) (1)

If x has min-entropy ¢, then for all z € A : Pr,[z] <

27t

Def. 2 Strong randomness extractor Nisan &

Zuckerman (1996)

A family of efficiently computable hash functions H =
hy : 0,1} — {0,1}*|x € {0,1}7} is called a strong
m, €)-randomness extractor, if for any random vari-

able X over {0,1}" that has min-entropy at least m,

if K is chosen uniformly at random from {0,1}¢, and

R is chosen uniformly at random from {0,1}*, the
two distributions (k, h(X)) and (k, R) have statisti-
cal distance €, that is

% S Prh(X) =] -PrR=2a]l=¢ (2)

z€{0,1}F

Def. 3 Pseudorandom Function Family (PRF)
Let F = {fs}ses be a family of functions for security
parameter k € N and with seed s € S = S(k). Let C
be an adversary that is given oracle access to either f

for s EKora truly random function with the same
domain and range as the functions in F. F is said
to be pseudorandom if C'’s advantage in distinguish-
ing whether it has access to a random member of F
or a truly random function is negligible in k, for all
polynomial-time adversaries C. That is,

AdvEEM (k) = | Pr[cF0(1%) = 1] "
3
= Pr[CRomd0) (k) = 1]
s negligible in k.

Def. 4 Decisional Diffie-Hellman (DDH)
Let F be a cyclic group of order p' generated by an
element f. Consider the set F* = F x F x F and the
following two probability distributions over it:

Re = {(f% f2 f) s (abe) S 2} (4)

and
DHr = {(f* /*, 1) : (a,b) £ 2} (5)
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We say the Decisional Diffie-Hellman Assumption
holds over F = (f) if the two distributions Ry and
DHpr are indistinguishable by all polynomial-time ad-
versaries D. More precisely, for k = |p/|

Advih (k) = | Pr[D(1*, p) = 1]p & DHp)
~Pi[D(1*,p) = 1|p & Ry]

Def. 5 CL-KEM

A certificateless key encapsulation mechanism (CL-
KEM) £ = (Setup, KeyDer, UserKeyGen, Enc, Dec)
consists of five polynomial-time algorithms:

Setup (mpk,msk) & Setup(1%) Given the security
parameter k € IN, the Setup algorithm returns a
master public key mpk, and a master secret key
msk.

KeyDer dpp & KeyDer(mpk, msk, D) generates an
ID-based private key dip from the master secret
key msk for identity 1D.

UserKeyGen (zp,Oip) & UserKeyGen(mpk, ID)
generates a user secret key xip and a user cer-
tificateless public key Bip form the master public
key and the identity.

Enc (C,K) & Enc(mpk,ID, Bip) generates the key
K, and the certificateless key encapsulation C of
K.

Dec K & Dec(dip, zip, C) extracts the key K from
the certificateless encapsulation C using the ID-
based private key dip and the user secret key x\p.

This definition of a CL-KEM is based on the defini-
tion given in Lippold et al. (2009a).

Def. 6 CL-KEM Security
In a CL-KEM environment, the adversary has access
to the following oracles:

Reveal master key: The adversary is given access
to the master secret key.

Reveal ID-based key(ID): The adversary extracts
the ID-based private key of party 1D.

Get user public key(ID): The adversary obtains
the certificateless public key for ID. If the cer-
tificateless key for the identity has not yet been
generated, it is generated with the user key gen
algorithm.

Replace public key(ID, pk): Party ID’s certificate-
less public key is replaced with pk chosen by the
adversary. All communication (encryption, en-
capsulation) for Party |D will use the new public

key.

Reveal secret value(ID): The adversary extracts
the secret value x\p that corresponds to the certifi-
cateless public key for party |D. If the adversary
issued a replace public key query for ID before,
1 is returned.

Decapsulate(ID, C): The adversary learns the de-
capsulation of C under |D or L if C is invalid or
if the adversary replaced the public key of ID.

Decapsulate(ID, C, x): The adversary learns the de-
capsulation of C under ID using the secret value
x. The special symbol L will be returned if C is
inwvalid.



Proc. 8th Australasian Information Security Conference (AISC 2010), Brisbane, Australia

Get challenge key encapsulation(ID*): The ad-
versary requests a challenge key encapsulation
and thus marks the transition from Oracles; to
Oraclesy in Fxperiment 7. The simulator re-
turns a challenge key encapsulation as described
i Erperiment 7.

The security of a CL-KEM scheme & = (Setup,
KeyDer, UserKeyGen, Enc, Dec) is defined by the fol-
lowing experiment:

Exp. Chall.g " emcco (k) .
(mpk, msk) & cL-kEM Setup(k)
(ID*, state) <& MOTa<les1( find mpk)
K: & k(0 k1) & CL-KEM Enc(pk, D)
v & {01} K = KZ

o & pOracles: (guess, K*,C* state)
Return v ==~/

(7)

The advantage an adversary M has against a CL-
KEM scheme is therefore expressed by

Adv{EREM () = ‘Pr [Exp. Chall. ¢ (k)]
1 /2‘

For a Type 1 adversary M, Oracles; and
Oraclesy mean access to all oracles listed above with
the following limitations:

1. No reveal master key queries.

2. C* must not be submitted to a decapsulate oracle
under ID*.

3. Not both (reveal secret value OR replace public
key) AND reveal ID-based key oracles may be

asked for ID*.

For a Type 2 adversary M, Oracles; and
Oraclesy are subject to the following limitations:

1. Oracles; and Oraclesy now includes reveal
master key as allowed query,

2. C* must not be submitted to a decapsulate oracle
under ID*.

3. reveal secret value must never be asked for ID*,

4. Oracles; must not include replace public key for
ID*.
This definition stems from (Lippold et al. 2009,
Section 3.3)

Def. 7 Weak Perfect Forward Secrecy (wPFS)
A key-exchange protocol provides weak PFS (wPFS) of
an attacker M cannot distinguish from random a key
of any session for which the session and its matching
session are clean' even if M has learned the private
keys of both peers to the session (Krawczyk 2005, Def-
ingtion 22)

Def. 8 Key Compromise Impersonation (KCI)
We say that a KE-attacker M that has learned the

private key of party A succeeds in a Key-compromise

impersonation (KCI) attack against A if M is able to
distinguish from random the session key of a complete
session at A for which the session peer is uncorrupted

and the session and its matching session (if it exists)
are clean (Krawczyk 2005, Definition 20).

'Roughly speaking clean is the same as fresh in Definition 9.

3 Formal definition of the security model

We want to use the Protocol by Boyd et al. (2008)
to construct a certificateless key agreement in the
standard model. Current existing security definitions
for key agreement protocols were defined by Swanson
(2008) in the e?CK model and later improved by Lip-
pold et al. (2009b). However, the protocol by Boyd
et al. (2008) is proven in the Canetti-Krawczyk model.
We continue to list the two security models and then
discuss the major differences.

3.1 The e2CK model

Lippold et al. (2009b) strengthened the e?CK security
model for certificateless key exchange that was intro-
duced by Swanson (2008). We recapitulate the model
here briefly.

Let U = {Us,...U,} be a set of parties. The pro-
tocol may be run between any two of these parties.
For each party there exists an identity based public
key that can be derived from its identifier. There is a
key generation centre that issues identity based pri-
vate keys to the parties through a secure channel. Ad-
ditionally, the parties generate their own secret values
and corresponding certificateless public keys.

The adversary is in control of the network over
which protocol messages are exchanged. Hﬁ, j rep-

resents the ' protocol session which runs at party
1 with intended partner party j. Additionally, the
adversary is allowed to replace certificateless public
keys that are used to compute the session key. The
adversary does not have to disclose the private key
matching the replaced certificateless public key to the
respective party.

A session II} ; enters an accepted state when it

computes a session key SKj ;. Note that a session

may terminate without ever entering into an accepted
state. The information of whether a session has ter-
minated with acceptance or without acceptance is as-
sumed to be public. The session IIf ; is assigned a

partner ID pid = (ID;, ID;). The session ID sid of
Hﬁ’j at party ¢ is the transcript of the messages ex-
changed with party j during the session. T'wo sessions
IT; ; and IT¥, are considered matching if they have the
same pid (and sid).

The game runs in two phases. During the first
phase of the game, the adversary M is allowed to
issue the following queries in any order:

Send(II} ;,): If the session II} ; does not exist, it
will be created as initiator at party ¢ if x = A, or
as a responder at party j otherwise. If the par-
ticipating parties have not been initiated before,
the respective private and public keys are cre-
ated. Upon receiving the message x, the protocol
is executed. After party ¢ has sent and received
the last set of messages specified by the proto-
col, it outputs a decision indicating accepting or
rejecting the session. In the case of one-round
protocols, party ¢ behaves as follows:

x = A: Party ¢ generates an ephemeral value and
responds with an outgoing message only.

x # X If party ¢ is a responder, it generates
an ephemeral value for the session and re-
sponds with an outgoing message m and a
decision indicating acceptance or rejection
of the session. If party ¢ as an initiator, it
responds with a decision indicating accept-
ing or rejecting the session.

In this work, we require i # j, i.e. a party will
not run a session with itself.
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Reveal master key The adversary is given access
to the master secret key.

Session key reveal(H; ;) If the session has not ac-

cepted, it returns L, otherwise it reveals the ac-
cepted session key.

Reveal ID-based secret(i): Party i responds with
its ID-based private key, e.g. sHy(ID;).

Reveal secret value(i): Party i responds with its
secret value x; that corresponds to its certificate-
less public key. If ¢ has been asked the replace
public key query before, it responds with L.

Replace public key (i, pk): Party i’s certificateless
public key is replaced with pk chosen by the ad-
versary. Party ¢ will use the new public key for
all communication and computation.

Reveal ephemeral key(l‘[;j): Party ¢ responds
with the ephemeral secret used in session II}

We can group the key reveal queries into three types:
the reveal master key and reveal ID-based secret
queries try to undermine the security of the ID-based
part of the scheme, the reveal secret value and replace
public key queries try to undermine the security of the
public key based part of the scheme, and the reveal
ephemeral key query tries to undermine the security
of one particular session.

We define the state fully corrupt as a session that
was asked all three types of reveal queries: the re-
veal master key or reveal ID-based secret, the reveal
secret value or the replace public key, and the reveal
ephemeral key query.

Once the adversary M decides that the first phase
is over, it starts the second phase by choosing a fresh
session I1} ; and issuing a Test(II} ;) query, where the

fresh session and test query are defined as follows:

Def. 9 Fresh session
A session 1T} ; is fresh if (1) 1I; ; has accepted; (2)

H;j is unopened (not being issued the session key re-

veal query); (3) the session state at neither party par-
ticipating in this session is fully corrupted; (4) there

is no opened session 113, which has a matching con-

versation to TI} ;.

Test(IT; ;) The input session II} ; must be fresh. A

bit b € {0,1} is randomly chosen. If b = 0, the
adversary is given the session key, otherwise it
randomly samples a session key from the distri-
bution of valid session keys and returns it to the
adversary.

After the test(Il} ;) query has been issued, the ad-

versary can continue querying except that the test

session II} ; should remain fresh. We emphasize here

that partial corruption is allowed as this is a bene-
fit of our security model. Additionally, replace public
key queries may be issued to any party after the test
session has been completed.

At the end of the game, the adversary outputs

a guess bfor b. If b =b, we say that the adversary
wins. The adversary’s advantage in winning the game
is defined as

Adv™ (k) = |Pr[M wins] — ;‘
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3.2 The Canetti-Krawczyk model

We give a slightly shortened version of the CK model
used by Boyd et al. (2008) and refer the reader to
the paper for details. In the Canetti-Krawczyk (CK)
model, a protocol 7 is modeled as a collection of n pro-
grams running at different parties P, ..., P,. Each
program is an interactive probabilistic polynomial-
time (PPT) machine. A session is defined as an in-
vocation of 7 at party P;, and every party may have
multiple sessions running concurrently. The commu-
nication network is controlled by the adversary M,
who is also a PPT machine. The adversary controls
the message flow between the parties by activating a
party P;, which may be done in two ways:

1. An establish session (P;, P;, s) request where P;
is another party with whom the session is to be
established, and s is the session ID string which
uniquely identifies a session between the partici-
pants.

2. By means of an incoming message m with a spec-

ified sender P;.

A matching session is defined by having two session
(Pi, Pj,s) and (P}, P}, s') for that P; = P}, P; = P]
and s = s’. s is defined by the concatenation of the
messages exchanged by the respective parties. M can
ask any of the following queries:

corrupt(P;) M learns the long term key of P;.

session-key(P;, P;,s) M learns the session key of an
accepted session for (P;, P;, s) at party P;.

session-state(P;, P;,s) Returns the internal state
information of party P; with respect to session
s with party P; but does not include the long
term key of P;.

session-expiration(P;, P;, s) Erases the session key
form for session s with P; from the internal mem-
ory of P;.

test-session(P;, Pj,s) The challenger B selects a
random bit b. If b = 1, then the correct session
key is returned. Otherwise, a randomly chosen
key from the probability distribution of the key
space of the protocol is returned. This query
may only be asked to a session that is not ex-
posed, where an exposed session is defined as a
session that has been asked either

e a session-state or session-key reveal query
to this session or the matching session, or

e a corrupt query to either partner before the
session expires at that partner.

3.3 Comparison of the two models

Although the send query in the e?CK model roughly
corresponds to the activation in the CK model, there
are some subtle differences in the security models that
we try to sort out in the following.

The CK model used by Boyd et al. (2008) does not
consider partial corruption of the long term secret, as
Boyd et al. only consider cases where a party has
only one long term secret. On the contrary, in the
e?CK model used by Lippold et al. (2009b), each party
has two long-term secrets which may be corrupted
“individually”.

Furthermore, Boyd et al. (2008) do not allow the
adversary only to extract the randomness used in a
specific run of the protocol, i.e. they do not allow
ephemeral key reveal queries.
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On the other hand, Boyd et al. allow state re-
veal queries in addition to the session-key reveal query
that both models allow, but both queries are not al-
lowed for the test session.

For the following, we propose the following mean-
ingful mapping from one model to the other:

e Instead of using ephemeral key reveal, we allow
session state reveal queries. We note that session
state reveal queries must not target the test ses-
sion, so they are of limited use to the adversary.
Our goal in this paper is to extend the KEM-
KEM-AKE construction by Boyd et al. (2008) to
the certificateless case. As the proofs for KEM
schemes do not allow the adversary to extract the
randomness used during the key encapsulation
(which would be the equivalent to an ephemeral
key), ephemeral key reveal queries cannot be al-
lowed in a protocol that uses a KEM as a building
block for any other scheme. KEM schemes would
be trivial to break if any adversary was allowed
to recover the randomness used in the challenge

query.

e However, we allow the adversary to corrupt the
long term secrets of a party “individually”. On
the one hand this allows for Type II certificate-
less adversaries that correspond to a key genera-
tion centre for the ID-based scheme as described
in Section 3.4, on the other hand we give more
power to the adversary as the protocol must still
be secure even if one party is fully corrupted and
the other party is partially corrupted.

3.4 Adversaries against weakly CK-secure
certificateless key agreement schemes

Both Swanson (2008) and Lippold et al. (2009b) give
only definitions for adversaries in the e?CK model.
We give the first security definitions for an adver-
sary in the Canetti-Krawczyk (CK) model against a
weakly secure certificateless key agreement protocol.
The Type I adversary models an outsider adversary
that may corrupt parties but may not learn the mas-
ter secret key of the key generation centre (KGC).
The Type II adversary reflects a malicious but hon-
est KGC.

Def. 10 Weak Type I CK-secure key agree-
ment scheme

A certificateless key agreement scheme is Weak Type I
CK-secure if every probabilistic, polynomial-time ad-
versary M has negligible advantage in winning the
game described in Section 3 on page 3 subject to the
following constraints.

o M may corrupt at most two long-term secrets
of one party involved in the test session, and one
long-term secret of the other party involved in the
test session.

o M is allowed to replace public keys of any party;
however, this counts as the corruption of one se-
cret.

o M may not reveal the secret value of any identity
for which it has replaced the certificateless public
key.

o M is not allowed to ask session key reveal queries
for session keys computed by identities where M
replaced the identity’s public key.

o M is allowed to replace public keys of any party
after the test query has been issued.

e M is not allowed to ask session state reveal
queries for sessions at identities where M re-
placed the identity’s public key.

o M s not allowed to ask session state reveal
queries for the test session or the matching ses-
sion to the test session.

e M is not allowed to ask ephemeral key reveal
queries.

Def. 11 Weak Type II CK-secure key agree-
ment scheme

A certificateless key agreement scheme is Weak Type
II CK-secure if every probabilistic, polynomial-time
adversary M has negligible advantage in winning the
game described in Section 3 on page 3 subject to the
following constraints.

o M is given the master secret key s at the start
of the game.

o M may corrupt at most one user secret key of
the parties participating in the test session.

e M is allowed to replace the certificateless pub-
lic key of any party; however, this counts as the
corruption of a user secret key.

o M may not reveal the secret value of any identity
for which it has replaced the certificateless public
key.

o M is not allowed to ask session key reveal queries
for session keys computed by identities where the
identity’s public key was replaced.

M is allowed to replace public keys of any party
after the test query has been issued.

e M is not allowed to ask session state reveal
queries for sessions at identities where M re-
placed the identity’s public key.

e M is not allowed to as session state reveal
queries for the test session or the matching ses-
ston to the test session.

e M is not allowed to ask ephemeral key reveal
queries.

4 The Boyd et al. Protocol with a CL-KEM

We recall the generic AKE protocol constructions
from KEM schemes by Boyd et al. (2008) from
ACISP’08. The first scheme does not offer weak per-
fect forward secrecy (wPFS) as described in Defini-
tion 7 on page 3 but offers key compromise imperson-
ation (KCI) resistance as described in Definition 8 on
page 3. It is shown in Table 1 on the following page.
The second scheme adds an additional Diffie-Hellman
to the first protocol and then achieves both weak per-
fect forward secrecy and KCI resistance. The proto-
col is shown in Table 2 on the next page. Boyd et al.
(2008) prove these protocols secure even if the long
term secret of one party is known to the adversary.
We use these protocols to construct a weakly CK-
secure certificateless key agreement scheme in the
standard model, by replacing the KEM scheme in the
Boyd et al. (2008) construction with the certificate-
less KEM (CL-KEM) scheme recently proposed by
Lippold et al. (2009a). Constructing a certificateless
key agreement scheme in the standard model is an
open problem considered by Lippold et al. (2009b).
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A

(Ca, K'y) & enc(pk,Dp)

K = dec(pk,dip,,Cp)
K = Exct,(K'); K% = Exct(Kj)
s = A[|[C4||B||CB
Kj= EXCtKX (s) @ EXCtKg (s)
Erase all state except (K4, s)

B

(Cp, KJy) & enc(pk, 1D 4)

(Ky = dec(pk, dip,, Ca))
K1Y, = Exct,(Kp); Kt = Exct,,(K))
s = A||Cal[B||CB
Kp = Exctgy (s) @ Exctgr (s)
Erase all state except (Kpg,.5)

Table 1: Boyd et al. (2008) Protocol 1

A
ya & LYo = fua
(Ca, K7y) & enc(pk, D)

B
YB & Z,;Yp = fUB
(Cp, KJy) & enc(pk, 1D 4)

A,Ca,Ya
L

B,Cp,YEB
BB

Kl = dec(pk,dip,,Cg)
K| = Exct, (K',); K% = Exct,(K%)
K” = Exct, Y3*

s = AlCAYAI B 51V
K4 = Expdy () & Expd gy (s)
SExpdgy (s)

Erase all state except (K4, s)

(K,/LX = dec(pk, dlDBaCA))
K, = Exct, (K%); K" = Excty(K,)
K” = Exct,, Y B
5= A||CA||YAHB||CBHYB
Kp = Expdgr (s) © Expdg (s)
GExpdgr (s)
Erase all state except (Kpg,.5)

Table 2: Boyd et al. (2008) Protocol 2

In Table 1 and Table 2, the following notations are
used:

o {Expdi()}kev, : {0,1}% — U, is a pseudoran-
dom function family as in Definition 3 on page 2.

e Exct,() : K — Uy is a randomly chosen strong
(m, €)-randomness extractor as in Definition 2 on
page 2 for appropriate m and e.

® Nome 1S the total number of sessions / oracles
created by the adversary against the protocol.

) % is the maximum probability that C; = Cs
where (Cy, K7) & enc(pk, D) and (Cs, Ks) &
enc(pk, ID) for any identity ID.

5 Proving the derived protocol secure

Lippold et al. (2009b) point out that a “natural” com-
bination of an ID-based key agreement protocol (ID-
AKE) and a public key based key agreement proto-
col (PK-AKE) does not give full security in the CL-
AKE setting. In the e2CK model described by Lip-
pold et al. (2009b) there are three secrets per party
of which the adversary may corrupt any two to gain
an advantage in breaking the CL-AKE protocol. The
adversary may choose the secrets in its favour: by cor-
rupting the ID-based secrets at party one an the PK
secret at the other party, and the ephemeral secrets at
both parties, both protocols are broken although each
party still holds one uncompromised secret. We in-
vestigate if a CL-AKE from a CL-KEM plugged into
the KEM-KEM construction by Boyd et al. (2008)
provides reasonable security.

Obviously, as Protocol 1 from Boyd et al. (2008)
does not achieve weak forward secrecy, the security of
the protocol relies on the long-term keys of the respec-
tive parties. Thus, this type of protocol will not give
resistance if all four long term secrets of both parties
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are compromised. We now turn to the security proof
for the protocol in the reconsidered security model
explained in Section 3.3 on page 4 and Section 3.4 on
the previous page.

We follow the proof given in Boyd et al. (2008)
closely and will only list the changes that are needed
to prove the scheme secure against a certificateless
adversary. Recall that the weak certificateless adver-
sary may not ask session key or session state reveal
queries for sessions at a party where the adversary re-
placed that party’s certificateless public key nor may
these queries be asked for the test session.

We give some intuition why the proof for the Boyd
et al. (2008) protocol does still hold in the reconsid-
ered security model from section 3.3 on page 4 and
section 3.4 on the previous page. In a CL-KEM set-
ting, there are only two secrets per party considered,
as a KEM is a “receive only” protocol. The ephemeral
secret used to construct the message is never disclosed
to the adversary in a KEM protocol. The security of
the KEM holds in the certificateless case if a party has
at least one uncompromised secret, i.e. an uncom-
promised ID-based key or an uncompromised user se-
cret key. Consider the CL-KEM-KEM-AKE setting,
where the test session runs between party A with ID-
based private key d 4 and user secret key z 4 and party
B with ID-based private key dp and user secret key
xp. There are now essentially three cases to distin-
guish:

1. A weak Type I CK-adversary M that corrupts
both long-term secrets d4 and x 4 of party A and
one long-term secret of party B. In this case the
security of the KEM at party B guarantees the
security of the protocol.

2. A weak Type I CK-adversary M that corrupts
only one long-term secret of party A but both
long-term secrets dg, xp of party B. In this case
the security of the KEM at party A guarantees
the security of the protocol.
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3. The case where the CK-adversary corrupts all
long-term keys da,xa,dp,xp of the respective
parties. In this case Protocol 1 is broken, but
Protocol 2 is still secure due to the additional
Diffie-Hellman.

For Protocol 1 we propose the following theorem
similar to Boyd et al. (2008):

Theorem 1 Let B be any adversary against Proto-
col 1. Then the advantage of B against the SK-
security (with partial WES and KCI resistance) of
Protocol 1 1s:

2
AdvsBk (k) < no;ac o (AdvglzKEM-CCA(k)_i_

€+ Advl;jga’“‘(k))

The proof in Appendix A on the following page for
Protocol 1 works for the cases 1 and 2 above and is
very similar to the proof in Boyd et al. (2008). All
games in the proof were left as in the original pa-
per, only Game 3 was modified. In the certificate-
less setting, besides fully corrupting party A in case
one, the adversary is also allowed to partially cor-
rupt party B. In case two similarly the adversary is
allowed to fully corrupt party B and partially cor-
rupt party A. However, in both cases the CL-KEM
scheme for the partially corrupted party (B in case 1
and A in case 2) is still secure, as by definition CL-
KEM schemes tolerate partial corruption. Boyd et al.
(2008) use any successful adversary against the KEM-
KEM-AKE construction as an adversary against the
KEM scheme in Game 3 of their proof. This proof
technique carries through to the certificateless case
in our modified security model as all oracle queries
that the adversary may ask can still be answered by
the challenger as described in Game 3 of Boyd et al.
(2008).

For Protocol 2 on the previous page we have the
following theorem in analogy to Boyd et al. (2008):

Theorem 2 Let B be any adversary against Proto-
col 2. Then the advantage of B against the SK-
security (with WFS and KCI resistance) of Protocol 2
is:

Advy (k) <
max (2n§raCAdv%‘%(k) + 2¢

+2AdvVY k),
2
no];ac F 2orae ( A dng:L{KEM—CCA( k)

Fet Advl}jgand(k))) .

As Boyd et al. (2008) do not alter Game 3 in their
proof of Protocol 2 with respect to the proof of Pro-
tocol 1, the proof carries through o the CL-KEM case
as well. We included their proof in Appendix B.

6 Conclusion

We give the first construction of an efficient certifi-
cateless key agreement scheme proven secure in the
standard model. We use the existing KEM-KEM con-
struction by Boyd et al. (2008) from ACISP 2008 to
construct our scheme. We review existing security
notions for certificateless key exchange and propose
the new notion of Canetti-Krawczyk security for cer-
tificateless key agreement. We show that the KEM-
KEM construction by Boyd et al. (2008) holds also
for certificateless KEM schemes in the new certifi-
cateless Canetti-Krawczyk security model for certifi-
cateless key agreement.
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A Proof of Theorem 1

We now proceed to prove Theorem 1. The proof has
two parts; the first part proves the security of Pro-
tocol 1 proves the security of Protocol 2 when the
partner to the test session is not corrupted. The sec-
ond part proves the security of Protocol 1 when the
partner to the test session is corrupted (in this case,
we require the test session to have a matching session
by the time B finishes). Remember that we are only
considering partial forward secrecy, and therefore B
does not corrupt both the owner of the test session
and the corresponding partner.

Throughout the proof, we call each session to be
activated at a party an oracle. We denote the oracles
with which B interacts II%, where X is the name of a
party and 7 is the number of the oracle. We number
the oracles such that II% is the i*! oracle created by

B out of all oracles created by B (i.e. if II% and II},
are two oracles, then ¢ = j implies X =Y). Also, for
any party, X, the identity of that party is denoted
ex. We consider the following series of games with

B.

A.1 Case 1: Partner to the test-session is not

corrupted

In this case, the partner to the test session is either
not corrupted or only partially corrupted, and the
owner of the test session may be fully corrupted, ei-
ther prior to the session (as in a KCI attack), or af-
ter the session expires (as in a forward secrecy at-
tack). This part of the proof uses the following series
of games with B.

Game 0. This game is the same as a real interaction
with the protocol. A random bit b is chosen, and
when b = 0, the real key is returned in answer to the
test session query, otherwise a random key from Us
is returned.

Game 1. This game is the same as the previous one,
except that if two different sessions output exactly the
same message and have the same intended partner,
the protocol halts.

Game 2. This game is the same as the previous one,
except that before the adversary begins, a random

value m & {1,2,...,norac} is chosen. We call the

m*™ oracle to be activated the target oracle. If the
target oracle is not the test oracle, the protocol halts
and B fails and outputs a random bit. We denote the
input message to the target oracle with C', the corre-
sponding output message with C*, the target oracle’s
owner with 7" and the target oracle’s intended partner
with T*. Note that there may not be a matching test
session activated at 1.

Game 3. In this game, a random value K'* is chosen.
Whenever C* is used as input to an oracle owned
by T*, the calculation of the key is modified so that
K’ is used in place of dec(pk,dr~,C*); the message
output by this oracle is calculated as usual. Similarly,
K™ is used instead of K’. in the calculation of the
session key by T

The rest of the Game 3 is the same as Game 2. If
b =1, a random key from Us is returned. Otherwise,
K'’* is used in the computation of the test session as
described above.

Game 4. This game is the same as the previous one,

except that a random value K''* & U, is chosen and
the use of Exct(K'*) is replaced with K'*.
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Game 5. This game is the same as the previous one,
except that whenever the value Expd.. (s') for any
s’ would be used in generating keys, a random value
from U, is used instead (the same random value is
used for the same value of s’; a different random value
is chosen for different s').

A.2 Analysis of Games 0 to 2:

Let psameMsg be the probability of two or more ses-
sions outputting the same message. We have

2
orac

1- PsameMsg >1- b.

Then

2
[Prlog] — Prlon]| < = (8)

when 1 > Zerse=l 5

This can be used to bound 7y as follows:

|2 Prlog] — 1 (9)

Pl - 5| ) 10

T0 —

< 2 <Pr[00} — Prloy]| +

n2
< 70;0 + 7 (11)

In Game 2, the probability of the protocol halting
due to an incorrect choice of m is 1 — 130' Whether

Nor.
or not an abortion would occur in this game could be
detected in the previous game if it also chose m in the
same way. Therefore, we may use Dent’s gamehop-
ping technique as described in Dent (2006) to find:

1
To = T1 =
Norac

(12)

NoracT2 = T1

and (11) gives
< n(Q)raC

< = (13)

T0 + NoracT2

A.3 Analysis of Game 3:

We now construct adversary A against the security
of the CL-KEM, using B. A is constructed such that
when it receives the real key for the CL-KEM scheme,
the view of B is the same as in Game 2, but if A re-
ceives a random CL-KEM key, the view of B is the
same as in Game 3. Then, by the security of the
CL-KEM scheme, we can claim these games are in-
distinguishable.

To begin, A is given the master public key pk. A
passes this value as well as the description of Exct(),
its key x and {Expdy (-)}xcp, to B. Recall that A

has access to the corresponding oracles (’)KeyDer(-) and
Odec('a )

A runs as described in Game 2, except that when
the target session is activated, A outputs ep« as the
identity on which it wants to be tested. A receives
a ciphertext C* for T* and key K'*, which may
be the decryption of C* or may be a random CL-
KEM key, each with equal probability. A then uses
C* as the output of the target session, modifies the
calculation of keys so that K'* is used in place of
dec(pk, KeyDer(pk, a, er=), C*), and uses K" instead
of K} to find the answer to the test session query
when b = 0.

All legitimate queries made by B can still be an-
swered by A using its oracles in as follows.
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e A corrupt query on some identity ex may be
answered with Okeyper(€x)-

e A partial corrupt query can be made by on the
partner to the test session, T*. This query can
be answered with Okeyper(1) for either the cer-
tificateless secret value or the ID-based private
key but not both, as these queries are allowed in
a certificateless KEM.

¢ A must maintain the session state of each oracle
so that it may be returned in answer to session
state reveal queries (session state reveal is not al-
lowed on the test session or its matching session).

e Any message Cx to any party (including 7%)
with identity ex may be decrypted using
Odec(ex, Cx) to generate keys for reveal session
key queries and the test query. Any party other
than T* can be decrypted with the private key
that A generated for that party. A message M
to T* may be decrypted using Ogec.

When B halts and outputs its bit ¥, A halts and
outputs 1 — . The probability that A is correct is
Pr[os] when K'* is the real key for the CL-KEM mes-
sage, and 1 — Pr[o3] when K’* is not the key for the
CL-KEM message. We can then find that:

AdVgE&KEM_CCA(kZ) _ (14)

‘2(%(131‘[0'2] +1-— Pr[03])) - 1’ (15)

= Pr[os] — Pr{o3] (16)

Ty = |2 PI‘[O’Q} — 1‘ (17)
< |2Pr[og] — 2Pr[os]| + |2 Pr[os] — 1| (18)

7 < 2AdvEPMOOA (k) 4 (19)

A.4 Analysis of Game 4

We now consider an adversary, D, against the secu-
rity of the randomness extraction function. This ad-
versary runs a copy of B and interacts with B in such
a manner that it is the same as when B interacts with
either Game 3 or 4. D receives a key x for the ran-
domness extraction function and a value R; such that

either Ry = Exct(X) for some X S kor Ry & U,. D
sets x to be the public parameter used to key the ran-
domness extraction function, and chooses the other
public parameters according to the protocol. D runs
as described for Game 4, except that D uses R; in
place of K”*. When B outputs it guess of the bit b, D
outputs that Ry = Exct(X) for some X if B is correct,

and D outputs that Ry & U; otherwise. The proba-

bility that D is correct is 3 (Pr[os] + 1 — Prloy]). By
the security of the randomness extraction function,

we have:

e > |2Pr[D correct] — 1| (20)
= |Prfos] — Pr[oy4]| (21)
= [2Prlos] — 1] (22)
< |2Pr[os] — 2Pr{o4]| + |2Pr[os] — 1| (23)

< 247y (24)

A.5 Analysis of Game 5

Now, we consider another adversary, D’, this time
against the randomness expansion (or pseudorandom)
function family {Expdg(-)}keuv,. We define D’ to
run a copy of B, and to interact with B in such a

manner that it is the same as when B interacts with
with either Game 4 or 5. D’ receives the definition
of the function family {Expdy (-)}keu,, and an ora-
cle O(-) which is either Expdy(-) for some value of
K unknown to D’ or a truly random function. D’
runs a copy of the protocol for B in the same way
as described for Game 4, except that whenever the
value Expd - (s") for any s’ would be used in gen-
erating keys, D’ uses the value O(s’) instead. When
B outputs it guess of the bit b, D’ outputs that its
oracle is a member of the given function family if B
is correct, and D’ outputs that its oracle is a truly
random function otherwise. The probability that D’
is correct is 1 (Pr[o4] + 1 — Pr[os]). By the security
of the randomness expansion function we have:

AdVI]’_-TCrand(k) > [2Pr[D’ correct] — 1| (25)

= |Pr[o4] — Prlos]| (26)

74 = |2Prloy] —1] (27)
< |2Pr[o4] — 2Pr[os]| + |2Pr[os] — 1| (28)

< 2Adv5{éand(k’) + 75 (29)

In Game 5, let us denote the key returned in the
test session query with Ry & Expd e, (s') when b = 0,
and Ry when b = 1, where R; and R, are chosen
uniformly at random from Us. Now, Ry is chosen
independently of all other values in the protocol, so B
can gain no information about Ry directly; 5 can only
gain information about R by determining whether
b =0or b = 1. Furthermore, when b = 0, unless
B can gain some information about R;, the response
to the test session query also looks random and is
therefore indistinguishable from the case when b = 1.

To gain information about R; from a source other
than the test session query response, B must obtain
the key of a session that has also used R; in the gener-
ation of its key. Now, if R; is used in the generation
of a session’s key, then that session must have had
the same session identifier, and hence exchanged the
same messages as the test session. Therefore, the ses-
sion is either owned by 7™ with intended partner T'
and received C* as part of its input or is owned by
T with intended partner T* and had C* as part of
its output. However, such a session owned by T will
match the test session and so not be subject to re-
veal key queries. Hence, B can gain no information
about R;, and so B can gain no information about b
in Game 5, and therefore

T5 = 0
Combining the results in equations (13), (19), (24)

and (29) we conclude:

2
o < no(;ac T 2gra (Advg’Ij‘iKEM-CCA(k) Te "
+Adv5’;g‘°‘“d(k))

A.6 Case 2: Partner to the test session is
corrupted

Recall that we only consider partial weak forward se-
crecy for Protocol 1. Consequently we require that

1. the owner of the test session may only be par-
tially corrupted by the adversary,

2. the adversary be passive in the protocol corre-
sponding to the test session; that is there exists
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a matching session to the test session at the in-
tended partner by the time that the test session
query is issued by the adversary; and

3. the partner to the test session be fully corrupted
only after the matching session expires.

For this part of the proof we set up the following
series of 6 games with B. Game 0 and 1 are the same
as in Case 1. Game 2 and 3 are analogous to Game 2
and 3 in Case 1 except that now our target oracle is
the partner to the test session, and it is its input to
the session key that is substituted by a random value.
Game 4 and 5, which are used to prove the security of
the session key derivation mechanism via randomness
extraction and expansion also remain essentially the
same.

Game 0. This game is the same as a real interaction
with the protocol. A random bit b is chosen, and
when b = 0, the real key is returned in answer to the
test session query, otherwise a random key from Us
is returned.

Game 1. This game is the same as the previous one,
except that if two different sessions output exactly the
same message and have the same intended partner,
the protocol halts.

Game 2. This game is the same as the previous one,
except that before the adversary begins, a random

value m & {1,2,...,norac} is chosen. We call the
m*™ oracle to be activated the target oracle. If the
target oracle is not the partner to the test oracle, the
protocol halts and B fails and outputs a random bit.
We denote the input message to the target oracle with
C*, the corresponding output message with C, the
target oracle’s owner with 7" and the target oracle’s
intended partner with 7T'.

Game 3. In this game, a random value K’ & K is

chosen. Further a bit ¢ €g {0, 1} is chosen as a guess
as to whether B fully corrupts T or T*. Whenever C' is
used as input to an oracle owned by 7', the calculation
of the key is modified so that K’ is used in place of
dec(pk,dr,C); the message output by this oracle is
calculated as usual. Similarly, K’ is used instead of
K. in the calculation of the session key by T*.
The rest of the Game 3 is the same as Game 2. If
b =1, a random key from Us is returned. Otherwise,
K’ is used in the computation of the test session as
described above.

Game 4. This game is the same as the previous one,

except that a random value K" & U, is chosen and
the use of Exct(K') is replaced with K”.

Game 5. This game is the same as the previous one,
except that whenever the value Expdg. (s') for any
s’ would be used in generating keys, a random value
from Us is used instead (the same random value is
used for the same value of s'; a different random value
is chosen for different s').

In the analysis that follows, we denote with o) the
event that the adversary is successful in Game i and
with 7/ the corresponding advantage.

A.7 Analysis of Games 0 to 2:

This analysis is the same as the that of Games 0 to 2
in Case 1. Thus,

2

n
7'(/) < %"’nom(ﬂé (31)
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A.8 Analysis of Game 3:

This analysis is very similar to that of Game 3 in Case
1. We construct adversary A against the security of
the CL-KEM, using B. A is given the master public
key pk and passes this value as well as the description
of Exct(:), its key x and {Expdg ()} xcy, to B. A
runs as described in Game 2, except that when the
target oracle is activated, A outputs er as the identity
on which it wants to be tested. A receives a ciphertext
C for T and key K’, which may be the decryption
of C' or may be a random CL-KEM key, each with
equal probability. A then uses C' as the output of the
target oracle (and hence input to the test session).
A modifies the calculation of keys so that K’ is used
in place of dec(pk, KeyDer(pk, «, er), C), and uses K’
instead of K/ to find the answer to the test session
query when b = 0.

All legitimate queries made by B can still be an-
swered by A using its oracles as follows.

e A corrupt query on some identity ex may be
answered with Okeyper(€x)-

e A corrupt query targeting either the certificate-
less secret value or the identity based private key
(but not both) for the owner of the test session
can also be answered with Okeyper(T'). (Recall
that the owner of the test session 7" must not be
fully corrupted).

¢ A must maintain the session state of each oracle
so that it may be returned in answer to session
state reveal queries (session state reveal is not al-
lowed on the test session or its matching session).

e Any message Cx to any party (including T')
with identity ex may be decrypted using
Odec(ex, Cx) to generate keys for reveal session
key queries and the test query.

When B halts and outputs its bit o', A halts and
outputs 1 — ¥'. As in Case 1, the probability that A
is correct is Pr[o}] when K’ is the real key for the
CL-KEM message, and 1 — Pr[o}] when K’ is not the
key for the CL-KEM message. Hence,

7 < 2Adve M)+ (32)

A.9 Analysis of Game 4

This is the same as in Case 1. Thus,
o < 2474 (33)

A.10 Analysis of Game 5

This is the same as in Case 1. Thus,

T < 2AdVR (k) + 7 (34)

A.11 Combining Results

Again using the same reasoning as in Case 1, we con-
clude that 77 = 0, and therefore combining equations
(31), (32), (33) and (34) we have:

2

o(;ac T 2gra (Advg’Ij‘iKEM-CCA(k) Te

n

7'6 <
(35)
+Adv5’;g‘°‘“d(k))

This is the same advantage as in Case 1 and hence
Therorem 1 follows.
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B Proof of Theorem 2:

The security difference between Protocol 1 and 2 is
that the latter provides full WFS, i.e. in addition to
the adversarial capabilities considered in the proof of
Theorem 1, we now allow the adversary to corrupt
both parties to the test session. It is natural then
to consider the proof of Theorem 2 in two parts: the
first part where the adversary does not corrupt both
parties to the test session, and the second part where
it does. Then, the first part is essentially identical to
the proof of Theorem 1. The only difference is that
in the analysis of Game 3 (in both Case 1 and 2)
A needs to simulate the extra Diffie-Hellman values,
which A can easily do for all sessions, including the
test session. (Note that A will always choose at least
one of Y4 or Yg, hence it can always compute K/j ).

We deal now with the second part of the proof,
where the adversary corrupts the two partners to the
test session. Note however that the adversary is re-
stricted to being passive during the protocol run cor-
responding to the test session — a consequence of only
being able to achieve weak forward secrecy in one
round. As we will see below this allows us to inject
a challenge Decisional Diffie-Hellman triplet into the
test session.

The second part of the proof allows any party to
be corrupted. It considers the following four games
with B.

Game 0. This game is the same as a real interaction
with the protocol. A random bit b is chosen, and
when b = 0, the real key is returned in answer to the
test session query, otherwise a random key from Us
is returned.

Game 1. This game is the same as the previous one,
except that before the adversary begins, random val-

ues j,7* & {1,2,...,norac} are chosen. Let T and
T* be the owners of the j® and j**" sessions respec-
tively. If the j*! session at 7" is not the test session or
if the output of the j**™ session at T* is not used as
input to the test session, then the protocol halts and
B fails and outputs a random bit. Furthermore, the
session key of the test session is calculated as usual
except that Exct(h) for h € (f) replaces K/.p.. The
test session’s matching session has its key set to the
same value (i.e. a random test session key is always
returned, no matter what the value of b).

Game 2. This game is the same as the previous one
except that Exct(h) is replaced with K" € U,

Game 3. This game is the same as the previous one,
except that whenever the value Expdg. (s") for any
s’ would be used in generating keys, a random value
from Uy is used instead (the same random value is
used for the same value of s’; a different random value
is chosen for different s').

B.1 Analysis Game 1

We now construct adversary A against the DDH
problem, using B. A is constructed such that pro-
vided A does not have to abort the protocol as spec-
ified in Game 1 then if A’s input is from DHp, the
view of B is the same as in Game 0, but if A’s input
is from Rp, the view of B is the same as in Game 1.
Then, by Assumption 4, we can claim these games
are indistinguishable.

To begin, A generates all the protocol parameters
and passes the public parameters to B.

Let (f2, f°,h) be A’s challenge DDH inputs (with

h either f¢or f2). When the j*" and the j**! sessions

are activated, A uses its inputs f* and f° instead of
the values Y7 and Y« when it generates the outputs
of these sessions. Apart from this change, all session
inputs and outputs are generated according to the
protocol specification.

When the test session query is made, A uses
Exct(h) in place of K/ . when calculating the real
test session key.

A is able to answer all other queries correctly since
it knows all of the system parameters and all of the
session states. A outputs 1 if B is correct, 0 otherwise.

The probability that .4 will not have to abort the

protocol as described in Game 1 is n21 . Hence, by

the game hopping technique from Dent (2006) and
using a similar logic to that shown in (26) to (29) we
have that:

2
T < 2norac

Advip (k) + 1 (36)

B.2 Analysis Game 2

The analysis of Game 2 is the same as that of Game
4 of Case 1. Thus,

1 < 247 (37)

B.3 Analysis Game 3

The analysis of Game 3 is the same as that of Game
5 of Case 1 and 2. Thus,

T < 2AdVH (k) + 7 (38)

Since the test session key is masked with a random
value, and that value is independent of all other ses-
sions, B has no advantage in Game 3 (73 = 0). The
value is independent because only the test session has
the test session’s session id.

B.4 Combining Results:

Let E be the event that the test session has a match-
ing session by the time B finishes, and let o be the
event that B guesses b correctly in Protocol 2. Then
we have:

Advy (k) = [2Pr[o] —1]
Pr[c] = Pr[o|E]Pr[E]+ Pr[o|=E]Pr[-E]
= Pr[o|-E] + Pr[E] (Pr[o|E] — Pr[o|-E]).
Therefore,

min (Pr[o|-E], Pr[o|E]) Pr[o]

max (Pr[o|-E], Pr[o|E])

IAIN

and
AdvE (k) < max (Adv%k (k) |E, Advsé‘(k)hE)

and so we can combine (30), and (35)-(38) to find:

Adviy (k) <

max (anchdvde%(k) +2¢ + 2AdvE 2 (1),
2

Tlogac + 2norac (AdV?}ZKEM_CCA(k) 4ot

AV 0)))
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Abstract

We develop a word combinatorial approach to multi-
collisions in generalized iterated hash functions. The
work rests on the notable discoveries of A. Joux and
on generalizations provided by M. Nandi and D. Stin-
son as well as J. Hoch and A. Shamir. New results and
improvements to some previously published ones are
produced. We also wish to unify the diverse notations
and bring the results together by applying concepts
of combinatorics on words. A multicollision attack
method informally described by Hoch and Shamir is
presented as a statistical procedure and analyzed in
detail.

Keywords: iterated hash functions, multicollisions,
word combinatorics

1 Introduction

Iterated hash functions have been the most successful
method for constructing fast and secure hash func-
tions. The underlying principle proposed by Merkle
and Damgard (Damgard 1989, Merkle 1990) is quite
simple and easy to implement. However, most of the
modern hash functions built on this foundation have
been found flawed (Wang & Yu 2005, Wang et al.
2005, Klima 2005, Stevens 2006, Dobbertin 1998).
Many of these flaws come from the weaknesses in
the underlying compression functions. In recent years
more rigorous theoretical study has also found some
weaknesses in the iterative structure itself.

One of the most remarkable results on the itera-
tive structure was Joux’s method concerning multicol-
lisions in iterated hash functions (Joux 2004), which
has been used to disprove some of the assumptions on
hash function security. Furthermore, these achieve-
ments concerning multicollisions have been general-
ized by Nandi and Stinson (Nandi & Stinson 2007)
and later by Hoch and Shamir (Hoch & Shamir 2006).
These results show that Joux’s method can be ap-
plied against a more general class of iterated hash
functions.

Copyright ©2010, Australian Computer Society, Inc. This pa-
per appeared at the Twenty-Ninth Australasian Information
Security Conference (AISC2010), Brisbane, Australia. Confer-
ences in Research and Practice in Information Technology (CR-
PIT), Vol. 105, Colin Boyd and Willy Susilo, Ed. Reproduction
for academic, not-for profit purposes permitted provided this
text is included.
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In this paper, we show one way to formulate the
theoretical results concerning hash functions and es-
pecially multicollisions for iterated hash functions in
a well established mathematical system. The nota-
tions and basic theory of (word) combinatorics and
algebra are extensively applied. In (Hoch & Shamir
2006) a method to construct multicollisions on Iter-
ated Concatenated and Expanded (ICE) Hash Func-
tions is introduced. The description of the method
is informal and difficult, if not impossible, to under-
stand in detail. We wish to give a rigorous mathe-
matical treatment to this method and point out cer-
tain deficiencies in the original version of it. A fairly
detailed complexity analysis of the respective attack
construction is provided.

The paper is organised in the following way. The
second section introduces the basic definitions of word
combinatorics and partial orders. The third section
shows how iterated hash functions and multicollisions
can be depicted in this theoretical setting; the ear-
lier work committed in the field is reviewed and the
structure of the attack schema on generalized iterated
hash functions described. In the fourth section we
prove the combinatorial results needed for the con-
struction of a tractable multicollision attack on so
called bounded generalized iterated hash functions.
The fifth section contains the exact exposition of the
multicollision attack. In the final sections, we discuss
our results, draw some conclusions from our research
and give possible future research proposals.

2 Basics on words, languages and partial or-
ders

We encourage the reader to skip over the first section
and refer to the basic concepts only as the need arises.

2.1 Words and languages

Let N = {0,1,2,...} be the set of all nonnegative
integers and Ny = N\{0}. For each € N, denote by
N; the set of [ first positive integers: N; = {1,2,...,1}.
For each finite set S, let |S| be the cardinality of S,
i.e. the number of elements in S.

An alphabet is any finite nonempty set of abstract
symbols called letters. Let A be an alphabet. A
word (over A) is any finite sequence of symbols in
A. Thus, assuming that w is a word over A, we can
write w = 2122 -x,, where n € N and x; € A for
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1 =1,2,...,n. Above n is the length |w| of w. No-
tice that n may be equal to zero; then w is the empty
word, denoted by €, that contains no letters. By |w|,
we mean the number of occurrences of the letter a
in w. Define the alphabet of w by alph(w) = {a €
Allw|, > 0}. Obviously, alph(e) = 0. Let A* (AT,
resp.) be the set of all words (nonempty words, resp.)
over A. By A™, n € N, we mean the set of all words
of length n over A. The product of the words uw and
v in A* is the word uv obtained by writing v and v
after one another. Clearly product defines a binary
operation - in A*: w-v =wwv for all u,v € A*. In al-
gebraic terms (A*, ) is a free monoid and (AT, ) is a
free semigroup. The word v is a subword of w if there
exist m € N and zg, 1,21 ..., Um, Tm € A* such that
W = ToUIL] - - - ULy, Where u = ujus - - - Uyy,. A sub-
word u of w is a factor of w if w = xgqux, for some
xo, 1 € A*. A permutation of an alphabet A is any
word w € AT such that |w|, =1 for each a € A.

Let A and B be alphabets. A mapping h: A* —
B* is a (monoid) morphism if h(uv) = h(u)h(v) for
each u,v € A*. If B C A, then the projection mor-
phism from A* into B*, denoted by 74 (or 7, when
A is understood), is defined by 74(b) = b for each
b€ B and 7(a) = € for each a € A\ B.

A language (over the alphabet A) is any set of
words L (such that L C A*). Let L and T be lan-
guages. The product of L and T is the language
L-T = {wlu € Liv € T}. We write often LT
instead L - T. The product is, by induction, eas-
ily generalized to concern more than two languages:
LiLs-- 'Ln+1 = (Ll - Lo Ln) . Ln+1 for all n € NJr
and languages L1, Lo, ..., L,+1. Let the nth power of
L be the language L™ = Ly Lo --- L, where L; = L
for i = 1,2,...,n, n € Ny. Denote LT = U2, L"
In the case of a singleton language {w} (consisting of
the one word w only), we write w™ instead of {w}™.

2.2 Partial orders

A binary relation R of the set X is a partial order
(in X) if it is irreflexive (Vz € X : (x,2) ¢ R),
antisymmetric (Vz,y € X : (z,y) € R = (y,2) ¢ R)
and transitive (Vx,y,z € X : (z,y) € RA (y,2) €
R = (x,2) € R).

Let < be a partial order in X. Call (X, <) a par-
tially ordered set. The elements x,y € X are in-
comparable (in (X, <)) if neither x < y nor y < =
holds. The nonempty finite sequence 1, xs,..., T,
of elements of X is a chain of (X, <) if x; < x;11
for i € {1,2,...,n — 1}. Above n € N, is the
length of the chain z; < z9--- < xz,. For each
chain ¢ of (X, <), let |¢| be the length of ¢. An
(indexed) set of chains {c;}icr is a chain decompo-
sition of (X, <), if {C;}ier 1s a partition of X, where
C; = {z € X |z occurs in the chain ¢;}. Obviously,
{(z)}sex is a (trivial) chain decomposition of (X, <).

Consider now a finite partially ordered set (X, <),
i.e., a partially ordered set such that X is finite. The
mazimum number of incomparable elements of (X, <)
is the cardinality of the largest set Y C X such that
the elements of Y are pairwise incomparable. The
minimum chain decomposition size of (X, <) is the
smallest number m € N such that there exist chains
€1,C2,...,cm of (X, <) for which {¢;}, is a chain
decomposition of (X, <). Finally, let mazimum chain
length of (X, <) be the greatest number m € N, such
that there exists a chain of length m in (X, <).

An important connection between the two con-
cepts defined above is stated in a famous theorem
of Dilworth (Dilworth 1950).

Theorem 1 (Dilworth’s Theorem). Let (X, <) be
a finite, partially ordered set. Then the mazimum

number of incomparable elements of (X, <) is equal
to the minimum chain decomposition size of (X, <).

Let now a be a nonempty word. Define the binary
relation <, of alph(a) as follows. For each a,b €
alph(a), let a <, b hold if and only if a # b and each
occurrence of a in o happens before each occurrence
of b in a. Certainly if a <, b, then there exist words
oy and agy such that @ = ajas and o]y = |agle =
0. Obviously, <, is irreflexive, antisymmetric and
transitive, so (alph(a), <,) is a partially ordered set.
Call the elements of a nonempty set A C alph(«)
independent (with respect to <) if they form a chain
in (alph(a), <a)-

3 Hash functions and collisions

In this section we give basic definitions of hash func-
tions and multicollisons using a fresh and rigorous
notation. The principles of (iterative) hash functions
were, however, presented already in (Damgard 1989)
and advanced ideas on multicollisions appear in (Joux
2004), (Nandi & Stinson 2007), and (Hoch & Shamir
2006). We finish the section by a general (stepwise)
description of the studied attack method.

3.1 Fundamental concepts

By block representation of a message, we mean the di-
vision and padding of the message into blocks of equal
size. We may certainly without loss of generality as-
sume that all our messages are written in the binary
alphabet {0,1} and given in a block representation
form.

Definition 1. A hash function of length n (where
n € N1) is a mapping f: {0,1}* — {0,1}™.

An ideal hash function f : {0,1}* — {0,1}"™ is
a wvariable input length random oracle (VIL-RO for
short): for each z € {0, 1}*, the value f(z) € {0,1}"
is chosen uniformly at random.

Let £k € Ni. A k-collision in the hash function
f:4{0,1}* — {0,1}™ is a set A C {0,1}* such that
|A| = k and f(z) = f(y) for all z,y € A. A 2-collision
(on f) is also called a collision.

A k-collision attack (algorithm) on a hash function
f can loosely be characterized to be a probabilistic
process (based on the birthday problem) that finds a
k-collision on f with some nonnegligible probability.
The complezity of the attack can be measured, for
instance, with respect to the number of messages the
hash values of which have to be determined to carry
out the attack successfully.

According to the (generalized) birthday paradoz,
an k-collision can be found (with probability approx.

0.5) by hashing (k‘!)%Qn(kkfl) messages (Suzuki et al.
2008). In the case k = 2 this gives v/2 - 2% hashings.
Intuitively most of us would expect the number to be
around 2"~

Definition 2. A compression function (of block size
m and length n) is a mapping f : {0,1}" x{0,1}™ —
{0,1}" where m,n € Ny, m > n.

Again, an ideal compression function f : {0,1}" x
{0,1}™ — {0,1}" is a fized input length random or-
acle (FIL-RO for short): for each h € {0,1}" and
y € {0,1}™, the value f(h,y) € {0,1}" is chosen uni-
formly at random.

Throughout the paper m and n are arbitrary but
fixed positive integers such that m > n and f :
{0,1}" x {0,1}™ — {0,1}" is a given compression
function (which is not necessarily a FIL-RO).
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Define the function f* : {0,1}" x ({0,1}™)" —
{0,1}" inductively as follows. Let h € {0,1}",
Y1 € {07 1}m’ and Y2 € ({Oa 1}m)+' Then f+(hay1) =
f(hyy) and f*(h,yry2) = f7(f(h,y1), y2)-

Let I € Ny and o € N;7. Write « in the form

a = ajag---ag, where s € N and a; € Ny for
i = 1,2,...,5. For each u € {0,1}™ such that
u = ujus - - -y where u; € {0,1}™ for j =1,2,...,1,
define

u(a) = Ug Uqy *+* Uq, -

Note that u(a)) above is constructed of the blocks of u
by writing them in the order determined by the word
a.

Define now the iterated compression function f, :
{0,1}™ x {0,1}™ — {0,1}" (based on « and f) by
fa(hyu) = fT(h,u(a)). Thus, given hg € {0,1}" and
U= Uy - - - u;, where u; € {0,1}™ for j =1,2,...,1,
and setting h; = f(hi—1,u,,) for i = 1,2,...,s, the
equality fo(h,ujus---1;) = hs obviously holds. In
the presentation u = ujug - - - ug, call u; the jth block
ofu,j=1,2,...,L

Given k € Ny and hg € {0,1}™, a k-collision (with
initial value ho) in the iterated compression function
fois aset A C {0,1}™ such that |A| = k and for
all u,v € A, |u| = |v|] and fu(ho,u) = fo(ho,v). We
say that A is nontrivial if for all u,v € A and each
J € Ny\alph(a), the jth block of u is equal to the jth
block of v.

A k-collision attack on f, is a probabilistic pro-
cedure (often based on the birthday problem) that,
by making queries on f and receiving respective re-
sponses, finds a nontrivial k-collision on f, with prob-
ability one for any initial value hy. We wish to remind
that a query on f is any pair (h,z) € {0,1}"x{0,1}™
that serves as an input to f; the respective response
is the value f(h,x). The complexity of an k-collision
attack on f, is the expected number of queries on f
required to get a k-collision. Call the attack tractable
if its complexity is in O(2%).

Finally, we are ready to characterize a generalized
iterated hash function. For each [ € N, let oy € N
be such that alph(c;) = N;. Denote & = (a1, as,...).
Define the generalized iterated hash function Ha g :
{0,1}" x ({0,1}™)* — {0,1}" (based on & and f) as
follows: Given the initial value hg € {0,1}™ and the
message x the block representation of which consists
of I blocks, let Hs, r(ho,z) = fu,(ho, ).

Given k € Ny and hg € {0,1}™, a k-collision in
the generalized iterated hash function Hg s is a set
A C ({0,1}™)" such that |A|] = k and for all u,v € A,
|u| = |v| and Hg, ¢(ho,u) = Hga ¢(ho,v). Suppose
now that A is a k-collision set in Hg y with initial
value hg. Let [ € Ny be such that A C {0,1}™ i.e.,
the length in blocks of messages in A is [. Then, by
definition, for each u,v € A, the equality fo,(ho,u) =
foy(ho,v) holds. Since the alph(a;) = Ny, the set A
is a nontrivial k-collision in f,, with initial value hy.

3.2 Earlier work

In (Joux 2004) Joux considers an iterated hash func-
tions H ({0,1}™)* — {0,1}™ based on the
compression function f and the equality H(u) =
Fr(IV,u) where IV € {0,1}" is a fixed initial value.
He shows that, for each » € Ny there exists a prob-

abilistic procedure of complexity O(r2"/2) produc-
ing a 2"-collision in H. The idea of Joux is sim-
ple and ingenious: applying the birthday paradox,
a sequence of message sets {Un, Ulz}, {U21, U22}, sy
{ur1,ur2} such that u; # wjo; and f(hi—1,uin) =

(hi—1,ui2) = h; for i = 1,2,...,r is generated with
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the expected number of O(r2"/?) queries on f. Then
H(ho,y1y2 - yr) = H(hg, 2120 2-) for all y1,21 €
{uir, w12}, y2,22 € {uar,uz}t ... Yr,2r € {Ur1,ur2}
inducing that {uyy, ua1} - {uer, usa} - {ur1, ur2} is a
2"-collision on H.

In (Nandi & Stinson 2007) Nandi and Stinson
show that given a compression function f : {0,1}"™ x
{0,1}™ — {0,1}", a number r € N, and a word «
such that alph(«) is sufficiently large and |a|, < 2 for
each a € alph(«), there exists a 2"-collision attack on
fa of complexity O(r? - (Inr) - (n + In(In 2r)) - 27/?).

In (Hoch & Shamir 2006) Hoch and Shamir gen-
eralize the result of Nandi and Stinson by show-
ing the following. Given a compression function
f:40,1}™ x {0,1}™ — {0,1}"™, numbers ¢,r € N4,
and a word « such that alph(«) is sufficiently large
and |al, < ¢ for all a € alph(a), there exists a
2"-collision attack on f, of complexity O(p(n,7)2%).
Above p(n,r) is a polynomial of n and r. Unfortu-
nately, some of the proofs in (Hoch & Shamir 2006)
are only sketches and the presentation contains place
to place inaccuracies being thus hard to apprehend.
In the following we wish to present the above attack
as a well-defined statistical experiment, give rigorous
proofs to results verifying that the attack procedure
really works, and analyse its complexity in detail.

Multicollisions have been applied in practical at-
tacks usually as a method for generating second
preimages for hash values (Klima 2009). Multicolli-
sions have been found for MD4, HAVAL, and Blender
(Yu & Wang 2007, Klima 2009). The herding attack
proposed by Kelsey & Kohno is also based on multi-
collisions (Kelsey & Kohno 2006). Moreover, attacks
against dithered hash functions and hash functions
using linear XOR and additive checksums have been
found using multicollisions as a basis (Andreeva et al.
2008, Gauravaram & Kelsey 2008).

Thus, theoretical advances in finding multicolli-
sions have had an impact to practical hash functions.
However, there are no practical implementations of
the generalized iterated hash functions and thus the-
oretical advances in this field are not of too great
practical impact, but can help in devising more se-
cure hash functions in the future.

3.3 Nested Multicollision Attack Schema
(NMCAS)

Below we describe a general (and at this stage still
informal) attack procedure that, given Ha ¢, ho €
{0,1}", and r € N creates a 2"-collision set on in any
generalized iterated hash function Hgs, ; with initial
value hg. Throughout the paper we assume that

1. the compression function f is available to
our attack procedure: when given a query,
f provides the procedure with the respective
response; and

2. the sequence & = (aq,a9,...) in Hsy is
effectively encoded, i.e., each word a; In &
is directly (that is to say, computationally
tractably) at hand as an input to our attack
schema.

Procedure Schema N MCAS

Input: A generalized iterated hash function Hs y,
initial value hy € {0,1}", positive integer r.
Output: A 2"-collision set on Hy ¢.

Step 1: Choose (a large) | € N;. Consider the Ith
element «o; of the sequence &. Let o = 4119 -1,
where s € Ny and 7; € Ny for j =1,2,...,s.

?ter 2: Fll}}»( a (large) set of active indices Act C N; =
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Step 3: Factorize the word «; into nonempty strings
appropriately , i.e., find p € {1,2,...,s} and 8; € Nf
such that oo = ﬂlﬁg

Step 4: Based upon the active indices, create a large

multicollision set on fz,. More exactly, find mes-

sage block sets My, M, ..., M; satisfying the follow-
ing properties.
(i) If i € N; \ Act, then the set M; consists of
one (constant) message m;] = .

(ii) If ¢ € Act, then the set M; consists of two
different messages m;; and m;o.

(iii) The set M = M{Ms - M, =
{ugug - -uy |u; € M; fori =1,2,...,1} is a
2l4¢tl_collision set on fs, with initial value
ho.

Step 5: Based on the set C =

C,Cs, ..., C), such that

(iV) Cngp,l Q QCl =M

(v) For each j € {1,2,...,p} the set C; is a
(large) multicollision set on fg,s,...5, With
initial value hg.

(vi) |Cp| =2".

Step 6: Output C,,.

It should be clear that if the above procedure is
successfully carried out, then

Hg r(ho,m) = Hga, f(ho,m’)

for all m,m’ € C,. It should be noted that N MCAS
can be applied trivially to produce a a 2"-collision set
with initial value hg for any generalized iterated hash
function Hg y. Namely, choosing [ > n + r we know
that among the messages of length [, a 2"-collision set
exists. Letting then Act = N; and p = 1, we can, by
going in the worst case through all the 2"*" possible
message values certainly find the desired multicolli-

sion. The complexity of the attack, i.e., the expected
number of queries on f is then ((2’“)!)2#27“22;1)

sages (Suzuki et al. 2008).

Given Hg4 y and 7, does there exist a tractable
27-collision attack on Hg ¢? The problem in its full
generality, i.e., with no restrictions on Hg y seems to
be extremely difficult and is certainly still open. We
conjecture that the answer is no. Hoch and Shamir
showed in (Hoch & Shamir 2006) that if the number
of occurrences of different symbols in the words of the
sequence & is limited by a constant, then a 2"-collision
set on Ha y with any initial value can be constructed

so that the expected number of queries on f is O(27%).

Call the sequence & = (ay, s ...) g-bounded, q €
N4, if |aj]; < g for each j € Ny and i € N;. Let
Hg ¢ be a generalized iterated hash function. Given
g € N, call the sequence & = (a1,a1,...) (and the
respective Hs 5 as well) g-bounded if |oy|, < ¢ for
each [ € N, and a € N;.

Suppose now that ¢ € Ny and in Hs ¢ the se-
quence & is g-bounded. In the following we shall show
that the procedure NMCAS with input Hy ¢, ho, r,
can be realized so that a 2"-collision set in Hgs ; with
initial value hg is created (with probability one) and
the expected number of queries on the compression
function f is O(27).

The reason to the successful construction is the
fact that since & is g-bounded, unavoidable regular-
ities start to appear in the word a; of & when [ is
increased. More accurately, choosing [ big enough
(still so that | depends only polynomially on n), ar-
bitrarily large sets A C alph(a;) can be found such
that

(P1) aq = 1832~
5uch that A C

M, find message sets

mes-

- Bp, where p € Ny, §; is a word
C B; and the elements of A

are independent with respect to <, for ¢ =

1,2,...,p; and

(P2) for any ¢ € {1,2,...,p — 1}, if
m8(8;) = z129- - zZpe—ip I8 a fac-
torization  of  wp(H;)  such  that
lalph(z;)| = n'~! for j = 1,2,...n77%k
and 7p(@ir1) = UUg - Upp—i-1p IS
a factorization of 7p(a;r1) such that
lalph(uj)| = n' for j = 1,2,...nP7 "1k,

then for each j; € {1,2,..., n?~'k}, there
exists jo € {1,2,..., n?7""1k} such that
alph(z;,) C alph(u;,).
The property (P1) allows us to construct a 214l
collision on fz; with any initial value hy so that the

expected number of queries on f is 2.5|3;|2%, i

steps 1 to 4 in N MCAS can be carried out tractably
The property (P2) quarantees that based on the mul-
ticollision set quaranteed by (P1), we can roll the
attack on and create the multicollision set C; for
f818,---8; S0 that the expected number of queries on f

is |ﬁlﬂg -B3;|2% fori = 2,3,...,pand the cardinality
of C), is 2".

Thus steps 5 and 6 in N MCAS do not consume
too much resources.

We give the necessary combinatorial results for
properties (P1) and (P2) in the next section. The
construction of the actual attack is postponed to Sec-
tion 5. For rigorous proofs we refer to the full version
of the paper to be published later.

Remark. In many combinatorial problems of words
arbitrarily long words over a fixed (finite) alphabet
are considered; unavoidable regularities appear as
well as in our case and famous results of classical
combinatorics like Ramsey’s Theorem and Shirshov’s
Theorem may be applied (for details, see for instance
the book of deLuca and Varricchio (DeLuca & Varri-
chio 1999)).

4 Basic combinatorial results

Let « be a (nonempty) word and A any alphabet. We
wish to study how the occurrences in a of any symbol
a € A are positioned in relation to occurrences in «
of other symbols of A. Define (a)4 = e if ma(a) =€
and ()4 = ajaz - - as if Ta(a) € afaj - al, where
s € N4, ay,az2,...,as € A, and a; 7% a1 for ¢ =
1,2,...,8—1. It is clear that the word a4 exists and
is unique.
Remark. Let a be a nonempty word and A C alph(«)
nonempty. Then the following conditions are equiva-
lent.

(a) the elements of A are independent with

respect to <g;
(b) there exists an order aj,as,...,aq of all

elements of A such that the word ma(a) is

inajaj - -aj;and

(c) the word a4 is a permutation of A.

Suppose that & = (o, a9, ...) is ¢-bounded, ¢ €
Ny, ie., for each j € Ny and 7 € Nj, the inequality
lajl; < ¢ holds. Our first task is to show that the
property (P1) (see the previos page) holds.

The result presented in Lemma 1 in (Hoch &
Shamir 2006) (Theorem 2 in this paper) can be proved
directly without applying graph theory and Hall’s
matching theorem. Let A = (a;j)nxn be a n x n
—dimensional binary matrix (n € N;). We say that
A possesses a pass if there exist r,s € {1,2,...,n},
r > s, such that A contains a r x (n —s) —dimensional
submatrix with zero elements only. The pair (r, s) is
the size of the pass. We show the following
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Lemma 1. The matriz A = (aij)nxn does not pos-
sess a pass if and only if there exists a bijection
o:{1,2,...,n} — {1,2,...,n} such that a;,;y = 1
fori=1,2,....,n.

The previous lemma straightforwardly implies a
result concerning equal size partitions of a finite set
into equal size sets.

Theorem 2. Let k € Ny and A be a finite nonempty
set such that k divides |A|. Let furthermore {B;}¥_,
and {C’j}?zl be partitions of A such that |B;| =
|C;| for i,j = 1,2,...,k. Then for each x € N
such that |A| > k3 - x, there exists a bijection o :
{L,2,...,k} = {1,2,...,k} for which |A;NB,;)| > x
fori=1,2... k.

Remark. The result of the previous theorem is the
best possible in the sense that the power 3 of k£ cannot
be reduced to 2. Consider the following example. Let
A be a set consisting of k? - x elements where k, 2 €
Ny, > k2. Suppose r € {1,2,...,k — 2} and let
{A;}F_, and {B;}%_, be two partitions of A such that
|A;,NB1| = a+k—rfori=1,2,...,r+1; |[A,NB;| =z
fori = 1,2,...,r+1, j = 2,3,...r; |A; N By
r—1lfori=12,...t+ 1, j=r+1Lr+2,...,
Aria N Bl = & — (r+ 1)(K = r); A2 0 By =
for j =2,3,...7; [Arj2NBj|l =2 +7r+1 for j
r+1,74+2,...,k; and |4, N B,| = z for i = r +
3,r+4,....k, j=1,2... k. Then |A] = k? -z and
|A;| = |Bil = k-a fori =1,2,...,k. Clearly there
does not exist a permutation o of {1,2,...,k} such
that |A; N Byl > x fori =1,2,... k.

The following lemma is a nice application of Dil-
worth’s famous theorem.

sl

Lemma 2. Let m,n and q be positive integers and o
a word such that alph(a) > m-n. Then either (i) the
mazimum chain length of (alph(a), <) is at least m;
or (i) the mazimum number of pairwise incomparable
elements in (alph(a), <o) is greater than n.

Remark. It should be noted that the limits given
by the previous lemma are sharp in the sense that
for each m,n € N,, there exists a word a such
that |alph(a)| = m - n, the maximum chain length
in (alph(a),<q) is equal to m and the maximum
number of pairwise incomparable elements in the
set (alph(a), <o) is equal to n. Clearly the word
(a1b161a1)2(a2b262)2(a3b303)2(a4b464)2 is an exarnple
of such an « for |o| =12, m =4,n = 3.

By applying Theorem 2, Lemma 2 and the pigeon-
hole principle in a nontrivial manner, one can prove

Theorem 3. For all positive integers q and m there
exist positive integers rq and sq with the following
property. Let « be a word such that |alph(a)| >
rq - m® and |al, < ¢ for each a € alph(a). Then
there exists A C alph(o) with |A] > m and p €
{1,2,...,q} as well as words o, g, ..., a, such that
a=aiay---ap and for all i € {1,2,...,p}, the word
(ai)a is a permutation of A.

Remark. The parameters r, and s, in Theorem 3
grow very fast with respect to ¢, the parameter re-
stricting the number of occurrences of any symbol in
a. For s, we have the recurrence relations

3121
sq+1233+1, if g e Ny

We can roughly estimate that s

each ¢ € N. It is easily seen that s, is in Q(22q71) and

< g1 < 2s for
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in O(22°~1). On the other hand

T = 1
rarr = (q+1)%rg™ if g e Ny

Again, with a rough estimate, (¢ + 1)%7r;" < rgq1 <
(q—i—l)rgs" for all ¢ € N, ¢ > 2. Again, with a standard
consideration we find that 7, is in Q(2z2q ) and
q_

in 0(222 3). This, among other things, limits the
appliance of the lemma substantially. It means that
one can exercise the lemma only to those words in
which alph(«) is very large when compared with g.

The result we achieved in our previous theorem is
not yet sufficient for our purposes; inside the permu-
tatuions (a1)a, (a2)a, ..., (ag)a of A, the symbols
have to be appropriately grouped. We need an appli-
cation of the following lemma.

Lemma 3. Let dy,dy,da,...,d,, where r € Nj
be positive integers such that d; divides d;_, for
i = 1,2,...,r, A an alphabet of cardinality |A| =
dod%dg . df, and wi,wa, ..., wyy1 permutations of
A. There then exists a subset B of A of cardinal-
ity |B| = do such that the following conditions are
satisfied.

(1) Foranyie€ {1,2,...,r}, ifrp(w;) = x122 - - - T4,
is the factorization of of mp(w;) and ng(wiy1) =
Y1Y2 - - Ya, 1S the factorization of mp(w;t1) into
d; equal length (= ”dl—?) blocks, then for each j €
{1,2,...,d;}, there exists 3’ € {1,2,...,d;} such
that alph(x;) = alph(y; ); and

(2) If w, = 2129+ 24, and Wyp41 = UUg - -~ Uq, aTE
factorizations of w, and w11, respectively, into
d, equal length (= dod3d3 - --d?>_,d,.) blocks, then
the words mp(w,) = wp(z1)mB(22) - 75(24,)
and mg(wry1) = wp(u)mp(uz) - mp(ug,) are
factorizations of mp(w,) and wp(w,41), respec-
tively, into d,. equal length (= 3—3) blocks.

The next theorem is of fundamental importance to
our further considerations. It combines the results of
Theorem 3 and Lemma 3.

Theorem 4. Let o be a word and k > 2 and g > 1
integers such that

1) lalph(a)| > ryn(@*—4a+5)sq}(20=3)s4 - gpd
(1) lalp a j
(2) |ala < q for each a € alph(a)

where rq and sq are as in Theorem 3. There then ex-
ists B C alph(«), p € {1,2,...,q} and a factorization
o= o0z - -ap for whic

(3) ‘Bl = np_lk;

(4) B C alph(cy) and the elements of B are inde-
pendent with respect to <o, for i = 1,2,...,p;
and

(5) For any i € {1,2,...,p — 1}, if mpley) =
2122+ Zpo—ip, 18 the factorization of of wp(«;)
into nP~'k equal length (= ni~') blocks and
mp(Qir1) = UrUg - - Upr—i—1, the factorization of
mg(aiy1) into nP~ 1 equal length (= n) blocks,
then for each j1 € {1,2,...,nP~ 'k}, there exists
J2 € {1,2,..., nP7" 1k} such that alph(z;,) C
alph(u;,).
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5 Construction and analysis of the nested
multicollision attack

In this section we shall supplement the steps of the
Nested Multicollision Attack Schema so that a de-
tailed description and analysis of a probabilistic mul-
ticollision attack procedure comes true.

5.1 The attack as a statistical experiment

Suppose that f : {0,1}™ x {0,1}" — {0,1}" is a
compression function (not necessarily a FIL-RO) and
l € N;. Let jv be a fixed constant message block in
{0,1}™. Assume furthermore that we have fixed a set
Act C Nj of so called active indices. Let T € NZJr be a
word such that alph(7) contains exactly one element,
say t, which is an active index.

A basic birthday attack on f; with active index t
and initial value h, denoted by BBA(f,,t,h) is un-
derstood to be a statistical (probabilistic) experiment
carried out as follows.

(1) Generate a set R C {0,1}™ of 2% random
message blocks;
(2) Let

S = {ujuz---u;|us € R and
Vie Np\ {t}:u;=iv};

(3) For each u € S, compute the value fr(h,u)
to find message blocks =,y € R, x # y, and
the respective collision value h’' such that

I-(h, (i)t ta(iv) =) =
i, (i) Yy i)' = B

The probability that BBA(f,,t,h) yields a col-
lision is (approximately) equal to 0.4 (for details,
see for instance (Nandi & Stinson 2007, Menezes
et al. 1996)). In an (extended) birthday attack on
fr with active index ¢ and initial value h, (abbrevi-
ated EBA(fr,t,h)) one or more basic birthday at-
tacks are carried out one after another so long that a
collision is found. Thus in an extended birthday at-
tack a collision is always found with probability equal
to one. Assuming that the collision probability in
a basic birthday attack is exactly 0.4, the expected
number of BBA’s in an FBA is obviously 2.5. Thus
the expected number of queries on f in EBA(f;,t,h)
is equal to 2.5 |7]2%.

Let now « be a word over the alphabet N; and Act
be the set of » € Ny active indices a1, as, ..., a, such
that a1 <4 a2 <4 -+ <o ar. Suppose furthermore
that o = ajas - - - o, is a factorization of « such that
foreachi € {1,2,...,r}, all occurrences of the symbol
a; in « lie in ;. In our construction (see Lemma 4),
a sequence

EBA(quahO,a1)7EBA(fa27h17a2)a ceey
EBA(fOLM hrflva’r‘)

of extended birthday attacks is executed. Above hg
is the initial value and for each ¢ € {1,2,...,r}, dur-
ing the execution of EBA(fq,,hi—1,a:), values h; €
{0,1}™ and distinct message blocks xq;, Yy, € {0,1}™
are found such that

hi = fai(hiflv (iv)aiilxai (iv)liai) =
fai (hizt, (i0) %~ yq, (i0)! =)
The collision value h; of EBA(fo,,hi—1,0a;) serves as
the initial value to the attack EBA(fa, i, ais1) for

i=1,2,...,r — 1. We may assume that the EBA’s
above are statistically independent, so the expected

number of BBA’s in the sequence is 2.57. We may
also deduce that the expected number of queries on
the total sequence is equal to 2.5 |ajag - - - .| 2% . Ob-
viously the set

M = {ujug---w|Vie{1,2,...,r} : us, € {Za;,Ya,}
and Vi € N) \ Act : u; = iv}

is a 2"-multicollision on f, with initial value hg. If
we above chose o; = a; for ¢ = 1,2,...,r, we can in-
terpret Joux’s 2"-multicollision attack to be a special
case of our construction: certainly the complexity of
this attack is 2.5r 2%

The time is now ripe to augment the three first
steps in the procedure NMCAS. We call the ex-
panded plan of action Nested Multicollision Attack
(NMCA).

Procedure N MCA

Input: A g-bounded generalized iterated hash func-
tion Hg,f, initial value hg € {0,1}", positive integer

.
Output: A 2"-collision set on Hy ;.

Step 1: Let | = rgn(@ 4095k (20-3)5 Let o = ay
where ¢; is the [th element of the sequence &. Write a
in the form a = 414y - - - is, where s € Ny and ¢; € Ny
for j=1,2,...,s.

Step 2: Let Act = B, where B C N; ={1,2, ...,l}
is as in Theorem 4, be the set of active indices.
Step 3: Let p be as in Theorem 4 and a =
B102 ... Bp the factorization of o such that the words
B1, B2, ..., By have the same properties as the words
1,2, ..., 0, repectively, in Theorem 4.

5.2 The two phases of the attack

Lemma 4. Let a be a word over the alphabet N, r a
positive integer and a1, as, ..., a, in alph(a) symbols
such that a1 <o a2 <o ... <a ar. Let furthermore
a = aijas - a, be a factorization of a such that for
each i € {1,2,...,r}, all occurrences of the symbol a;
in « lie in a;. Given an initial value hy € {0,1}™,
we can, with probability equal to one, find message
block sets My, Mo, ..., M; C {0,1}™ as well as values
hi,ha, ..., h. € {0,1}" such that

(1) My = {iv} for each b € Ny \ A, where A =
a1,042,...,0rg;

(2) M., = {ui,u}, where u; # u} for each i €
{1,2,...,r};

(3) for each i € {1,2,...,r} the set M = M -
My - M; is a 2-collision set on f,, with ini-

tial value h; 1 and a 2'-collision set on fo,an..-o;
such that Yu,u' € M:

hi = fa,(hi—1,u) = fa,(hi—1,u'); and

alagn-ai(hOau = alag---ai(h07ul)~

Moreover, the expected number of queries on [ needed
to carry out the task is 2.5 |a|27%.

We can now top up the fourth step of NMCAS.

Step 4 of NMCA: Let My, M,,...,M; be as in
Lemma 4.

Lemma 5. Let a be a word over the alphabet Ny, d
and 1 positive integers, A C alph(a) a set of cardi-
nality |A| = dnr, and o = 102+ Bpry1y2 Y @
factorization of o with the following properties.

(1) A C alph(B) N alph(y) where § = B2+ Pnr
and y = y17v2 " Vrs
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(2) BYNAl =d fori = 1,2,....nr, and
vi) VAl =nd for j =1,2,...,r; and

(3) for each i € {1,2,...,nr} there exists j €
{1,2,...,r} such that alph(B;) C alph(v;).

alph
alph

Let furthermore uy, ), us, ub, ..., Upy,u’, € {0,1}™
be messages and hg,hy,... hpy in {0,1}" be values
such that for eachi € {1,2,...,nr}:

(4) Yo e Ny \ A : u;(b) = uj(b) = iv; and

(5) wi(Bi) # wi(Bi) and h; = fp,(hi-1,w) =
fﬁi(hi—laug)‘

The set S of all messages u € {0,1}™ such that
for each b € Ny \ A: u(b) = v and for each i €
{1,2,...,nr}: w(B;) € {u;(6:),u;(5;)} is then well-
defined and satisfies for each i € {1,2,...,nr} and
u € S the equality hy = fg,(hi—1,u). Moreover
we can, with probability equal to one, find messages
vy, V), 02, 0%, .. v, v in S and values hy, by, ... hl,

hy = hpy, such that for each j € {1,2,...,r}:

(6) vi(y;) # vj(v) and B = fy,(Rj_y,v5) =
f.yj(hg;l,v").

The expected number of queries on f needed to carry
out the task is 2.5|y|2%. Finally, the set T of all
messages v € {0,1}™ such that for each b € N; \ A:
v(b) = i and for each j € {1,2,...,r}: v(y;) €
{vi(v;);vj(v5)} is then a well-defined subset of S and
forms a nontrivial 2" -collision set on f, with initial
value hy.

The following theorem combines the results of
the two previous lemmata; we verify that Step 5 in
NMCAS ca be carried out in a tractable fashion
without consuming too much resources.

Theorem 5. Let o« be a word over the alphabet Ny,
r and p positive integers, A a subset of the alpha-
bet alph(a) of cardinality |A| = nP~'r, and a =
oarog -y a factorization of a such that for each
i € {1,2,...,p}, the elements of A form a chain in
the partially ordered set (alph(a;), <a,;) (i.e., the el-
ements of A are independent with respect to <, ).
Assume furthermore that for each i € {1,2,...,p
there exists a factorization a; = 10y - - Qi pp—iy O
the word o; such that the following conditions are sat-
isfied.

(1) lalph(ci;) N Al = n*~t for each i € {1,2,...,p}
and j € {1,2,...,nP7'r}; and

(2) for each i € {1,2,...,p} and j €
{1,2,...,nP7'r} there emists k € {1,2,...,
nP~ =1y} such that alph(ci;) N A is a subset of
alph(ai1r) N A

’

Then, given an initial value hg € {0,1}"™ we can, with
probability equal to one, find a nontrivial 2" -collision
set on fo. Moreover, the expected number of queries
on fo needed to carry out the task is 2.5 |a| 2% .

The fifth step of step of NMCAS can be com-
pleted:

Step 5 of NMCA: Let By, Bo, ..
orem 4.

., Bp be as in The-

Let us recapitulate our results.
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Theorem 6. Let m,n and q be positive integers such
that m > n and q > 2, f a compression function
of block size m and length n, and & = (a1, aq,...)
a q-bounded sequence of words such that alph(o;) =
N; for each i € Ny. Assume furthermore that & is
effectively encoded. There then ezists a probabilistic
algorithm which, given any r € N4 constructs a 27-
collision set on the generalized iterated hash function
Hg ¢ so that the expected number of queries on f is

2.5 n(q2*4q+5)5qr(2q’3)%2%, where the parameters
rq and sq are defined recursively by m = s1 = 1,
rip1 = (i + 1)57'7“257""'1 and sit1 = s? + 1 fori e N,.

We wish to remind that in (Hoch & Shamir 2006)
an informal proof of the previous theorem was given.

5.3 The case ¢ =2 and some complexity con-
siderations

Suppose now that in the input of the procedure
N MCA procedure the generalized iterated hash func-
tion Hg s is such that the sequence & = (a1, a9, ...)
is 2-boundedus now assume that ¢ = 2. Then, by
Theorem 3, the equalities ro = 2517‘f1+1 = 2 and
sy = 2+ 1 = 2 hold. By Theorem 6, when creating
a 2"-collision (r € N;) on H, ¢, the expected num-
ber of queries on f is 2.575 n(2’—4245)s2 1.(20-3)s29%
= 5n2k?2%. In (Nandi & Stinson 2007) with rigor-
ous considerations a somewhat smaller average com-
plexity O(r2-(In7)-(n-+In(in 2r))-2"/?) was attained.
Note that in N MCA it is possible to take also ¢ as
an input parameter. Then the procedure is of course
extremely unefficient: due to the recurrence relations
r1=s1 = lLandr; = (i+1)sirf’7+l, Si41 = s7+1 for
1 € Ny, we have a procedure that is at least triple ex-
ponential with respect to ¢. A natural question arises
whether or not in Theorem 3, the length of the word «
could be chosen to be considerably smaller. Our opin-
ion is that then a significantly different proof tech-
nique is needed. If Lemma 2 and Dilworth’s Theorem
(and thus the relation between independent elements
and incomparable elements in alph(«) is applied, it is
difficult to imagine that a 2"-collision on Hg  could
be constructed so that the expected number of queries
on f is less than exponential with respect to q.
When g is greater than 2, it is fairly easy to see
from Theorems 4 and 6 and Remark 4 that the length
of the messages necessary for carrying out our attack
becomes impossible for any practical implementation.

5.4 Computational complexity and security
issues

It seems that to implement a generalized iterated
hash function, a relatively strong computing device
(in automata-theoretic sense) is needed. In fact,
a two-way deterministic pushdown transducer tech-
nique seems to be indispensable regardless of the way
the repective compression function is realized as a
computer program. This raises the question of effi-
ciency; a two-way deterministic pushdown transducer
is a much more complicated machine (and thus much
more resource consuming to implement and use) than
a finite state transducer which is needed to realize
a traditional iterated hash function. Two-way de-
terministic pushdown automatata accept a subfam-
ily of context sensitive languages that contains non-
context-free languages whereas finite automata ac-
cept only regular languages.

If a generalized iterated hash function is used, the
sender has to construct the whole message before he
can start to hash it. Similarly, the receiver has to
have the complete message available before the sent
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hash value can be verified to be correct. Suppose
that we wish to avoid this restriction and start to
hash the message before it is completed. Then the
message blocks occuring at the end of the message are
not available when we start hashing; this causes extra
restrictions on the sequence & and possibly implies
that multicollisions are easily found.

We also need an efficient encoding for the sequence
& = (aq,a9,...). If & is complicated, ie., Hs s is
secure, then picking an elemnt a; from & may be re-
source consuming. On the other hand, if & is simple,
then efficient multicollision attacks become possible.

6 Conclusion

In this paper we have demonstrated how the analy-
sis of multicollisions in iterated hash functions can be
done with the use of word combinatorics. We have
also given some new results and settled some inac-
curacies in the previous results concerning multicolli-
sions in generalised iterated hash functions. We have
also brought these results into a unified and well es-
tablished theoretical framework, which should make
further investigation of the theory of iterated hash
functions easier.

The next step in the research could be to investi-
gate the possibilities of generating words, which have
desirable properties in the context of multicollisions.
We could also categorise words and whole languages
with respect to their performance in the iterative
structure. Also the even more general types of it-
erated hash functions presented in (Nandi & Stinson
2007) and (Hoch & Shamir 2006) could be brought
into this framework and further analysed.
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